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A Fourth-Order Dispersive Flow
into Kahler Manifolds

Hiroyuki Chihara and Eiji Onodera

Abstract. We discuss a short-time existence theorem of solutions to the initial value problem
for a fourth-order dispersive flow for curves parametrized by the real line into a compact
Kidhler manifold. Our equations geometrically generalize a physical model describing the
motion of a vortex filament or the continuum limit of the Heisenberg spin chain system. Our
results are proved by using so-called the energy method. We introduce a bounded gauge
transform on the pullback bundle, and make use of local smoothing effect of the dispersive
flow a little.
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1. Introduction

Let (N, J,g) be a compact Kéhler manifold of real dimension 2n with a complex
structure J and a Kéhler metric g. In the present paper we study the initial value
problem for a mapping R X R > (¢, z) — u(t,z)€N of the form

up = aJ () Vit + {1+ bgu (e, ur) }J (u) Vo,
+ gy (V oty ug)J (u)uy,
u(0,z) = ug(x) in R, (2)

inR x R, (1)

where u, = du(2), u, = du(), du is the differential of the mapping u, V is the
induced connection for the Levi-Civita connection V¥ of (N, J, g),a € R\ {0} and
b,c € R are constants, and ug : R — N is a given initial curve on N. u(t,-) is a
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curve on N for any fixed ¢ € R, and u describes the motion of a curve subject to the
equation (1). If a,b,c = 0, then (1) is reduced to the one-dimensional Schrédinger
map equation of the form

ur = J(u) Vg,

and its stationary solutions are geodesics on [V, see, e.g., [2,4,6,11,16] and references
therein for the physical background and the mathematical study of the Schrodinger
map equation.

Here we present local expression of the covariant derivative V. Let ¢, . .., y*"
be local coordinates of N. We denote by I'5, o, 5,7 = 1,...,2n, the Christoffel
symbol of (N, J, g). For a smooth curve u : R — N, T'(u~'TN) is the set of all
smooth sections of the pullback bundle u='T'N. If we express Vel (u 1T N) as

Vie) = ivam (%)

then, V.,V is given by

7= 3 070+ 3 e o] (1)

a=1 By=1

Here we recall the physical background of (1). The equation generalizes a model
system arising in classical mechanics of the form

where R x R 3 (¢,x) — (t,x) € S?, S? is the two-dimensional unit sphere in R3,
and £ x 77 and (£, 7]) are the vector and the inner products of £ € R3 and 7 € R?
respectively. The equation (3) describes the motion of a vortex filament or the con-
tinuum limit of the Heisenberg spin chain system. In [24], Porsezian, Daniel and
Lakshmanan formulated the continuum limit of the Heisenberg spin chain system
as (3) with 3a + ¢ = 2b and a # 0, and showed that if ¢ = 0 which is equivalent
tob = 37“, then (3) is completely integrable. In [7], Fukumoto studied the motion of
vortex filament and obtained (3) with with 3a + ¢ = 2b and a # 0. More precisely,
in [7], z describes the length of a curve ¥(¢, x), and (¢, x) = 7, (¢, x).

It seems to be natural and fundamental to study the initial value problem (1), (2).
In particular, it is important to know the relationship between the geometric settings
and the existence theorems of time-local and time-global solutions. The main diffi-
culty of solving (1), (2) is the loss of derivative of order one occurring in (1) even
in the case N = S2. If (V, J, g) is a compact almost Hermitian manifold, then the
situation becomes more difficult. Indeed, the loss of derivative of order three may
happen since VV.J does not necessarily vanish.

The known results on (1), (2) are limited. In particular, all the preceding results
are concerned only with the case of N = S2. By the stereographic projection of
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S?\ {(0,0,1)} onto C, the equation (3) becomes a complex-valued fourth-order
semilinear dispersive partial differential equation. The time-local existence for this
equation was established, see Huo and Jia [13—15], and Segata [25,26]. The idea of
proof of these results are based on making use of so-called the local smoothing effect
of exp(\/—_ltg—:;) via Bourgain’s Fourier restriction norm method, see [1] for this.
The stereographic projection requires somewhat restriction on the range of the maps.
For this reason, these results are not necessarily concerned with the study of maps to
S?. On the other hand, Guo, Zeng and Su ([10]) studied time-local existence of weak
solutions for the model equation (3) witha # 0, ¢ = 0 and b = 37“ forz € R/Z. In
this case no smoothing effect can be expected since the source of the maps R/Z is
compact and singularities of solutions come back periodically. Fortunately, however,
the integrability condition works well to overcome the loss of derivative of order one.

The purpose of the present paper is to establish the short-time existence theorem
for the initial value problem (1), (2) from the point of view of geometric analysis
[8,9,12,20] and higher order linear dispersive partial differential equations [18,27].
The present paper is a continuation of our geometric analysis of dispersive flows
[4,5,21-23]. The point of view of geometric analysis sometimes offers deep insights
into the structure of dispersive systems, and leads one to discoveries. For example,
Koiso [16] proved that some curvature condition on the target manifold guarantees
the time-global existence for the Schrodinger flow for closed curves. Onodera [21]
also established time-global existence theorem for a third-order dispersive flow for
closed curves under some curvature condition on the target manifold. Moreover,
Chihara [4] came to understand the relationship between the Kihler condition of
the target manifold and the structure of the Schrédinger map equation of a closed
Riemannian manifold to a compact almost Hermitian manifold.

Here we introduce some function spaces of mappings. For £ = 0,1,2,3,...,
we denote by H**1(IR; T'N) the set of all continuous mappings of R to N whose
derivatives up to k + 1 are all square integrable:

k
ol =3 [ gu) (Vo That) i < .
=0

The standard k-th order Sobolev space of R%valued functions Z on R is denoted by
H*(R; R?), and its norm is defined by

k
0y = 3 |
1=0 /R

where |U| = /(U,U), and (U, V) is the standard inner product for U,V € R
Set H*(R) = H*(R;C) and L*(R) = H°(R;C) for short. Let / be an interval in
R, and let X be an appropriate function space. We denote by C(I; X) the set of
all X-valued continuous functions on /, and by L>°([; X) the set of all X-valued
essentially bounded functions on /.

2
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The main results of the present paper are the following.

Theorem 1.1. Let k be an integer greater than or equal to six. For any initial
mapping uy € H*Y(R;TN), there exists a positive number T depending only
on |[uog || 4 w;rvy Such that the initial value problem (1), (2) has a unique solution
u € C([—T, T]; HFH(R; TN)).

Here we remark about the order of the smoothness of solutions required in The-
orem 1.1. The condition k& > 6 is determined by the Sobolev embedding H'(R) C
C(R) N L*(R). In our construction of solutions, we need k£ > 4 for the bounded-
ness of the both hand sides of the equation (1). Our proof of uniqueness of solutions
requires k > 6 for the boundedness of the second derivative of (1).

We shall prove Theorem 1.1 by using so-called the parabolic regularization and
the uniform energy estimates of solutions to the regularized problems. In the lat-
ter part we introduce a gauge transform on the pullback bundle to overcome loss of
derivative of order one. In other words, we slightly make use of local smoothing
effect of dispersive equations via the gauge transform. In terms of pseudodifferential
calculus, this consists of the identity and a pseudodifferential operator of order —1,
The commutator between the lower order term of the gauge transform and the prin-
cipal part of the equation becomes a second-order elliptic operator absorbing the loss
of one derivative. This idea was actually applied to solving a third-order dispersive
flow in [5] and [23].

The plan of the present paper is as follows. In Section 2 we pick up a one-
dimensional fourth-order linear dispersive partial differential equation, and illustrate
the local smoothing effect and the gauge transform. Section 3 is concerned with
solving regularized problem. Section 4 is devoted to the construction of a time-local
solution. Finally, we shall prove the uniqueness of solution and recover the continuity
in time of solution in Section 5.

2. An auxiliary linear problem

The purpose of this section is to illustrate our idea of proof of Theorem 1.1. Consider
the initial value problem of the form

Uy = \/__1auxx:c:r; + \/__1{6(t7 w)ux}ﬁ + 7(t7 ZE)’LLx iIl R X R’ (4)
u(0,z) = ug(x) in R, 3)

where u(t, z) is a complex-valued unknown function of (¢,z) € R x R, a € R\ {0}
is a constant, 3(t,z) € C(R; #>(R)) is real-valued, 7(t,z) € C(R; Z*(R)) is
complex-valued, #>°(R) is the set of all bounded smooth functions on R whose
derivatives of any order are all bounded, and u () is an initial data. We shall prove
the following.
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Proposition 2.1. Suppose that there exists a function ¢(x) € FB°°(R) such that
mn (6,2)| < 6(0), (t.2) € B, [ oo < oo,
R

Then, the initial value problem (4), (5) is L*-well-posed, that is, for any ug € L*(R),
(4), (5) has a unique solution u € C'(R; L*(R)).

Roughly speaking, Proposition 2.1 says that if Im (¢, x) is integrable in x € R
uniformly for ¢ € R, one can solve the initial value problem (4), (5). In other words,
Im (¢, x) is seemingly an obstruction to the L2 well-posedness, but can be resolved
by the local smoothing effect of exp(v/—Lat-2;) described as

(1+a%)1 (_aa_;)

where 0 > 1 is a constant. This shows that solutions to the initial value problem for
U = vV — Lty gains extra smoothness of order % in z, see [3] for instance. We do
not need to make full use of (6) for proving Proposition 2.1. We have only to use the
gain of smoothness of order one for this. This means that Proposition 2.1 is never
sharp, and that the condition given there is too strong. In fact, Mizuhara [18] and
Tarama [27] studied the necessary and sufficient conditions for L*-well-posedness of
the initial value problem for more general higher-order linear dispersive partial dif-
ferential equations in one space dimension. Under the condition in Proposition 2.1,
one can eliminate Im (¢, z) in (4) exactly by using a gauge transform. However,
we shall actually make the local smoothing effect visible by using another gauge
transform with ¢(z). This will be convenient for applying our idea to (1) since the
corresponding problematic terms in (1) are very complicated.

W

64
exp (\/—_16115@) U < CHUOHLZ(R)’ (6)

L2(R2)

Proof of Proposition 2.1. We shall give only the outline of the energy estimates.
Here we make use of elementary pseudodifferential calculus, see [17] and [28] for
instance. Let r > 0 be a sufficiently large constant. Pick up ¢(§) € C*°(R) such that

p@) =1 ([l =r+1), @) =0 (<)

Here we introduce a pseudodifferential operator A = I + A of order zero, where I is
the identity operator, and

MmzifffWMm@wm%
o) =0 5, ale) = [ oy

Denote the set of bounded linear operator of L*(R) to L*(R) by £ (L*(R)). It is
easy to see that A is in . (L*(R)), and invertible since A = I 4+ O(r~') provided
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that 7 is sufficiently large. Indeed the Neumann series I + > ;o (—A) gives the
inverse operator of A. Hence A is an automorphism on L?(R).

Set v(t,z) = Au(t,z), ie,u = A"'v. Apply A to (4). Set D, = —/—12
for short. Here we denote by . the set of all L?-bounded operators on R. In what
follows, different positive constants are denoted by the same letter C, and different
operators in C(R; %) are denoted by the same notation P(¢). Then we have

Auy = vy,
AV 1ty = V—1a(l + A)Di([ — A+ A2 AP+ Ju

= \/—_1aDi(I—/~\—|—/~\2 —/~X3—|—-~-)v
+V—1aADY (I — A+ A* = A3 .. )

= \/—_1(1D;1U—\/—_1GD§/~\(I—]\+/~X2—/~\3+"')U
+V—1aAD} (I — A+ A* = A3 - )

= \/—_1aDiv—|—\/—_1a[/~X,Dﬂ(I—/~\+/~X2 — AP

=v—laD¥v++/~1a []\, Dilv—+v-1a [[\, D;] Av + P(t)v,

A TT(B( )us}e = VIL(E 2)us}s + P00,

Ay(t, x)u, = (t, z)v, + P(t)v.

Since v—Ta[A, D] = ¢(x) 25 + 3¢/ (x) 2 + P(t), we have

AV Tty =V 1D + 0o + 36 ()0~ VTADTD  y pgy
=v—1aDv + {¢(x)v, } + %gzﬁ’(m)vm — \/—_1—¢(le(§($)% + P(t)v.

Combining the above, we obtain

Ve = V100000 + {¢(2)03}0 + V=1{B(, 2V}
+ {Rev(t, x) + ¢ éx) } vy + V-1 {Imv(t,x) - W} vy + P(t)v.

Using this, we deduce

d
d—/]v|2dx— —2/¢(x)\vx|2dx+\/—1/71(t,x)(vx6—v@)dx+
t Jr R R

+2Re /]R (P(t)o)vds,

H(2)2(x)

m(t,z) =Im~(t,z) — 1
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Since 7 (¢, z) = O(¢(x)), the Schwarz inequality implies that

<] ¢<ac>|vw|2doc}é {/ qf><as>|v|2dac}é
<o/ ¢<x>|vx\2dx}§ {/ |v|2dx}§

</¢(:U)]vx\2dx+0/\v]2dx.
R R

/R n(t, ) (0,7 — vTg)dz

Hence for any 7" > 0 there exists a constant C'r > 0 depending on 7" > 0 such that

d
a/\vﬁd:ﬁjt/d)(x)]vx\zdx < CT/]dew
R R R

for t € [0, T]. This implies that for ¢ € [0, T7,

/R|v(t,m)|2dx + /Ot eCr(t=s) (/}R ¢(x)|vx(t,x)|2dx) ds < eCTt/R|v(0,x)|2dx.

The same inequality holds for the negative direction of ¢. Using these energy esti-
mates, we can prove Proposition 2.1. We omit the details. O]

3. Parabolic regularization

In this section we shall solve the initial value problem for a regularized equation of
the form

w = (—¢+aJ(u)Viu,

{1+ bgy (1 02} () Vityin (0, 00) x R, @
+ cgu(Vaptly, uy)J (u)uy,
u(0,z) = up(x) in R, (8)

where ¢ is a positive parameter. We shall use a sequence {u°}.c(o,1] of the solutions
to (7), (8) to construct a solution to (1), (2) in the next section. The results of this
section are the following.

Lemma 3.1. Let k be an integer not smaller than four. For any initial mapping
ug € H¥Y(R;T'N), there exists a positive number T. depending only on ¢ > 0
and ||uoz || g4 r;rny such that the initial value problem (7), (8) has a unique solution
ut € C([0,T.]; H*Y(R; TN)).
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The equation (7) corresponds to quasilinear parabolic partial differential equa-
tions. It is possible to solve (7)-(8) directly by using the fundamental solution of the
differential operator

0 30

and so-called the Leray-Schauder fixed point theorem. We embed (7) in an appro-
priate Euclidean space R? by the Nash isometric embedding w : N — R? (see e.g.,
[8,9]), and deal with it as a system of quasilinear partial differential equations. In
particular, we need to take care of the range of solutions to the embedded equation.
Unfortunately, however, the above mentioned approach to (7) seems to be very com-
plicated. For this reason, we consider more regularized initial value problem of the
form

up = 6Viu, + (—e + aJ(u)) Viu,

{1+ bty w) M (Ve in (0,00) xR, )
+ cgu(Vatiy, ug)J (w)uy,
u(0,x) = up(x) in R, (10)

and we shall prove Lemma 3.1 elementally. Here ¢ is a positive parameter. Let
{u#9} 550 be a sequence of solutions to (9), (10) for any fixed ¢ > 0. We will get a
sequence of solutions {u®}.~¢ to (7), (8) by the standard compactness arguments as
0 | 0. We first prove the following.

Lemma 3.2. Let k be an integer not smaller than four. For any initial mapping
ug € H*'(R;T'N), there exists a positive number T. 5 depending only on ¢ > 0,
§ > 0 and ||uoz || rar;ray Such that the initial value problem (9), (10) has a unique
solution u=* € C ([0, T, 5]; H*™(R; TN)).

To prove Lemma 3.2, we embed (9), (10) in an appropriate Euclidean space R<.
Let w € C*°(N;RR?) be the Nash isometric embedding, and let w, (NN be a tubular
neighborhood of w(N) with sufficiently small > 0 defined by

w,(N) = {vg +v1 € R | vy € w(N), v1 € Tyyw(N)*, |vi] <7},

where T,,w(N)* is the orthogonal complement of T, w(N) in T,,R? ~ R?. The

mapping
IT:w.(N) > vy + vy = vg € w(N)

is the natural projection. Set p(v) = v — II(v) for v € w,(N).
Let u be a solution to (9), (10). Set v = w(u) for short. Then we have

vy = dw(uy)
— dw (5V2ux + (—e + aJ(w)) Viug + - - ) (11)

= 6U$I£L’x$$ + F(U7 /U$7 vl‘l’? UIICL‘? U:cxm:a UIxCL‘:L’I)?
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where F' € C°°(R5¢; R?) is an appropriate function. Set

F(/U) = F(’U7 UQ?) U$$7 Uacaca:a Ul‘xl’£7 ,U$$$$J?)

for short. The initial value problem for (11) with v(0,z) = w(ug(x)) is equivalent
to an integral equation of the form

v(t) = exp (té%) w(ug) + /Ot exp ((t — 5)5;—;) F(u(s))ds.  (12)

We shall solve (12) without considering the range of v, that is, we shall deal with

u(t) = exp (taaa—;) w(ug) + /Ot exp ((t - @5%) F(H(U(S)))ds. (13)

If a solution v to (13) satisfies II(v) = v, that is, p(v) = 0, then v solves (12) and
u = w1 (v) is a solution to (9), (10). Note that for any a > 0, there exists a constant
Cs, > 0 depending only on  and « such that

6
exp (tcs%) f Cia

S WH]C”L?(R), t>0.
Combining this and the contraction mapping theorem, we can prove the following.

Hb6—«a (R)

Lemma 3.3. Let k be an integer not smaller than four. For any initial mapping
ug € H*Y(R;TN), there exists a positive number T. s depending only on & > 0,
d > 0 and ||uog || ar;rny Such that the integral equation (13) has a unique solution
v satisfying

v € C([0,T5] x Ryw,(N)), v, € C([0,T.4]; H*(R; R?)). (14)

We omit the detail of the proof of Lemma 3.3. Here we will complete the proof
of Lemma 3.2.

Proof of Lemma 3.2. Let v be a unique solution to (13) in Lemma 3.3. We have only
to show that p(v) = v — I[I(v) = 0. Since I1 € £>*(R% R?), the smoothness of v
given in (14) implies that

p(v) € B([0,T.5] x R;RY), (15)

I1
p(V)y = v, — g—v(v)vm € C([0, Tz 6); H*(R; Rd)), (16)
P(V) 2z, P(V)azz € C ([0, T2 5); H (R; RY)), (17)

where % denotes the set of all bounded continuous function. We shall evaluate
lp(v)|? = (p(v), p(v)). Fix arbitrary n € (0, 1]. A simple computation gives

d1 ’ )
dt2 /Rem [p(v)[*dz = / e (p(v)e; p(v))de, (18)

R
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Since I1(v); = 21 (v)vy € Tiwyw(N), p(v) € Thwyw(N)*, we have

() p(0)) = 0, (p()r:p(©)) = ({p(): + ()i}, p(0) ) = (w1, p(v)-
Substituting this into (18), we get

d1

—nx? 2 _ —nz?
G5 [ par = [ e ptos (19)

Set u = w™!(II(v)) for short. Here we remark that
Uy = 5Umx:c:r:a:x + F~1(H<U))

and the second term of the right hand side above belongs to Tiy,yw(/N). Substitut-
ing (20) into (19), we have

—nz? _ —nz?
< / Ip(v) P = § / CO—n 1)

In view of the integration by parts, (21) becomes

d1 2 2
G5 | Pde = =5 [ (0 e 00}, )dr @2

Substituting
{6_n$2p(v>}xwa: = e_nw2p(v)zxx +3{€_n$2}$p(v):m: +3{6_nz2}x;5p(v)$ + {€_n$2 a:acacp(v)’
{7} = —2nze ™,
e, = C2ntan?a?) e,
I
into (22), we have

d1 2 2
I —-nz 2 — —nx 2
o3 [ pwide = =5 [ o)

+ 5/(—127}296 + 8n3x3)6_”x2<p(v)mm,p(v)>dm (23)
R

+ 5/(677 — 12772352)6_’7“:2@( V) zaz, P(V) ydx (24)
R

+5/6nxe"’”2<p(v)zm,p(v)m>dm. (25)
R
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Here we recall the smoothness of v as in (15)-(17). Combining n € (0, 1] the
Schwarz inequality for the integration on R and the change of variable y = 772 T, we
deduce that

23)] < 126 /R(n%r ¥ 12[2) e 0(0) | () |
< O / (¥ 2] + 03 |2*) e |p(0) saalda
R

<ot [ (14 ne) e )

< Con2 {/(1 + nx2)3e2”‘”2da:}
R

1

< Copt {/(1 + y2)36‘2y2dy}
R

= Cénit, (26)

24)] < 1207 / (1+722) ™™ | p(0) 1za| | (V)| e
R

< 1207 {sup 14+ y%)e }/!p Jaza||p(V)s|dz

yER

= Cn 27)
|(25)| 6dn> /(775(:2)ée_nﬂ|p(2})mx||p(v)m|dx

< 6o {sup|y|e—?f} [10)exllpv)ce
R

yeR

= Céns3, (28)

where C' is a positive constant which is independent of 7. Combining (23)—(28), we
deduce that there exists a positive constant Cy which is independent of 7 such that

d 2
o [ e p(o)Pde < Codnz. € (0.1, ¢ €[0,Tu)
R

Since p(v(0,-)) = p(w(up)) = 0, we have [ e |p(v(t, 2)) ] dr < Coonst.
Applying the Beppo-Levi theorem to this, we deduce that for any fixed ¢ € [0, 1} 4]

/‘p (t,x) ‘ dx = lim e_”xz}p(v(t,x))‘de = 0.
n40 R

This implies that p(v(Z, -)) belongs to L?(R; R?) and p(v(t,z)) = 0 a.e. x € R for

any ¢ € [0,7.]. Thus we deduce that p(v(t,x)) = 0 for any (t,z) € [0,T.5] x R

since v € C([0, T..5] x R;R?). O
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We will conclude the present section with the proof of Lemma 3.1.

Proof of Lemma 3.1. Let {u’}s¢(0,1) be a sequence of solutions to (9), (10) with a
fixed parameter €. We shall show that there exists 7. depending only on ¢ and
|| %0z || 74 ;7 vy Such that {u‘s}ge(m] is bounded in L*> (0, T.; HFH(R; TN)). If this
is true, then the standard compact arguments imply that there exists a mapping u such
that v satisfies

ue C([0,Tc); H¥R; TN)) (| L= (0, Te; ¥ (R; TN))

and solves (7)-(8) provided that 6 | 0. The key of thls uniform estimates is also the
smoothing property of the parabolic operator 3; + €57 a 7. By using this property, we
can also prove the uniqueness and the COHtlIlUlty in the time variable, but we omit the
details.

We abbreviate J(u°) and g,s (-, -) by J and g(-, -) respectively. We will evaluate

Z/ (Viud, Viud)dz.

We apply VL, 1=0,1,2,.

uf = 5V5u5 + (— —|—aJ)V3 0

29
+ {1+ bg(ul, ul) Y IV ud + cg(Voul,ul)Jul in (0,T.5) x R. (29)

We compute this term by term. Let R be the Riemann curvature tensor of (N, J, g).
Note that for the left hand side of (29),

Vi(ug) = Vaug, (30)

v, (Vid) = Vily +Zvl 1’”{ (W, ul) V™ g}, 1=1,2,3,... @3

> v R, uh) Vi |
=03 v RVl ) Vi | —aZvl o RV, ) Vil |
+a Y VE RO VGG, ul) Vit b

+ ZV;_l_m{(l +bg(ui,ui))R(J( NV, ux,ux)vm 6}

te vl‘l‘m{g(vxué uy) R (u” iy, 1) Vi 5}
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Hence,

:%v;—l—m{ (uf, u) Vil b = 6V, R(VE il u |

—|—5O g (V3 v 5)%)

2

+ 0 (Z g VHO‘U‘;, Vl;“"‘ug) ;>

(32)
a=1

!
+0 g(Viug, Viu 5)2).
m=0
Here we used the Sobolev embedding. On the other hand, we have
Vil = 0VE (Vi) + (=& + aJ (u?)) VE(VEud) + J(u’)V2(Viud)
I+1 (14+1)!
+b Yy g(VEud, Viul) J(u®) Vi rryd
0

Wl (l+1—p—v)!7 2

ZH_ (1+1)! 416 5 S\l 5
CM;O T —— )' 9( u ul)J (u’) u
=V (VEud) + (= +ad(u)) Vi (Viud)
+ J(W)V2(VEud) + bQ1 + cQo. (33)

We modify ()1 and ()5 a little for the sake of convenience for our energy estimates:

I+1 (l + 1)|
_ : m v 5 1) +2—p—v, o
= gl ul) J(u?) V2 (Viud) + 29 (vx(vgug),ug)J(ufS)vxug

+2(l+1)g (V ud, ud) J(u)V, (Vi)
I+1 +1)!

* Z 'u'z+1

=V, { (ux,ui)J(u‘s)Vm(Véui)} +29<V (Viud), ‘;) J(u)V ud
+2lg(V,ud,u )J(u‘s)vm(leu‘s)

x)

+Z l]/'l_|_1 w— ]/) (

1/<l

Vil Viu 5) J(u‘s)ijQ_“_”ui

x )

MV)(

Viud, Vol ) J (u) V5 (34)

x )
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and

) x

= g(Voud,ud) J(u)V, (Viud) + g(Vfc (Vﬁﬁui),ué)J(u‘;)u‘s
5

[+ 1)!
by (v V) )
W

= V{9 (Va (Viul) ) Sl + g (Vi ) T (u?) Vo (Vi)
+ (14 1)g<V$ (Viui),vgcug) J(u®)ul

+1g (Vx (Viud), ui) J(u)V ul

[+ 1)!
Ay </“1/|p)' g (Vi g, Vi) J (u) Vi, (35)
IR

Combining (30)—(35), we have

Vi(Viul) = 6VE (Vi) + (—e + J () VE(Vidd)
oV { RVt )ut )+ 00 (g(VE i, 9 ) )

2
+0 (Z g(Vireud, vireud) 2)
a=1
l
+ 0 (Z g(Virul, vgug)2> : (36)
m=0

Now we compute

k k
%%Z/g(Viui,Viui)dx: Z/g(VtViui,Viui)dx.
=0 /R =0 /R

Substitute (36) into this. Using the integration by parts and the property of .J, we
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+(5Z/RO<9 Vl+3u5 Viy 6)% (v;,ui,vl 5) )dx
=0
2

k

3 (O3 oVt Tt g (Vi V) ) o
1=07R  “a=1
k

—i—Z/O g Viu‘;,vl 5))dm
_gYR
k

:_52/ (V3 (VEut) V3 (Vhud) ) dor eZ/ (V2(Vhud) V2(Vhus) ) da

1=0 /R

1

k
+5Z/@(ZQ(V?3U‘S$,V?3U§)5 (Vl-l-/i’ué vl+6 5) )dm
=0 ’R  “g—g

k
O(ZQ(VHO‘ 0 yltay 5)% (Viud V! 5)%>dx

=0’k =1

+Z/ Viu‘;,vl 5)) dx. (37)

Integration by parts, the Schwarz inequality and an elementary inequality
2ab < a® + b? for a, b > 0 give

k

Z/ (ijlufc,Viﬂui)dx

1=0 Rk

:_Z/ (VE2ud, Viud)da
1=0 /R

<

x T

k
[ o V) g (T V) i
=0 /R

k
g
<§Z

~

g(vl+2u5 vl—‘r? 5 d +_Z/ viui’vl 5

I
—
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Z/ vz+2u5 vy, 5)% (anui,vl 5) )dx
CZ/ VHZ vt 5)% (VZ v 5)%0[
< gz/ (VEFad, Wi 2yd dx+— / (Viud, Viul)
=0 VR

Using this and an elementary inequality 2ab < a? + b? for a, b > 0 again, we obtain

k 1
03 [ oS a(vEtu, i) (V. W) s
=0 VR g0
5F
< §Z/Q(V?3Ui,vfﬂ+3ug)dx
1=0 /R
k
—I—C’5Z/ Vl+1u5 Vl+1 6 dx+052/ Viui,vl s d
=0 VR

o : l+3 6 l+3 5 +2,6 +2,6
<§Z/ (VE3us VSl ) da + - Z/ (VE2ul, VE2ud ) da
252
(C ’ +05>Z/ (Viud, Viud)dz, (38)

(Vireus, Tieud) g (Viul, Viad) * ) do

ZL‘CL"

k 2
<0 / > g(Vieul, vieud)? g (Viad, Vi) * da
1=0 R a=1
k
:CZ/g(vl—‘ﬂué’vl—&Qué)é (VZ 57vl 5)%d
=0 /R
k
+CZ/9(V§£HU27V§CHU2); (V8,7 5)%d
— JR
e 9 F
-+ Z> Z / (Vi Vi) da
2 2
(CE ° )Z/ (Vs Vius) (39)
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Substitute (38), (39) into (37). We deduce that there exists a positive constant C'(¢)
depending only on ¢ € (0, 1] and ||toz|| 4=,y such that

k
IS [ ofwiat Voatyae < ) [ o(V, Vb )ar, 1€ 0.7.5)
=0 VR

R

N | —

This implies that there exists 7. > 0 depending only on € € (0, 1] and ||uoz || g4 ()
such that {u’}se(0 1) is bounded in L>(0,T;; H*(R; TN)). The standard compact-
ness arguments shows the existence of solution to (7), (8). The uniqueness and the
continuity in time of solutions can be proved by the same energy method. We omit
the details. [

4. Uniform energy estimates

In this section we shall obtain uniform energy estimates of {u° }.c(o,1], and construct a
time-local solution to (1), (2) by the standard compactness argument. More precisely
we shall show that there exists 7' > 0 which is independent of € such that 7. > 7" and
that {u. }.(0,1] is bounded in L> (0, T; H**!(R; T'N)). For this purpose, we need to
overcome the loss of one derivative and introduce a gauge transform of sections of
the pullback bundle (u®)"'T'N of the form

M
Vi = Vhus + 0% (4,2) (u) Vi,
a

wwwz/wﬂ@ww@www%

—0o0

(40)

where M is a positive constant determined later. The second term of the right hand
side of (40) corresponds to the pseudodifferential operator A introduced in Section 2.
We will obtain the uniform bounds of

k—1

N () = / {9(‘/157 Vi) + Zg(viuia Vil@) } dx.
R

=0

In view of the Sobolev embedding with k& > 4, it is easy to see that {4 (u®) }.c(0,1] is
bounded in L>°(0, T) if and only if {u}.(o,1] is bounded in L>=(0, T; H*(R; T'N)).
Hence we shall show that there exists 7" > 0 which is independent of € € (0, 1] such
that 7, > T and that {4 (u®) }.c(0,1) is bounded in L>(0, T').

Proof of existence. Let k > 4. Firstly we compute the energy estimates for V! u¢
with [ = 0,1,...,k — 1. In the same way as the previous section we have for
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[=0,1,...,k

ViV = (=& +aJ (u)) Vo (Vo) + J(w) Vi (Vius)
+ VI{R<(—€ + aJ(u)) V. (Vius), ux> us

T

b (s, 1) () Vo (Vi) + g (T (Vi) ) () |

T

+0((o(Va(V202). V(o)) (Vi T2t) g 0)?

!
. . 1
+0 (Zg(Véui, Vi) ) : 41)
=0

Applying the integration by parts to the second term of the right hand side of the
above for [ = 0,1,...,k — 1, we deduce that

d k—1
G5 [ oV Viac)do
_ R
=0 o (42)
<23 [ g(ViuE, Vi) do + Cb ()
1=o0 VR

where (1 is a positive constant which is independent of ¢ € (0, 1].

Secondly we consider the energy estimates for V7. For this purpose we shall
obtain the partial differential equation satisfied by V. The principal part of V,® is
V*ug and satisfies (41) with [ = k. We shall obtain the equation for the lower order
term of V;7. We begin with

M
Vt (Eq)s(t, I)Vilui)
M o @3)
= ot {50 [ oV e v

—0o0

Substitute (41) into the right hand side of (43). The first term of it becomes

M
4—aq)s(t, m)vtvgﬁ*lu;

M
= —®%(t,x)

™ (—e+aJ () Vo (Vi ul) + J(u) V2 (Vi)

+ Vm{R<(—5 + aJ (uf)VFue, ux)>u§ + bg(us, us)J (uf) Vs

k
+ g (Vs uz ) T |+ O (Zg(%ui, v@ui)é)]

=0
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M M
= (—e+aJ(v))V; {qu(t, I)vﬁlu;} J(uf) V2 {qu(t, x)v’;lu;}
4 .
4! oL M .
— (= € e T xgk+3—j, ¢
(—e+ aJ(uw)) glj!(4—j)!{8$3 (t,az)}4avx us

2 .
. 2! [ M i .
_J(u>2j(2—j)'{aqu)(t7x)}5vx Tu

T

i o(g(viﬂuz,vﬁluz)%gwe uE)é)

k
@ <Zg (Vius, Viu )) (44)
=0

Since {P°}, = g(uS, us),

4‘ o’ M ,
E Pe k+3—j, €
{ Oz (t,) } 4a Vel

a
k
1 1 1
+ O<9(V’;+1ui7vi+lu;>2 ( u, s 2) +0 (Zg V; i:avl 8)2)
1=0
Substituting this into (44), we have

M
1t )V, Vi g

4a
+ J(u )V2{M<1>€(t z)VEly }

- M <_5 - J(u‘s)> Ve {g(ux,uz)vkﬂu‘s}

k
+(9( (VEF S, VI e ) 2 gus, ul) %) <Zg (Vius, Viu )) (45)
=0

On the other hand,

(2 ocsamles {2

= (—e+aJ(u))V; {Mqﬁ(t, x)v’;—lu;}

l\D

EV4U6 4. )dy} vk 1

A

||uf||H4) - (46)
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Multiply (43) by J(u®), and substitute (45) and (46) into it. We deduce
M
VvV, (qu(t,x)](ug)v];_lu;>
€ 4 M € € k-1, ¢
= (—e+aJ(uw))V; {ECD (t,x)J(u)V uz}
e 2 M 5 5 k—1, ¢
+ J(u*)V; {EQD (t,x)J(u)Vy um}

+ M (1 + ZJ(UE)) Vx{g(ui, ui)Vﬁ“ui}
k

+ O(g(VI;Hu;, Vi*lui)ég(ui,ui)é) +0O (Zg(leui, leui)é> . (47)

=
Combining (41) with [ = k and (47), we obtain
ViVi=(—¢ +aJ(u)) ViV + J(u) V2V
+ M (14 20() Vo{ gl w) Va1 |
+ Vm{R<(—s + 0 (uf)) Vo (VEu), u)u
b (s, u2) () V. (Vhuz) + g (Vi (Vhuz) ) J () |
+ 0<g(v’;+1u;, VEHLLE) 2 g uc, u;)%) + o(f: g(Vius, V9iul) é) . (48)
=

By using (48) and integration by parts, we deduce that there exists positive con-
stants Cy and C3 which are independent of ¢ € (0, 1] such that

d

7 g(VkE,ng)d:v:2/9(VtV,f7VkE)dx
R

R

< 2 / o(V2VE, V2VE) da + Co b (o)’
R

— (2M — Cy) / g(us, ) g(Va Vi, Vi Vi) da. (49)

R
Combining (42) and (49), we deduce that there exists a positive constant C; which is
independent of € € (0, 1] such that

d
ae/i/(us) < CyuH (W) and A (u(t)) < A (ug)e™, t€[0,T]
provided that M is sufficiently large. This shows that there exists a positive time

T such that T < 7. and that {u®}.c(0,1) is bounded in L>(0,T; H*(R; TN)).
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Thus by using the standard compactness argument, we can deduce that there exists
a function u € L>(0, T; H**}(R; T N)) solving (1), (2). Moreover, the lower semi-
continuity of the norm shows that

N (u(t)) < A (ug)e™, t€[0,T], (50)

which will be used in the next section. OJ

5. Uniqueness and continuity in time

Finally in this section we prove the uniqueness of solution and recover the continuity
of the unique solution in time.

Proof of uniqueness. Letu,v € C([O, T] x R; N) N L (O, T; H'(R; TN)) be solu-
tions to (1), (2). Set

- M

U=w(u), U=dw(u), t=V,u,+ E@(t, x)J (u)u,,
~ M

V=w), V=dw(®), ©=V,u,+ 4—<I>(t,x)J(v)vz,
a

o(t,x) = Z{gu(Viux(t, ), Viu,(t, x)) + gy (Vivx(t,x), Vivx(t,x))},

=0
B(t, 1) = / " S(ty)dy.

It suffices to show that U (¢, x) =V (¢, ) on [0, T|xR for sufficiently small 7" > 0. For
this reason, we may assume that U (¢, z) and V' (¢, z) are in the same local coordinate
patch on w(NN) for each (¢, z) € [0, 7] x R. Note that

U =dw(uy), U,=dw(ug), Vi=dw(v), V,=dw(v,).

We shall obtain the partial differential equations satisfied by Z = U =V, Z, =
U,—V,and Z = U — V, and evaluate

D()? = %/R{\Z(t,a:)F 1Zo(t ) + |2t @) d.

Note that D(0)=0. In the same way as the uniform energy estimates in the previous
section, the highest order derivative Z gains extra smoothness to obtain the energy
estimates. In what follows different positive constants are denoted by the same let-
ter C.

First we compute the image of (1) by dw for the estimate of Z and Z,. Let v;(U),
(j = 2n +1,...,d) be local expression of an orthonormal basis of Tyyw(N)+. Let
P(U) : TyR* — Tyw(N) be the orthogonal projection. Set

J(U)E = dw(J(w—l(U))dw—l(g))
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for ¢ € Tyw(N). We shall obtain the expression of dw(J(u)V3u,). By using
V.J(u) =0and dw(V,---) = P(U){dw(---)}., we deduce that

dw (J(0)Viu,) = duw (V3 (I (), ux))
IO PWI},]

v
- [P<U>{J<U>P Um}IL

=S {[PORIOPOLL] @), 6D

j=2n+1

—P[

Since (P(U)--- ,v;(U)) =0,j=2n+1,..., d, we have

([P IO PWILY,] 1)) = =(PO{IO) PO}, SEWO)U, ).

Then, the equality (51) becomes

duw(J()Viu,) = [POT0)POLY,]
i ‘Z <P(U){j(U)P(U)Um x,%(U)Ux>vj(U)-

In the same way, we obtain
dw (J (1) V3u,) = dw (Vx(J(u)VfcuxD

= P(U)|J0)PWPU)U.}, | -

It is relatively easy to compute the image of the second and the third terms of the
right hand side of (1) by dw. Thus we obtain

U, — a[P(U){J(U)P(U)Um}xL

ta Y <P(U){J(UP Wer}y 5 a”f )Ux>1/j(U)

j=2n+1

+ {1+ (U, U,) } J(U)P(U)U,, + c<P U)Ups, U ) J(U)U, (52)
= aP(U) [ J(U)PO{PU)U.}, |
+ {1+ (U, U) }J(U)P(U) Uy + { P(U) Uy, Uy ) J(U) U, (53)
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Using (52), we have

+a[P(U){J(U)P(U)Vm} {J Via } }
+al_zd: <P(U){j(U)P(U) x}x,%(U)UI>VJ(U)
ta _d [< {J U)Vas} o 5 9 U)Ux>u](U)

—<P(V){J(V)P Waak, 5 a”f V)m>uj(V)]
O(IZMIHZ !+|Z\)
= a[ PO IOV PWO)Zea}, ]+ OU Zaral + | Zeal +12:] +17]). (5

_|_

Similarly, using (53), we have
%= aP(O)[JO)PWO){PU) Zes}, | +O(Zual +12:] +120). (59)
It follows that Z € C*([0,T); L*(R;R?)) from Z, € C([0,T]; L*(R;R?)) and

Z(0) = 0 € L*(R;RY). In particular, Z(t) € L*(R;R?) for all ¢ € [0, T is guaran-
teed. By using (54) and integration by parts, we deduce

dt2/|Z| d:c—/ (7. 7
:a/R<[ {J(U)P(U)ZM}IL,Z>dx
+ [ (O Zuxel + 12,0l +12:1+121), Z o
_ —a/R<P(U){j(U)P(U)Zm}x,Zx>dx
+ 0 ([(2ual 412+ 1212)a0)
:a/<j(U) (U)Zm,{P(U)Zx}I>dx

( |ZM|2 + | Z* + |Z\2)dg;>

< CD(t)%. (56)
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By using (55), we deduce

dl/ 5 /
—— | |Z\"dx = | {(Z, Zp)dx
G5 1l = [ (20.2.)

_— / (7, Zo)da
- /R <P(U) [J(U)P(U){P(U)ZM}IL, Zm>dx+(’)(D(t)2)
- a/<J(U)P(U){P(U)Zm}x,{P(U)Zm}m>dx+O(D(t)2)

< OD(t)2 (57)
Next we shall obtain the equation for Z and evaluate it. The equation for u is

Vii=aJ(u)Vya+J(w)Via+ MV, {$(t, z)V, i}
+Vx[R(J(u)Vxﬂ, ux)ux—l—bgu(um, Uz ) J (W) VU4 gy (Vi ug ) J (u)uy
+O(|ug||Voala] + @]+ ug| +]ul). (58)

Set £(u) as the right hand side of (1) for short. We have
dw(§(w)) = O(|Usel + |0 + 0] + |U])

We compute the image of (58) by dw. Since (U, v;(U)) = 0, the left hand side
of (58) becomes

dw(Vii) =T, — Y (U v;(U))v;(U)

j=2n+1

=0, + Ed: (0,0(10se| + 0] +101+ U] ) Jrs(0). (59

j=2n+1
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In the same way as (53) together with (58) and (59), we deduce that
0 = aP(U) [PO){JO)PO)(PW)TL), }, ]
UNJO)PU)T:}, + M (6(t,2)T%),
d
+ 3 {0, 0(|0nl + [Tl + 101+ U] ) Yrs(0)

+0((6(t,2)00), ) + O (6t )20, + 101 + |U.1).

Taking the difference between the equations for U and V, we obtain

Z = aPO) [PO/{I0)PO) (PO Z), },]

UNIOPWZ:Y, + M (ot 0)Z), + 3 (0,0(1Z]) Y5

+0((6(t:2)2),) + O(6(t,2)4| Zel + 121 + 2] +121).

Using this and integration by parts, we deduce that there exists a positive constant C';
such that

%%/R@, Z>dx:/R<Zt,Z>dx
<o [ (PO [PO){I0IPOY(PW)

D).} Z)dz (60)

+ / <P<U>{J<U>P<U>Zx}w,z>dx o)
+ Z / \Zm\)< i(U), Z)dx (62)

— (M - ) / ¢(t,x)|2x|2dw + CD(t)*.
R
We will evaluate (60), (61) and (62), respectively. First we remark that
Wi (U), 2) = (U TV ) == (v (U)V) =—(v; (U y5(V )V ) = O(8(t, 2)2Z) (63)

since (v;(U), U ) = 0and (1;(V), ‘~/> = 0. Applying (63) and integration by parts
to (62), we have
(62) < CD(t)*. (64)

Here we note that

<[P(U)U’(U)P(U)(P(U)Zx)x}m} ,vjw)}

T

(65)
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since <P(U) { J(U)P(U) (P(U)Z’f)x}x’ v, (U)> = 0. Applying integration by parts,
(63) and (65) to (60), we have

— [ O(ott.a) L + 2P + 12 + |2P)ds
R
<O / o(t, )| Zo*dz + CD(t)2. (66)
R

Using integration by parts, we have

61 =~ [(J0)PW) 2, PUIZ) - |
R R
= [ O(é(t,2)2|Z,]|Z|)d
[ o(ott.a12112)) s
< Oy / o(t, )| Z,|*dx + CD(t)>. (67)
R
Combining (64), (66) and (67), we obtain
dt2/|Z|2dx —(M —C, —Cy—C3) /¢ (t,2)|Z,|>+ CD(t)* < CD(t)* (68)

provided that M is sufficiently large. Combining (56), (57) and (68), we have

which implies that D(¢)? = 0. This completes the proof of the uniqueness of solu-
tions. ]

Finally, we shall prove the continuity of the unique solution in time.
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Proof of continuity in time. Let k be an integer not smaller than six, and let u be a
unique solution to the initial value problem satisfying u € L>(0, T; H*}(R; TN)).
By using the equation (1), we deduce that u; € L>(0,T; H*3(R;TN)) and u €
C([0,T); H*3(R; TN)). Moreover, by using the interpolation technique, we can
deduce thatu € C ([0, T|; H*(R; T'N)) and that v is H**!-valued continuous weakly.
Set

M
Vi = Vﬁum + E(D(t? x)J(u)Vfi_lum,

bit.) = [ oy (). (1)) dy.

—00

k—1
N (u)? = /R {g(Vk,Vk) +Y " g(Viug, Vi) } dz,

=0

where M is a positive constant determined in Section 4. It suffices to show that V}, is
L*(R; TN)-valued continuous at t = 0. It is easy to see that V}, is L*(R; T'N)-valued
continuous weakly and that

/Rg(Vk(O), Vi(0))dx < liminf [ g(Vi(t), Vi(t))dz.

to  Jp

By using (50) and u € C([0,T]; H*(R; TN)), we deduce

lim sup / G(Vi(t), V(1)) dar < / 9(Vi(0), Vi(0))da.

tl0 R

Hence
lgfél Rg(Vk(t),Vk(t))dx:/Rg(Vk(O),Vk(O))dx.

Combining this and weak continuity, we deduce that V}, is L*(R; T'N)-valued con-
tinuous at ¢t = 0. O]
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