
Zeitschrift für Analysis und ihre Anwendungen c© European Mathematical Society
Journal of Analysis and its Applications
Volume 35 (2016), 383–396
DOI: 10.4171/ZAA/1570

Harnack’s Inequality for Stokes Graph

Maria O. Kovaleva and Igor Yu. Popov

Abstract. A metric graph model is suggested for the Stokes flow concentrated in a
neighborhood of a network. Conditions of δ′-type are assumed at the graph vertices.
Sign preserving solutions are studied. The analogue of the Harnack’s inequality is
proved.
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1. Introduction

Flows concentrated near a network represent a highly interesting class of fluid
flows. It may be flows through a system of coupled narrow tubes (channels).
Examples of such flows are presented in nanofluidics (flows through nanotubes
[2, 18, 20]) and biophysics (blood flow [23–25]). Another situation is when we
have flow concentration near lines or surfaces due to specific variation of vis-
cosity. It is typical, for instance, for geophysical flows [7, 9]. Of course, spatial
scales for these problems differ considerably (in many orders), “narrow” means
small ratio of width and length. The problems are complicated and it is of a
high relevance to construct models that allow one to simplify it.

At the same time, we observe rapid development of the quantum graph
model, which is very effective method of complex quantum system studying. It
was first introduced more than a half of century ago but the intensive research
(especially, mathematical) started in 1980th ([4,6]). As for the state of the art in
the field, see, e.g., [5]. The model has some relevant features. On the one hand,
it allows one to get explicit solutions of the model problem, on the other hand,
it gives one good approximation in many particular physical problems (see, e.g.,
[12, 13, 21]). This is a reason for seeking of a new field of application for such
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effective instrument. In this paper we make first steps to the development of a
model analogues of the quantum graph for fluid mechanics.

There are several ways to consider the hydrodynamic equations on a network
(metric graph). One can deal with the 1D Navier-Stokes equation. For example,
for compressible fluid of constant viscosity η̃ it takes the form

∂v

∂t
+ v

∂v

∂x
− η̃ ∂

2vx
∂x2

= 0.

It is a nonlinear equation. To get the corresponding linear one we can linearize
it in a neighborhood of some solution or simply neglect the nonlinear inertial
terms. It is possible to obtain the 1D Navier-Stokes equation by the asymptotic
procedure for 3D or 2D Navier-Stokes equations in thin tubes (see, e.g., [15,
16]). It is also possible to study linear 2D or 3D Stokes equations in a system
of narrow tubes and to consider the limiting procedure for the tubes widths
tending to zero. This approach is similar to that for waveguides and thick
quantum graphs (see, e.g., [14, 19, 22]). As a result of this procedure the most
popular model for the Stokes flow in a network occurs. In the model it is
assumed that there is the Poiseuille flow in the tubes. It allows one to reduce
the problem to the description of the pressure distribution over the metric graph.
The pressure is linear at the edges, and the continuity condition for the pressure
at vertices occurs (see, e.g., good review in [10]). In our case the situation is
more complicated (the flow is not localized inside tubes, the viscosity and the
density varies essentially), and this model is not appropriate.

We will follow a method that is used in diffraction theory to describe solu-
tions concentrated near some lines. New spatial variables with different scales
(using multiplication by small parameter) are introduced and formal asymptotic
expansion in this small parameter are considered in [1, 11]. As a result, we get
1D problem on a metric graph for the main term of the asymptotic expansion.
We call it the Stokes graph. Let us briefly describe this procedure.

Consider the plane flow. 2D Stokes equations for the case of varying vis-
cosity. In Cartesian coordinates (x̃, ỹ) it has the form

2η̃
∂2vx
∂x̃2

+ 2
∂η̃

∂x̃

∂vx
∂x̃

+ η̃
∂2vx
∂ỹ2

+ η̃
∂2vy
∂ỹ∂x̃

+
∂η̃

∂ỹ

∂vx
∂ỹ

+
∂η̃

∂ỹ

∂vy
∂x̃
− ∂P

∂x̃
= −ρ̃Gx, (1)

η̃
∂2vy
∂x̃2

+ η̃
∂2vx
∂ỹ∂x̃

+
∂η̃

∂x̃

∂vx
∂ỹ

+
∂η̃

∂x̃

∂vy
∂x̃

+ 2
∂η̃

∂ỹ

∂vy
∂ỹ

+ 2η̃
∂2vy
∂ỹ2
− ∂P

∂ỹ
= −ρ̃Gy, (2)

∂(ρ̃vx)

∂x̃
+
∂(ρ̃vy)

∂ỹ
= 0. (3)

Here (vx, vy) is the flow velocity, η̃ = η̃(x̃, ỹ) is the viscosity, P is the pressure,
ρ̃ = ρ̃(x̃, ỹ) is the density, (Gx, Gy) is the gravitational force. Note that (3) is
the continuity equation.
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At first, we will consider the flow in a narrow 2D channel. More precisely,
we will deal with the case when the values of η̃ and ρ̃ are smooth and outside the
strip {(x̃, ỹ) : x̃∈(−∞,∞), ỹ ∈ (−ε, ε)} are essentially greater than inside it:

η̃(x̃, ỹ) = η(x̃)η̃2(ỹ), ρ̃(x̃, ỹ) = ρ(x̃)ρ̃2(ỹ),

η̃2(ỹ) =

{
ηc, |ỹ| ≤ ε
ηw, |ỹ| > 2ε

, ηw � ηc,

ρ̃2(ỹ) =

{
ρc, |ỹ| ≤ ε
ρw, |ỹ| > 2ε

, ρw � ρc.

Here ε is a small parameter. It means that the flow is indeed only inside the
strip. We will consider it in the strip only. We introduce new coordinates
x = x̃, y = ỹ

ε
. Equations (1)–(3) take the following form after the coordinate

replacement:

2η̃
∂2vx
∂x2

+ 2
∂η̃

∂x

∂vx
∂x

+ ε−2η̃
∂2vx
∂y2

+ ε−1η̃
∂2vy
∂y∂x

+ ε−2∂η̃

∂y

∂vx
∂y

+ε−1∂η̃

∂y

∂vy
∂x
− ∂P

∂x
= −ρ̃Gx,

(4)

η̃
∂2vy
∂x2

+ ε−1η̃
∂2vx
∂y∂x

+ ε−1 ∂η̃

∂x

∂vx
∂y

+
∂η̃

∂x

∂vy
∂x

+ 2ε−2∂η̃

∂y

∂vy
∂y

+2ε−2η̃
∂2vy
∂y2
− ε−1∂P

∂y
= −ρ̃Gy,

(5)

∂(ρ̃vx)

∂x
+ ε−1∂(ρ̃vy)

∂y
= 0. (6)

We will seek the solutions in the form of series in ε:

vx = v0
x + v1

xε+ · · · , vy = v0
y + v1

yε+ · · · , P = P 0 + P 1ε+ · · · .

Let us insert the series into equations (4), (5), (6) and collect terms of the same
powers of ε. We get the chain of equations for the series coefficients. Terms of
order ε−2 are in the Stokes equations (in new variables) only:

η̃
∂2v0

x

∂y2
+
∂η̃

∂y

∂v0
x

∂y
= 0, η̃

∂2v0
y

∂y2
+
∂η̃

∂y

∂v0
y

∂y
= 0.

These simple equations give us

v0
x =

fx(x)

η(x)

∫
dy

η̃2(y)
= u(x)

∫
dy

η̃2(y)
, v0

y =
fy(x)

η(x)

∫
dy

η̃2(y)
. (7)

Here u(x), fy(x) are several functions of one variable. They should be deter-
mined later. Terms of order ε−1 are in three equations. The continuity equation
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gives us: v0
y = gy(x)

ρ̃
. In order not to have contradiction with (7) we conclude

that v0
y = 0, i.e., the series for vy starts from another power than for vx. It

is a conventional situation (see, e.g., [26]). The Stokes equations give us the
following relations for the terms of this order:

η̃
∂2v1

x

∂y2
+
∂η̃

∂y

∂v1
x

∂y
+ η̃

∂2v0
y

∂y∂x
+
∂η̃

∂y

∂v0
y

∂x
= 0,

2η̃
∂2v1

y

∂y2
+ 2

∂η̃

∂y

∂v1
y

∂y
+ η̃

∂2v0
x

∂y∂x
+
∂η̃

∂x

∂v0
x

∂y
− ∂P 0

∂y
= 0.

These equations are solvable in respect to v1
x, v

1
y. The pressure term P 0 should

be determined later.
Consider the terms of zero order. We have the following three equations:

∂ρ̃

∂x
v0
x + ρ̃

∂v0
x

∂x
+
∂ρ̃

∂y
v1
y + ρ̃

∂v1
y

∂y
= 0,

2η̃
∂2v0

x

∂x2
+ 2

∂η̃

∂x

∂v0
x

∂x
+ η̃

∂2v2
x

∂y2
+ η̃

∂2v1
y

∂y∂x
+
∂η̃

∂y

∂v2
x

∂y
+
∂η̃

∂y

∂v1
y

∂x
− ∂P 0

∂x
= −ρ̃Gx,

η̃
∂2v1

x

∂y∂x
+
∂η̃

∂x

∂v1
x

∂y
+ 2

∂η̃

∂y

∂v2
y

∂y
+ 2η̃

∂2v2
y

∂y2
− ∂P 1

∂y
= −ρ̃Gy.

At present, we confine our attention by the first term of the asymptotic series
for the velocity. The pressure is determined at the next stage (by taking into
account the solvability condition (∂

2P 0

∂y∂x
= ∂P 0

∂x∂y
)). Here we insert v0

y = 0. The last

equation does not contain information about v0. But the first two equations give
us an interesting correlation. Taking into account the expressions for η̃, ρ̃, v0

x,
one can see that it leads to the following equation for the function u(x):

u− η′

η

ρ′

ρ
u = −ρ

η
Gx. (8)

Particularly, in the homogeneous case (Gx = 0)

u”− η′

η

ρ′

ρ
u = 0. (9)

we have the 1D Schrödinger equation with a specific potential for the function
u(x) corresponding to zero energy (the similar problem for the quantum graph
is known as the threshold resonance, see, e.g., [3]).

Thus, for the flow concentrated near a line we have one-dimensional model.
If our flow is concentrated near a network (system of coupled segments) we can
consider the corresponding metric graph with the Schrödinger operator

H = − d2

dx2
+
η′

η

ρ′

ρ
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on the edges for the description of the flow. We call it the Stokes graph (Γ). It
is necessary to determine boundary conditions at the graph vertices. Consider
a vertex (let it be zero point) with n output edges. From physical conditions
one has

ρ1 (0) = ρ2 (0) = · · · = ρn (0) = ρ (0)

and
u1
′ (+0) = u2

′ (+0) = · · · = un
′ (+0) = u′ (0) .

The last condition is related with the pressure continuity (see, e.g., [8, 10]).
Here uj

′ (+0) is the derivative in the outgoing direction at the vertex 0. The
continuity equation gives us for this vertex:

n∑
j=1

uj = −

(
ρ (0)∑n

j=1ρ
′
j (+0)

)
u′ (0) . (10)

It is similar to well-known δ′-coupling condition for the quantum graph [12].
The coupling constant is related with the density derivative.

We will consider the following case: q = η′

η
ρ′

ρ
is uniformly continuous on

every edge of the graph Γ (we mark the set of its edges as E and the set of its
vertices as V ),

θ =
ρ (0)∑n

j=1ρ
′
j (+0)

is positive. We will deal with the following homogeneous equation:

(Hu) (x) = 0. (11)

Here operator H is defined as follows. At each edge it acts as

(Hu) (x) = − d2

dx2
u (x) + q (x)u (x) , x ∈ E (Γ) . (12)

Elements from its domain belong to the Sobolev space H2 at each edge. As
for vertices, the following condition takes place (for a vertex x having n output
edges):

u1
′ (+x) = u2

′ (+x) = · · · = un
′ (+x) = u′ (x) , x ∈ V (Γ) , (13)

n∑
j=1

uj (x) + θu′ (x) = 0, x ∈ V (Γ) , θ > 0. (14)

u (a) = 0, a ∈ ∂Γ. (15)

Definition. Operator H is denoted as sign preserving on the graph Γ if the in-
equality u (x)u (x′) > 0 takes place for any nontrivial solution of equation (11).
Here x, x′ are arbitrary points of Γ \ ∂Γ.
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The main result of the paper is the following inequality (16) that is analo-
gous to the Harnack’s inequality for an elliptic operator on a manifold.

Theorem (Main Theorem). Let H be sign preserving on graph Γ. Then there
exists a constant γ, determined by the operator H and the structure of the
graph Γ only, such that each non-negative on Γ solution u (x) of inequality
Hu ≥ 0 satisfies the following inequality:

max
x∈Γ0

u (x) ≤ γ min
x∈Γ0

u (x) , (16)

on any locally compact (in respect to Γ) subgraph Γ0, Γ0 ⊂ Γ.

2. Sign preserving solution

Theorem 2.1. Any sign preserving solution u (x) of the homogeneous equa-
tion (11), satisfying conditions (13)–(15), belongs to one of the following two
types:

(i) it is trivial (≡ 0), or

(ii) it doesn’t have zeros in Γ.

In the last case if u (a) = 0 where a ∈ ∂Γ then u′ (a) 6= 0.

Proof. Consider u, u (x) ≥ 0, and let Q be a set of zeros of u (x) in Γ. If Q is
not empty then it is relatively closed in Γ. It remains to show that if Q is not
empty then it is an open set in Γ. Hence, we get that Q = Γ.

Let x̃ be a point of the set Q. If x̃ is an inner point of any edge ei0 then x̃
is a minimum point for ui0 (x) on ei0. Consequently, ui0 (x̃) = 0, u′i0 (x̃) = 0,
u (x) ≡ 0. Thus ei0 ⊆ Q.

Let x̃ be an inner vertex. One has
∑n

j=1 uj (x̃) + θu′ (x̃) = 0, θ > 0 and
u1 (x̃) = 0, uk (x̃) ≥ 0, where k = 2, . . . , n. Consequently, uk (x̃) = 0, and
u′ (x̃) = 0, correspondingly, u (x) ≡ 0 on the whole adjoining to x̃ edges. Thus
x̃ is an inner point of Q. Then Q is open in Γ.

If u (a) = 0 where a ∈ ∂Γ and u′ (a) = 0 then on the edge adjoined to a one
has u (x) ≡ 0 on this edge and it leads to the situation described above. Hence,
u′ (a) 6= 0.

Thus, the theorem is proved.

Theorem 2.2. Let u (x) be a nontrivial solution of equation (3) and Γ0 is
a subgraph, where the solution is sign preserving. Then any sign preserving
solution ν (x) of equation (3) is proportional to u (x) on Γ0.

The proof of the theorem is based on Theorem 2.1 and is similar to the
corresponding statement in [17].
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Corollary 2.3. If u (x) is a solution of equation Hu = 0 having no zeros
inside Γ then for any linearly independent solution v of the same equation, the
ratio v

u
has no global maximum or global minimum inside the Γ.

One can see that if H is sign preserving on Γ then the problem:

H (u) = f, u (a) = 0, a ∈ ∂Γ (17)

is nonsingular.
Let problem (17) be nonsingular. For every boundary vertex τ ∈ ∂Γ we

consider the following problem:

H (u) = 0, u (τ) = 1, u (x) = 0 (x ∈ ∂Γ, x 6= τ) . (18)

Denote the solution of the problem (18) as uτ .

Theorem 2.4. If ∂Γ 6= ∅ then the following properties are equivalent:

a) Each of the problem (18) has nonnegative on Γ solution.

b) There exists a positive on Γ∪∂Γ solution w of equation (11) and infΓw > 0

c) There exists a nonnegative on Γ solution that does not vanish at any points
of ∂Γ.

d) Equation (11) (with conditions (13)–(15)) is sign preserving on Γ.

e) There exists a function h (x) such that infΓ h > 0. For every u:

(Hu) (x) = − 1

h (x)

d

dx

(
h2 (x)

d

dx

u (x)

h (x)

)
, x ∈ E(Γ). (19)

Proof. Under the assumption of a), every solution uτ is strictly positive on Γ
according to the Theorem 2.1. Consequently, the corresponding sum over all τ,
τ ∈ ∂Γ has no zeros in ∂Γ. So a)⇒ b). It is obvious that b)⇒ c). According to
Theorem 2.2, c) ⇒ d). Under the condition of d) every uτ (x) exists due to the
fact that the problem is not singular, and can’t have subgraphs with negative
sign preserving solution, therefore can’t have negative values. So d) ⇒ a).

The representation (19) from e) is correct if one takes h = w, where w
is from b). Consequently, b) ⇒ e). Vice versa if H is represented as (19)
with any h (x) ∈ C2 (Γ) uniformly positive on Γ, then (Hu) (x) ≡ 0, it fulfills
condition b). Thus, the theorem is proved.

Theorem 2.5. Let H be sign preserving inside Γ. If for non-zero u, the fol-
lowing inequalities take place:

(Hu) (x) ≥ 0, u (x) ≥ 0 (x > 0) in Γ,

then u (x) > 0 in Γ. If u (a) = 0, where a ∈ ∂Γ, then u′ (a) 6= 0.
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Proof. Let there exist u (x) (u is not identically zero) that isn’t positive on the
whole Γ. Then Ω = {x : u (x) > 0} doesn’t coincide with Γ. Let Ω0 be any
connected component of Ω. As Ω0 is a subgraph of Γ, Ω0 6= Γ, then ∂Ω0 contains
a point x̃ /∈ ∂Γ and so x̃ ∈ Γ, at this point one has u (x̃) = 0.

The point x̃ is a minimum point of u in Γ. If x̃ belongs to any edge of Γ,
then u′ (x̃) = 0 (independently on the orientation chosen in neighborhood of x̃).

If x̃ coincides with a vertex, then condition (14) takes place:

n∑
j=1

uj(x̃) + θu′(x̃) = 0,

Hence, u′(x̃) ≥ 0 on all of the edges, u1(x̃) = 0, u′k(x̃) ≥ 0 (where k = 2, . . . , n).
Consequently,

uk(x̃) = 0, u′(x̃) = 0,

Hence, u(x) ≡ 0 on the whole edge adjoining to x̃. As Ω0 does not coincide
with Γ, then H is sign preserving on Ω0. The solution w (x) of the equation (11)
exists according to Theorem 2.4b) and it is uniformly positive on Ω0. It is
obvious that w(x̃) > 0.

For any edge e0∈Ω0⊆Γ adjoining to x̃ (∈∂Ω0) we set orientation in the line
out of x̃ and take representation (19) from Theorem 2.4e). Inequality Hu≥ 0
means that the function φ(x) ≡ h2

( ue0
h(x)

)
satisfies the inequality: φ′(x) ≤ 0,

that’s why φ(x) is non-increasing on e0.

Since uk(x̃) = 0, u′(x̃) = u′k(x̃) = 0 on e0 then φ(x̃) = 0. Consequently,
φ(x̃) ≥ 0 on e0. Then,

ue0
h(x)

is non-increasing on e0. Thus, Ω0 can’t differ from Γ

and u(x) > 0 on Γ.

If u(z̃) = 0 for z̃ ∈ ∂Γ and u′(z̃) = 0 then in the neighborhood of z̃ (on the
edge adjoint to z̃) one can use the previous considerations that don’t lead to a
contradiction with the inequality Hu ≥ 0. The theorem is proved.

Theorem 2.6. Let H be sign preserving inside Γ. Then any nontrivial solution
u (x) of the inequality Hu ≥ 0, (i.e., the solution that has nonnegative values
on the boundary ∂Γ and u (a) ≥ 0 for any a ∈ ∂Γ) is strictly positive inside Γ.

The proof of the theorem is based on Theorem 2.5 and is similar to the corre-
sponding statement in [17].

Consider the properties of the Green function. It is evident that the Green
function exists for sign preserving operator H. Let a function u, u ∈ C2 (Γ)
(u isn’t identically zero) satisfy the conditions: (Hu) (x) ≥ 0, u(x) ≥ 0 (x ∈ Γ).
If u(a) = 0 for a ∈ ∂Γ, then u′(a) 6= 0.
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Theorem 2.7. Let H be sign preserving inside Γ then the Green function
G (x, s) obeys the following properties:

(i) G (x, s) > 0.

(ii) G (x, s) is continuous function on Γ \ V (Γ).

Proof. According to the Green function’s definition and Theorem 2.5 we can
represent each solution u of the differential inequality (see above) in the form:

u (x) =

∫
Γ

G (x, ξ) f (ξ) dξ > 0,

where f (x) in nonnegative function, f ∈ C[E (G)].
Consider G (x, ξ), ξ ∈ ei, x ∈ ei (where ei is the edge of the graph Γ).

According to the definition, G (x, ξ) is continuous in respect to x and ξ on all
edges of the graph Γ. Let us fix a point ξ0 ∈ ei, where ξ0 /∈ V (G) (G (x, ξ0) is
naturally continuous on ei). Let us assume that there exists such point x0 that:
G (x0, ξ0) < 0. Then G (x0, ξ) < 0 in some neighborhood of the point ξ0 (due to
the continuity property): (ξ0 − ε, ξ0 + ε), hence there exists a function f such
that f (ξ) > 0 if ξ ∈ (ξ0 − ε, ξ0 + ε) and f (ξ) = 0 if ξ /∈ (ξ0 − ε, ξ0 + ε). So

u (x) =

∫
Γ

G (x, ξ) f (ξ) dξ < 0,

hence, we came to a contradiction, and, consequently, G (x, s) > 0.
Assume that G (x0, ξ0) = 0. One can present the Green function G (x0, ξ0)

in the following well known form:

G (x0, ξ0) =


y1 (x0) y2 (ξ0)

W (ξ0)
, 0 ≤ x0 ≤ ξ0,

y2 (x0) y1 (ξ0)

W (ξ0)
, ξ0 ≤ x0 ≤ l,

(20)

where y1, y2 are linearly independent solutions that satisfy the boundary condi-
tions at different ends of the edge, W is its Wronskian. As the solution is sign
preserving then there are no zeros of the function G (x0, ξ0) inside the graph Γ.
That is why G (x, ξ) 6= 0 inside the graph.

By a similar way, one can show that at the vertices of the graph Γ the
Green function is positive: G (x0, ξ0) > 0. Let ξ0 ∈ V (G) and G (x, ξ0) = 0
where x ∈ ei, x → ξ0. Then, taking into account formula (20) for G (x0, ξ0),
one obtains that uj (ξ0) = 0 (where j = 1, . . . , n) on this edge and it gives us a
contradiction.

Thus, the Green function G (x, ξ) is continuous on the edges of graph Γ and
positive on Γ. The theorem is proved.
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3. Harnack’s inequality

In this section we will prove the Main Theorem. To obtain inequality (16) the
following lemmas and theorems are needed.

Lemma 3.1. Let H be sign preserving on Γ and let w (x) be a uniformly positive
solution of equation Hu = 0. Then, for any point ξ ∈ Γ ∪ ∂Γ function

1

w (x)

G (x, ξ)

G (ξ, ξ)

has the maximum value only if x = ξ.

Proof. Note that such function w exists according to the Theorem 2.4. For every
connected component Γ0 of the set Γ \ {ξ}, the point ξ is a boundary point:

ξ ∈ ∂Γ0. According to Corollary 2.3 of Theorem 2.2, the function 1
w(x)

G(x,ξ)
G(ξ,ξ)

can’t have extremes inside Γ0.
As G(x,ξ)

G(ξ,ξ)
= 0 for every x ∈ ∂Γ0 except x = ξ then ξ is the only maximum

point in Γ0 ∪ ∂Γ0.

Lemma 3.2. Let H be sign preserving on Γ. Then

G (x, ξ)

G (ξ, ξ)
is a majorant of

G (x, η)

G (η, η)

if and only if
G (η, η)

G (η, η)
≤ G (η, ξ)

G (η, ξ)
.

Lemma 3.3. Let H be sign preserving on Γ and e = (a, b) be an edge of Γ.
Then, for any point ξ ∈ e the following inequalities take place:

G (x, a)

G (a, a)
≥ G (ξ, a)

G (a, a)

G (x, ξ)

G (ξ, ξ)
≥ G (b, a)

G (a, a)

G (x, b)

G (b, b)
, (21)

where x ∈ Γ, a, b ∈ V (Γ).

Proof. The first inequality follows from Lemma 3.2. It is enough to compare
values of

G (·, a)

G (a, a)
and

G (ξ, a)

G (a, a)

G (·, ξ)
G (ξ, ξ)

at the point ξ.
To prove the next inequality, according to the same lemma, it is enough to

show that
G (b, a)

G (a, a)

G (b, ξ)

G (ξ, ξ)
=
G (b, a)

G (a, a)

G (b, b)

G (b, b)
.
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It will be proved if

G (x, a)

G (a, a)
=
G (ξ, a)

G (a, a)

G (x, ξ)

G (ξ, ξ)
, where x ∈ (ξ, b).

Consider the set Γ \ {ξ} and its connected component Γ0 that contains (ξ, b).

The difference G(ξ,a)
G(a,a)

G(x,ξ)
G(ξ,ξ)

− G(x,a)
G(a,a)

satisfies (on Γ0) the equation Hu = 0 at all
points and has zero values on ∂Γ0 including the point ξ. That’s why it should

be zero.

Lemma 3.4. Let H be sign preserving on Γ. Then there exists a strictly positive
on Γ function g0 (x) ∈ C (Γ) that gives a bound from below for all ratios

G (x, ξ)

G (ξ, ξ)
on Γ.

Proof. If e is any edge of Γ and e = (a, b) then, according to the inequality (21)

G (x, ξ)

G (ξ, ξ)
≥ 1

G(x,a)
G(a,a)

G (b, a)

G (a, a)

G (x, b)

G (b, b)
,

where ξ ∈ e, b ∈ V (Γ). Such choice provides the separateness from zero for
G(x,a)
G(a,a)

when ξ ∈ e. Thereby for any edge e from Γ the ratio G(x,b)
G(b,b)

(where

b ∈ V (Γ)) is such that for any k = k (e) the following inequality takes place:

G (x, ξ)

G (ξ, ξ)
≥ k (γ)

G (x, b)

G (b, b)
.

Due to the finiteness of the numbers of edges and vertices the lemma takes place
for any k0 > 0 and

g0 (x) = min
b∈V (Γ)

G (x, b)

G (b, b)
.

Thus the proof is finished.

Lemma 3.5. Let H be sign preserving on Γ. Then for any nonnegative on Γ
solution u (x) of inequality Hu ≥ 0 the following inequality is valid:

u (x) ≥ u (ξ)
G (x, ξ)

G (ξ, ξ)
, where x, ξ ∈ Γ. (22)

Proof. On every connected component Γ0 of the set Γ \ {ξ} the function

h (x) = u (x)− u (ξ)
G (x, ξ)

G (ξ, ξ)

is a solution of Hu ≥ 0 and has nonnegative on ∂Γ values. According to
Theorem 2.6, function h (x) is strictly positive inside Γ.
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Theorem 3.6. Let H be sign preserving on Γ. Then, any nonnegative on ∂Γ
solution u of Hu ≥ 0 satisfies the inequality:

u (x) ≥ ||u||g0 (x) , (23)

where x ∈ Γ and ||u|| = supΓ u (x), g0 is a positive on Γ function,

g0 (x) = min
b∈V (Γ)

G (x, b)

G (b, b)
.

Proof. Under the conditions of the theorem, one has u (x) > 0 on Γ (according
to Theorem 2.6). Let s be a maximum point of u (x) on Γ ∪ ∂Γ: ||u|| = u (s).
Then, according to Lemma 3.5, we have:

u (x) ≥ u (s)
G (x, s)

G (s, s)
= ||u||G (x, s)

G (s, s)
≥ ||u|| min

b∈V (Γ)

G (x, b)

G (b, b)
= ||u||g0 (x) .

The proof is finished.

Corollary 3.7. Under the conditions of Theorem 3.6, for any locally compact
(with respect to Γ) subgraph Γ0, there exists a constant χ = χ (Γ0, H) such that
for every nonnegative on ∂Γ solution of the inequality Hu ≥ 0 the Harnack’s
inequality takes place:

max
Γ0

u (x) ≤ χmin
Γ0

u (x). (24)

Proof. The proof is evident. It is enough to set x = x0 in the inequality

u (x) ≥ ||u||g0 (x) ,

where x0 is a minimum point of function u on Γ0.
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