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Two Non-Zero Solutions for
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Abstract. The aim of this note is to point out a two non-zero critical points theorem
for differentiable functionals and, as an application, to obtain existence results of two
positive solutions for elliptic Dirichlet problems by requiring, in particular, a suitable
condition on the nonlinearity which is more general than the sublinearity at zero.
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1. Introduction

In this paper, the existence of two non-zero critical points for an appropriate
class of differentiable functionals is established. Our main tools are a local
minimum theorem established in [5] and the powerful classical Ambrosetti-
Rabinowitz theorem (see [4]). Our main result (Theorem 2.1) is not obtained
as an immediate consequence of these previous critical point theorems, but it is
indeed an appropriate combination of such results in order to obtain two non-
zero critical points. In fact, once obtained the first non zero critical point by
the local minimum theorem, a direct application of the mountain pass theorem
allows to get the second critical point that in general can be zero. Instead, in
Theorem 2.1, we verify that a local minimum actually is a global minimum for
a suitable restriction of the functional and, hence, we prove that all the paths
starting from it have a high level greater than zero, and this guarantees the
second critical point must be non-zero (see the proof of Theorem 2.1).

It is worth noticing that Theorem 2.1 can be applied to a very wide class
of nonlinear differential problems thus ensuring the existence of two non-zero
solutions, both for ordinary and partial differential equations.

G. Bonanno, G. D’Agùı: Department of Engineering, University of Messina,
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In this note, we investigate nonlinear elliptic Dirichlet problems. To be precise,
consider the following problem{−∆u = λf(u) in Ω,

u|∂Ω = 0,
(Df

λ)

where Ω is a non-empty bounded open subset of the real euclidian space (RN, |·|),
N ≥ 3, with boundary of class C1, λ is a positive parameter and f : R→ R is
a function. On applications to elliptic differential problems, the main result of
this paper is Theorem 3.1 which, under suitable assumptions on the primitive of
the nonlinearity f , ensures the existence of at least two positive weak solutions.
As an example, we present here the following special case.

Theorem 1.1. Let f : R → R be a nonnegative continuous function for

which there exists limt→+∞

∫ t
0 f(s)ds

tf(t)
and one has limt→+∞

f(t)
tr

= 0 for some

r ∈
]
1, N+2

N−2

[
. Assume that

lim
t→+∞

f(t)

tp
= +∞ (1.1)

for some p ∈]1, r[, and

lim
t→0+

f(t)

t
= +∞. (1.2)

Then, there is λ∗ > 0 such that, for each λ ∈]0, λ∗[, problem (Df
λ) admits at

least two positive weak solutions.

The key assumptions of Theorem 1.1 is that f is more than superlinear
at +∞, that is (1.1), and sublinear at zero, that is (1.2). Assumption (1.1),

together with the existence of the limit of
∫ t
0 f(s)ds

tf(t)
as t goes to +∞, is a special

case of the classical Ambrosetti-Rabinowitz condition (see Remark 3.10). Re-
cently, such a condition, in order to get the existence of at least one non-zero
solution, has been improved (see, for instance, [17]). Precisely, the existence of
one non-zero solution has been obtained for a class of functions which are only
superlinear at +∞ (that is, p = 1 in (1.1)), by using the version of the mountain
pass theorem with the Cerami condition instead of the Palais-Smale condition
(see Remark 2.2). We observe that, by using the same methods, we can extend
in Theorem 1.1 the assumption (1.1) to p = 1, at least for such a class of func-
tions (see Remark 3.11). However, our result does not take the whole class of
superlinear functions (see the end of Remarks 3.10 and 3.11) exactly as well as
it happens, at the best of our knowledge, in the results of the existence of one
non-zero solution obtained by a mountain pass theorem (see [2, Chapter 11] for
an overview).
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Assumption (1.2) is a direct consequence of the local minimum theorem
obtained in [6] and it ensures the existence of a critical point which has neg-
ative energy. Actually, it can be formulated in a more general form (see (3.1)
in Theorem 3.1) by including so, as well as all sublinear functions, also some
classes of functions which can be also linear or superlinear at zero. Thus, in
particular, we obtain the existence of two positive solutions for nonlinearities
which are superlinear both at zero and at +∞ (see Example 3.3). We recall
that in the fine and classical work of Crandall-Rabinowitz [9], instead of (1.2),
the more restrictive assumption f(0) > 0 is required in order to obtain the
conclusion of Theorem 1.1 (see Remark 3.6). We also point out that, in partic-
ular, Theorem 1.1 can be used to study combined effects of concave and convex
nonlinearities, that is, when the function f is of the type

f(t) = |t|q̃ + µ|t|s̃, t ∈ R, (1.3)

where 0 ≤ s̃ < 1 < q̃ < N+2
N−2

and for all µ ∈]0, µ∗[, for a suitable µ∗ > 0, by

proving that, in this case, one has λ∗ > 1, for which (Df
1 ), with f as in (1.3),

admits at least two positive weak solutions (see Corollary 3.7). This latest prob-
lem has been introduced and developed in the seminal and fundamental paper
due to Ambrosetti-Brezis-Cerami [3], where also topological methods have been
applied (see Remark 3.8). It is worth noticing that in our proof only variational
methods are used and moreover, a wider class of nonlinearities can be consid-
ered (see Examples 3.3 and 3.5), including, as already said before, some cases
where f may be not sublinear at zero. Furthermore, for more recent papers that
deal with differential problems in direction of concave-convex nonlinearities we
refer the reader to the fine works [10,12–16], by observing that also such results
cannot be applied to problems as in Example 3.3. An exhaustive overview and
a complete bibliography on this subject can be found in [17].

Finally, we point out that Theorem 1.1 holds true also for ordinary differ-
ential problems, that is, N = 1 and r > 1 (see Remark 3.12). However, in this
case, a more general result can be proved (see Theorem 3.13), where the poly-
nomial growth (limt→+∞

f(t)
tr

= 0, r > 1) is not requested and a more general
condition than the sublinearity at zero (see (3.1′′) in Theorem 3.13) is assumed.
We also observe that Theorem 3.13 can be used for nonlinear problems (see
Example 3.16 and Remark 3.17) to which the fundamental and seminal work of
Amann [1] cannot be applied (see Remark 3.18).

In conclusion, the main aim of this paper is to establish the existence of two
positive solutions to a class of nonlinear differential problems for which classical
very powerful results as Crandall-Rabinowitz [9], Ambrosetti-Brezis-Cerami [3],
Amann [1] cannot be always applied (see Examples 3.3, 3.5 and 3.16).

This paper is arranged as follows. In Section 2, we present a two non-zero
critical points theorem (Theorem 2.1), while in Section 3, we establish our main
result (Theorem 3.1), its consequence (Corollary 3.7) and its version in ordinary
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case (Theorem 3.13). Furthermore in Section 3, concrete examples and remarks
illustrate the obtained results.

2. A two non-zero critical points theorem

The main result of this section is the following theorem on the existence of
two non-zero critical points for differentiable functionals. It is a consequence
of a local minimum theorem obtained in [5] (see also [6, Theorem 2.3]) and
the classical Ambrosetti-Rabinowitz theorem established in [4] (see also [19,
Theorem 2.2]). First, we recall the definition of (PS)-condition. Let X be a
real Banach space and let I : X → R be a continuously Gâteaux differentiable
functional. We say that I satisfies the Palais-Smale condition (in short (PS)-
condition) if any sequence {un} such that {I(un)} is bounded and {I ′(un)} is
convergent to 0 in X∗ admits a subsequence which is convergent in X.

Theorem 2.1. Let X be a real Banach space and let Φ,Ψ: X→ R be two con-
tinuously Gâteaux differentiable functionals such that infX Φ=Φ(0)=Ψ(0)=0.
Assume that there are r ∈ R and ũ ∈ X, with 0 < Φ(ũ) < r, such that

supu∈Φ−1(]−∞,r]) Ψ(u)

r
<

Ψ(ũ)

Φ(ũ)
(2.1)

and, for each λ ∈
]

Φ(ũ)
Ψ(ũ)

, r
supu∈Φ−1(]−∞,r]) Ψ(u)

[
, the functional Iλ = Φ−λΨ satisfies

(PS)-condition and it is unbounded from below.

Then, for each λ ∈
]

Φ(ũ)
Ψ(ũ)

, r
supu∈Φ−1(]−∞,r]) Ψ(u)

[
, the functional Iλ admits at

least two non-zero critical points uλ,1, uλ,2 such that Iλ(uλ,1) < 0 < Iλ(uλ,2).

Proof. Fix λ as in the conclusion. Since Iλ satisfies (PS)-condition, then it
satisfies (PS)[r]-condition (see [5, Chapter 2]). Moreover, owing to (2.1), in
particular, one has

supu∈Φ−1(]−∞,r[) Ψ(u)

r
<

Ψ(ũ)

Φ(ũ)
,

with 0 < Φ(ũ) < r. Therefore, from [6, Theorem 2.3], there is uλ,1 ∈ Φ−1(]0, r[)

(hence, uλ,1 6=0) such that Iλ(uλ,1)≤Iλ(u) for all u∈Φ−1(]0, r[) and I ′λ(uλ,1)=0.

We observe that, in addition, one also has Iλ(uλ,1) ≤ Iλ(u) for all u ∈
Φ−1(]−∞, r]) and Iλ(uλ,1) < 0. In fact, since λ > Φ(ũ)

Ψ(ũ)
, one has Φ(ũ)−λΨ(ũ) <

0 = Φ(0) − λΨ(0), for which Iλ(uλ,1) ≤ Iλ(ũ) < Iλ(0) = 0. Moreover, for all

ū ∈ X such that Φ(ū) = r, taking into account that λ < r
supu∈Φ−1(]−∞,r]) Ψ(u)

,

one has Φ(ū)− λΨ(ū) ≥ Φ(ū)− λ supu∈Φ−1(]−∞,r]) Ψ(u) > Φ(ū)− r = 0, that is

Iλ(ū) > Iλ(0) > Iλ(uλ,1). So, our claim is proved.
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Now, since Iλ is unbounded from below there is ūλ,2 ∈ X such that

Iλ(ūλ,2) < Iλ(uλ,1).

Clearly, being uλ,1 a global minimum for Iλ in Φ−1(]−∞, r]), must be Φ(ūλ,2)>r.
It is easy to verify that all the assumptions of the mountain pass theorem (see,
for instance, [11, Corollary 5.11]) are satisfied for which there exists uλ,2 ∈ X
such that I ′λ(uλ,2) = 0 and Iλ(uλ,2) = infγ∈Γ maxt∈[0,1] Iλ(γ(t)), where Γ =
{γ ∈ C([0, 1]) : γ(0) = uλ,1, γ(1) = ūλ,2}.

We now claim that Iλ(uλ,2) > 0. To this end, first put

k = r − λ sup
u∈Φ−1(]−∞,r])

Ψ(u)

and then observe that, since λ < r
supu∈Φ−1(]−∞,r]) Ψ(u)

, one has k > 0. Now,

let γ ∈ Γ. Since Φ(γ(0)) < r and Φ(γ(1)) > r, there is t̄ ∈]0, 1[ such that
Φ(γ(t̄)) = r. So, setting ū = γ(t̄), one has

Φ(ū)− λΨ(ū) ≥ Φ(ū)− λ sup
u∈Φ−1(]−∞,r])

Ψ(u) = r − λ sup
u∈Φ−1(]−∞,r])

Ψ(u) = k,

that is Iλ(γ(t̄)) > k. It follows that maxt∈[0,1] Iλ(γ(t)) > k for each γ ∈ Γ.
Hence, one has Iλ(uλ,2) = infγ∈Γ maxt∈[0,1] Iλ(γ(t)) ≥ k > 0 for which our claim
is proved and the conclusion is achieved.

Remark 2.2. In Theorem 2.1, we can assume the Cerami condition or (C)-
condition as introduced by Cerami in [8], instead of (PS)-condition, provided
that the coercivity of Φ is assumed. The (C)-condition is slightly weaker than
(PS)-condition and we refer to [21, p. 80] and [17, Chapter 5] for the defini-
tion and more details on it. Here, even if for most purposes it suffices to use
the standard (PS), we point out that Theorem 2.1 holds again true by assum-
ing (C)-condition instead of (PS)-condition. Indeed, it is enough to observe
that (PS)-condition and (C)-condition coincide for bounded sequences and so,
taking into account that Φ is coercive, also (C)-condition implies the (PS)[r]-
condition for all r > 0. Therefore, the same proof of Theorem 2.1 ensures our
claim, by applying the version of mountain pass theorem with the (C)-condition
(see, for instance, [17, Theorem 5.40]).

Remark 2.3. In Theorem 2.1, it is assumed that Iλ is unbounded from below.
When the functional Iλ is bounded from below we refer to [5] (see also [6,
Theorem 1.2]) for an existence result of three distinct critical points. We recall
that such a result is based again on the local minimum theorem established
in [5] and the mountain pass theorem as given by Pucci-Serrin in [18].
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Remark 2.4. If in Theorem 2.1 condition (2.1) is not assumed, existence of

two distinct critical points for Iλ, for each λ ∈
]
0, r

supu∈Φ−1(]−∞,r[) Ψ(u)

[
and for

all r > 0, is ensured by [6, Theorem 3.2]. However, in this case, one of the two

critical points may be zero.

We also recall that a first version of a local minimum theorem has been
given in [20], where, contrary to [5], assumptions involving the weak topology
are made.

3. Two positive solutions for elliptic Dirichlet problems

Consider the problem (Df
λ), where f : R→ R is a function which is nonnegative

and continuous in [0,+∞[. Assume that

(h) there exist s ∈ [1, 2[, q ∈
]
2, 2N

N−2

[
and two positive constants as, aq such

that
f(t) ≤ as|t|s−1 + aq|t|q−1 for all t ≥ 0.

Without loss of generality, we assume f(t) = f(0) for all t < 0. Moreover, put

X = H1
0 (Ω) endowed with the norm ‖u‖ =

(∫
Ω
|∇u(x)|2dx

) 1
2 and 2∗ = 2N

N−2
.

We recall that one has

‖u‖L2∗ (Ω) ≤ T‖u‖ ∀ u ∈ X, where T =
1√

N(N − 2)π

(
N !

2Γ(1 + N
2

)

) 1
N

is the best constant (see [22]) and Γ is the gamma function. So, owing to
Hölder’s inequality, it follows

‖u‖Lp(Ω) ≤ T |Ω|
2∗−p
2∗p ‖u‖ ∀ u ∈ X, ∀ p ∈ [1, 2∗[.

Now, put F (ξ) =
∫ ξ

0
f(t)dt for every ξ ∈ R,

Φ(u) =
‖u‖2

2
, Ψ(u) =

∫
Ω

F (u(x))dx and Iλ(u) = Φ(u)− λΨ(u)

for all u ∈ X and λ > 0. As it is well known, critical points of Iλ are the weak
solutions to (Df

λ).
Moreover, put R(x) = sup{δ : B(x, δ) ⊆ Ω} for all x ∈ Ω, and

R = supx∈Ω R(x), for which there exists x0 ∈ Ω such that B(x0, R) ⊆ Ω.
Finally, put

K=
R2

2(2N−1)

1

2T 2|Ω| 2
N

, Ξδ=
1

K

1

2T 2|Ω| 2
N

δ2

F(δ)
, Λγ =

1

2T 2|Ω| 2
N

1
as
s
γs−2+ aq

q
γq−2

where γ, δ are positive constants.

Now, we present our main result.
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Theorem 3.1. Assume that (h) holds. Moreover, assume that there are two
positive constants γ and δ, with δ < γ, such that

as
s
γs−2 +

aq
q
γq−2 < K

F (δ)

δ2
(3.1)

and there are two constants m > 2 and l > 0 such that, for all ξ ≥ l, one has

0 < mF (ξ) ≤ ξf(ξ). (AR)

Then, for each λ ∈]Ξδ,Λγ[, problem (Df
λ) admits at least two positive weak

solutions.

Proof. Fix λ ∈ ]Ξδ,Λγ[, taking into account that from (3.1) one has ]Ξδ,Λγ[ 6= ∅.
From (AR), by standard computations, one has that Iλ is unbounded from below
and satisfies the Palais-Smale condition (see, for instance, [19]). So, in order to
apply Theorem 2.1, it is enough to verify condition (2.1). To this end, fix

r =
|Ω| 2

2∗

2T 2
γ2.

From (h) one has F (ξ) ≤ as
s
|ξ|s + aq

q
|ξ|q for all ξ ∈ R. Therefore, one has

supu∈Φ−1(]−∞,r]) Ψ(u)

r
≤

supu∈Φ−1(]−∞,r])

(
as
s
‖u‖sLs + aq

q
‖u‖qLq

)
r

≤
supu∈Φ−1(]−∞,r])

(
as
s
T s|Ω| 2

∗−s
2∗ ‖u‖s + aq

q
T q|Ω| 2

∗−q
2∗ ‖u‖q

)
r

≤

(
as
s
T s|Ω| 2

∗−s
2∗ (2r)

s
2 + aq

q
T q|Ω| 2

∗−q
2∗ (2r)

q
2

)
r

= 2T 2|Ω|
2∗−2

2∗

as
s

(
2T 2r

|Ω| 2
2∗

) s−2
2

+
aq
q

(
2T 2r

|Ω| 2
2∗

) q−2
2


= 2T 2|Ω|

2
N

(
as
s
γs−2 +

aq
q
γq−2

)
=

1

Λγ

that is,
supu∈Φ−1(]−∞,r]) Ψ(u)

r
<

1

λ
. (3.2)

Now, put

vδ(x) :=


0 if x ∈ Ω \B(x0, R)
2δ
R

(R− |x− x0|) if x ∈ B(x0, R) \B(x0,
R
2

)

δ if x ∈ B(x0,
R
2

).
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Clearly, one has that vδ ∈ X,

Φ(vδ) =
1

2

(2δ)2

R2

π
N
2

Γ(1 + N
2

)

(
RN −

(
R

2

)N)
=

2(2N − 1)

2N
RN−2 π

N
2

Γ(1 + N
2

)
δ2

and

Ψ(vδ) ≥
∫
B(x0,

R
2

)

F (δ) dx = F (δ)
π
N
2

Γ(1 + N
2

)

RN

2N
.

Hence, one has

Ψ(vδ)

Φ(vδ)
≥ R2

2(2N − 1)

F (δ)

δ2
= 2T 2|Ω|

2
NK

F (δ)

δ2
=

1

Λδ

>
1

λ
, (3.3)

that is,
Ψ(vδ)

Φ(vδ)
>

1

λ
. (3.4)

Now, in order to prove that Φ(vδ) < r, put

k =

(
2(2N − 1)

2N
RN−2 π

N
2

Γ(1 + N
2

)

2T 2

|Ω| 2
2∗

) 1
2

and observe that Φ(vδ) = k2 |Ω|
2

2∗

2T 2 δ
2. Therefore, one has

1

k2
=

R2

2(2N − 1)

1

π
N
2

Γ(1+N
2

)

(
R
2

)N |Ω|
2T 2|Ω|2/N

=
|Ω|

|B(x0,
R
2

)|
K ≥ K.

Taking into account that δ < γ, we claim that kδ < γ. Indeed, from (3.1),
taking (h) into account, one has

as
s
γs + aq

q
γq

γ2
< K

as
s
δs + aq

q
δq

δ2
,

so, arguing by a contradiction and assuming kδ ≥ γ, one has

as
s
γs + aq

q
γq

γ2
≥

as
s
γs + aq

q
γq

k2δ2
≥ 1

k2

as
s
δs + aq

q
δq

δ2
≥ K

as
s
δs + aq

q
δq

δ2

and this is an absurd. Therefore, our claim is proved and from kδ < γ it follows
Φ(vδ) < r.

So, owing to (3.2) and (3.4), one has

supu∈Φ−1(]−∞,r]) Ψ(u)

r
<

1

λ
<

Ψ(vδ)

Φ(vδ)
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with 0 < Φ(vδ) < r. Therefore, condition (2.1) is satisfied and Theorem 2.1
ensures that Iλ admits two non-zero critical points, which are, owing to the
strong maximum principle, two positive weak solutions for (Df

λ). Hence, the
proof is complete.

Now, setting

λ∗ =
1

2T 2|Ω| 2
N

(
s

as

) q−2
q−s
(
q

aq

) 2−s
q−s
(

2− s
q − 2

) 2−s
q−s q − 2

q − s
,

we point out the following consequence of Theorem 3.1.

Corollary 3.2. Assume (h), (AR) and

lim sup
ξ→0+

F (ξ)

ξ2
= +∞. (3.1’)

Then, for each λ ∈]0, λ∗[, problem (Df
λ) admits at least two positive weak

solutions.

Proof. Fix λ ∈]0, λ∗[. Taking into account that λ∗ = supγ>0 Λγ, there is γ > 0

such that λ < Λγ. From lim supξ→0+ K2T 2|Ω| 2
N
F (ξ)
ξ2 = +∞ there is δ < γ

such that K2T 2|Ω| 2
N
F (δ)
δ2 > 1

λ
for which λ ∈]Ξδ,Λγ[ and (3.1) holds. Hence,

Theorem 3.1 ensures the conclusion.

Example 3.3. Let Ω = {x ∈ R3 : |x| < 1} and let f : R → R be a function
defined as follows

f(t) =


(50)3t2 if t ≤

(
1
50

)2
,

√
t if

(
1
50

)2
< t ≤ 1,

t2 if t ≥ 1.

Owing to Theorem 3.1, the problem{−∆u = f(u) in Ω,

u|∂Ω = 0

admits at least two positive weak solutions. Indeed, by setting f(t) = 0 for

all t < 0, one has f(t) ≤ |t| 12 + |t|2 for all t ∈ R. Moreover, since in this

case K = 1
7

(
35π2

214

)1
3
, by choosing δ =

(
1
50

)2
and γ = 1, one has 2

3
1

γ
1
2

+ 1
3
γ <

K
(50)3 δ3

3

δ2 and δ < γ, for which (3.1) is verified. So, taking also into account that
1
K

1

2T 2|Ω|
2
N

δ2

F (δ)
< 1 < 1

2T 2|Ω|
2
N

1
as
s
γs−2+

aq
q
γq−2 , our claim is proved.
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It should be noted here that the function f is superlinear both at zero and

infinity. Further, by setting f1(t) = (50)t if 0 ≤ t ≤
(

1
50

)2
and f1(t) = f(t)

otherwise, same computations show that f1 satisfies (3.1). So, our results can
be applied also to functions which are linear at zero.

Remark 3.4. In Theorem 3.1 no condition at zero on the nonlinearity f is
requested. In particular, Corollary 3.2 and Example 3.3 show that f may be
sub-linear, linear or super-linear at zero and Theorem 3.1 can be applied. We
recall that in order to obtain two positive solutions, in particular, a condition at
zero on the nonlinearity is requested. Indeed, usually the hypothesis f(0) > 0 is
assumed (see Remark 3.6) or, in some special case (as f in Corollary 3.7 below),

the more general condition limt→0+
f(t)
t

= +∞ is required.

Example 3.5. Owing to Corollary 3.2, for each λ ∈
]
0,

√
3

4T 2|Ω|
2
N

[
the problem{

−∆u = λmax{
√
u, u2} in Ω,

u|∂Ω = 0,

admits at least two positive weak solutions. Indeed, it is enough to pick
f(t) = max{

√
t, t2} if t ≥ 0 and f(t) = 0 if t < 0, for which one has f(t) ≤ 1+|t|2

for all t ∈ R, and verify all assumptions of the previous theorem. Moreover, in
particular, if Ω = {x ∈ R3 : |x| < 1}, the problem{

−∆u = 1
2

max{
√
u, u2} in Ω,

u|∂Ω = 0,

admits at least two positive weak solutions, since 1
2
< λ∗ = 9

16
6
√

3
(
π
2

) 2
3 .

Remark 3.6. A result of the type of Corollary 3.2 has been obtained in the
fine and classical paper of Crandall-Rabinowitz (see [9, Theorem 2.1]), where,
instead of (3.1’), the stronger assumption f(0) > 0 is assumed (see also Re-
mark 3.18). Clearly, [9, Theorem 2.1] cannot be applied to Examples 3.3 and 3.5.

As a consequence of Theorem 3.1, we obtain a result for problems where
the datum is given by combined effects of concave and convex nonlinearities.
This type of study has been introduced and developed in the seminal paper of
Ambrosetti-Brezis-Cerami [3]. Here, we obtain, in particular, the same type of
result, but through a proof which is totally variational (see Remark 3.8). To be
precise, by setting

µ∗ =

(
1

2T 2|Ω| 2
N

) q−s
q−2

s(q − 2)q
2−s
q−2

(
(2− s)(2−s)

(q − s)(q−s)

) 1
q−2

,

from Theorem 3.1 we obtain the following special case.
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Corollary 3.7. Fix 1 ≤ s < 2 < q < 2∗. Then, for each µ ∈]0, µ∗[ problem{
−∆u = µus−1 + uq−1 in Ω,

u|∂Ω = 0
(Dµ)

admits at least two positive weak solutions.

Proof. Fix µ ∈]0, µ∗[ and put f(t) = µts−1 + tq−1 if t ≥ 0 and f(t) = f(0) if
t < 0. One has

λ∗ =
1

2T 2|Ω| 2
N

(
s

µ

) q−2
q−s

(q)
2−s
q−s

(
2− s
q − 2

) 2−s
q−s q − 2

q − s
> 1.

Hence, from Theorem 3.1 we obtain the conclusion.

Remark 3.8. Corollary 3.7 is a particular case of the very nice result estab-
lished in the fundamental and seminal work [3] by a clever combination of
topological and variational methods. Precisely, in [3] the existence of a first
positive solution, by using the method of sub- and super-solutions, is estab-
lished and then, through a deep reasoning, by proving that this first solution
is the minimum of a suitable functional associated to a modified problem, the
mountain pass theorem is applied in order to obtain a second positive solution.
However, in this type of proof, no numerical estimate of the superior, called Λ,
of parameters µ for which the problem (Dµ) admits such solutions is provided.
We observe that our proof of Corollary 3.7 is totally variational. Indeed, the
first positive solution is directly obtained as a local minimum and the second
one is obtained by applying the mountain pass theorem but without modifying
the functional in order to establish the positivity of the second solution.

In addition, we observe that the same proof of Corollary 3.7 gives precise
numerical values µ for which (Dµ) is solved (see Remark 3.9). Finally, we recall
that in [3] also the critical case, that is q = 2∗, is considered and we refer to [7]
for a proof which is totally variational for such a case.

Remark 3.9. We wish to highlight that Theorem 3.1 and the Ambrosetti-
Brezis-Cerami result ([3, Theorem 2.3]) are mutually independent. Indeed, Ex-
amples 3.3 and 3.5 show functions for which we can apply our main result and
we cannot apply [3, Theorem 2.3]. On the other hand, in the problem (Dµ), we
can apply actually both the previous results, but the value Λ obtained in [3],
for which for each µ ∈]0,Λ[ the problem (Dµ) admits two positive solutions, is
the best.

However, we observe that since Λ in [3] is expressed by a theoretical point
of view, our result, in this case, can be used just as a complement of [3, Theo-
rem 2.3] in order to give a numerical lower bound of Λ, that is, µ∗ ≤ Λ.
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A similar remark can be done also for a comparison between Theorem 3.1
and the Crandall-Rabinowitz result [9, Theorem 2.1], that is, they are mutually
independent. Indeed, when f(0) > 0 and we can apply both results (see also
Remark 3.6), the value Θ obtained in [9], for which for each λ ∈]0,Θ[ the
problem (Df

λ) admits two positive solutions, is the best.

Remark 3.10. Theorem 1.1 in Introduction is an immediate consequence of
Corollary 3.2. In fact, it is enough to observe that (AR) is equivalent to the
following two conditions:

(a1) limt→+∞
F (t)
tp+1 = +∞ for some p > 1;

(a2) if lim supt→+∞
F (t)
tf(t)
≥ 1

2
then lim inft→+∞

F (t)
tf(t)
≥ 1

2
.

Indeed, (a1) and (a2) imply that lim supt→+∞
F (t)
tf(t)

< 1
2
, for which (AR) condition

holds. Precisely, arguing by a contradiction, assume lim supt→+∞
F (t)
tf(t)

≥ 1
2
.

From (a2) one has lim inft→+∞
F (t)
tf(t)
≥ 1

2
> 1

p+1
. It follows F (t)

tp+1 < F (R)
Rp+1 for all

t > R and for some R > 0, which is an absurd since (a1) holds. Hence, our

claim is proved.
In conclusion, roughly speaking, all the functions which are more than su-

perlinear (that is, limt→+∞
f(t)
tp

= +∞, p > 1) and for which the condition

lim inf
t→+∞

F (t)

tf(t)
<

1

2
≤ lim sup

t→+∞

F (t)

tf(t)

is not verified, are satisfying the (AR) condition. Hence, the class of functions
satisfying (AR) is a bit smaller than the class of functions which are more than
superlinear. An example of function which is more than superlinear but for
which (AR) does not hold true is f(t) = t2(sin t+ 2).

Remark 3.11. If in Theorem 3.1 we assume

(b1) limt→+∞
F (t)
t2

= +∞;

(b2) there exist τ ∈
]
min

{
(q−2)N

2
, s
}
, 2N
N−2

[
and γ0 > 0 such that

lim inf
t→+∞

tf(t)− 2F (t)

tτ
≥ γ0;

instead of (AR), then the conclusion holds again true. Indeed, the energy
functional Iλ in the proof of Theorem 3.1 is unbounded from below owing to (b1)
and it satisfies (C)-condition owing to (b2), so from Theorem 2.1 and Remark 2.2
our claim follows. For a detailed proof showing that (b2) implies (C)-condition
for Iλ, we refer to [17, step 2, p. 358]. Moreover, simple computations show that

conditions (a1)–(a2) imply condition (b1)–(b2). Indeed, if lim supt→+∞
F (t)
tf(t)

< 1
2

then lim inft→+∞
tf(t)−2F (t)

tp+1 = lim inft→+∞
F (t)
tp+1

[ tf(t)
F (t)
− 2
]

= +∞.
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We observe that owing to such a remark we can obtain two positive solutions
also for a class of functions which are only superlinear at infinity as for instance
the following

f(t) =


(50)t if t ≤

(
1
50

)2
,

√
t if

(
1
50

)2
< t ≤ 1,

t
log 2

log(1 + t) if t ≥ 1

(see Example 3.3). Finally, we point out that the more than superlinear function
given in Remark 3.10 does not satisfy (b2) as well as (AR).

Remark 3.12. The assumption (h) is needed so that the energy functional is
well defined. In our case, it is also used to determine the values Λγ and λ∗.
We observe that Theorem 3.1 and Corollary 3.2 are again true also for N = 1
(clearly, in this case, in (h) we take q ∈]2,+∞[), provided that we choose Λγ

and λ∗ in an appropriate way. For instance, if Ω =]0, 1[, taking into account
that

‖u‖Lp(]0,1[) ≤
1

2
‖u‖ ∀u ∈ X, ∀ p ∈ [1,+∞[,

Theorem 3.1 and Corollary 3.2 hold again true provided that

Λγ =
2

as
s
γs−2 + aq

q
γq−2

and

λ∗ = 2

(
s

as

) q−2
q−s
(
q

aq

) 2−s
q−s
(

2− s
q − 2

) 2−s
q−s q − 2

q − s
.

However, we point out below that, in the ordinary case, assumption (h) is not
necessary, by choosing Λγ in a suitable way. Moreover, the assumption (3.1)
can be expressed in a more simple and general form.

Here, we point out a version of Theorem 3.1 for the ordinary case.

Theorem 3.13. Let f : [0,+∞[→ [0,+∞[ be a continuous function and assume
that (AR) holds. Moreover, assume that there are two positive constants γ, δ,
with δ < γ such that

F (γ)

γ2
<

1

4

F (δ)

δ2
. (3.1′′)

Then, for each λ ∈
]

8δ2

F (δ)
, 2γ2

F (γ)

[
, the problem{−u′′ = λf(u) in ]0, 1[,

u(0) = u(1) = 0,
(Pf

λ)

admits at least two positive classical solutions.



462 G. Bonanno and G. D’Agùı

Proof. Fix λ ∈
]

8δ2

F (δ)
, 2γ2

F (γ)

[
. As said in the proof of Theorem 3.1, Iλ is un-

bounded from below and satisfies the (PS)-condition, so, it is enough to ver-

ify condition (2.1). To this end, fix r = 2γ2 and vδ as before by choosing

x0 = R = 1
2
. Taking into account that ‖u‖∞ ≤ 1

2
‖u‖ for all u ∈ X, one has

supu∈Φ−1(]−∞,r]) Ψ(u)

r
≤

sup‖u‖≤
√

2r

∫ 1

0
F (u(t))dt

r
≤ F (γ)

2γ2

and (see (3.3)) Ψ(vδ)
Φ(vδ)

≥ F (δ)
8δ2 , so, from (3.1′′) it follows

supu∈Φ−1(]−∞,r]) Ψ(u)

r
<

Ψ(vδ)

Φ(vδ)
.

Moreover, from δ < γ and (3.1′′) one has
√

2δ < γ, that is, Φ(vδ) < r. Hence,
our claim is proved and the conclusion is achieved.

Remark 3.14. In Theorem 3.13 we can assume, instead of (AR), the condition
(b1)–(b2) (see Remark 3.11), provided that also (h) is assumed. Indeed, to verify
the Cerami condition a growth of polynomial type on f is needed (see [17, step 2,
p. 358]).

Remark 3.15. If lim supδ→0+
F (δ)
δ2 = +∞ then (3.1′′) holds true and the interval

becomes
]
0, λ̄
[
, where

λ̄ = sup
γ>0

2γ2

F (γ)
.

The converse is not true as the example below shows.

Example 3.16. Let f : R→ R be the function defined as follows

f(t) =


t2 if t < 1,
√
t if 1 ≤ t < 102,

1
103 t

2 if t ≥ 102.

Owing to Theorem 3.13, the problem{
−u′′ = 52f(u) in ]0, 1[,
u(0) = u(1) = 0,

admits at least two positive classical solutions. It is enough to to verify
1
2
F (3)
32 < 1

52 < 1
8
F (1)
12 . We observe that in this case, the nonlinearity f is not

sublinear at zero.
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Remark 3.17. The value λ̄ guaranteed from Theorem 3.13 (see Remark 3.15)
can be greater than the value λ∗ guaranteed from Corollary 3.2 (see Remark
3.12) as the function in Example 3.5 shows. In fact, in this case, we have
λ∗ =

√
3 and λ̄ = 3. So, for each λ ∈ ]0, 3[ the problem{

−u′′ = λmax{
√
u, u2} in ]0, 1[,

u(0) = u(1) = 0,

admits at least two positive classical solutions.

Remark 3.18. Theorem 3.13 and the fundamental result of Amann [1, p. 208]
are mutually independent. Indeed, in [1], given a continuous function f : R→ R
which is positive in ]0,+∞[, the following assumptions are made:

(H1) f(0) > 0;

(H2) limt→+∞
f(t)
t

= +∞.

The author obtains the existence of λ̃ > 0 such that the problem (Pf
λ) has at

least two positive solutions for 0<λ <λ̃, at least one for λ= λ̃ and none for λ>λ̃.
However, this very powerful result does not provide an estimate of λ̃. Clearly,
(H1) is more restrictive than (3.1′′) since it implies that limt→0+

f(t)
t

=+∞ and
the result of [1] cannot be applied, for instance, to examples in Remark 3.17
and Example 3.16. On the other hand, (H2) allows to consider functions for
which (AR) and (b2) does not hold true (see Remarks 3.10 and 3.11).
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