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Existence and uniqueness of a classical solution for a mathematical model
describing the isobaric crystallization of a polymer
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Università degli Studi di Firenze, Dip. Matematica “U. Dini”, viale Morgagni n. 67A, 50134
Firenze

AND

A. M ANCINI ‡
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In this paper a global existence and uniqueness result is presented for the classical solution of
a free boundary problem for a system of partial differential equations (p.d.e.s) with non-local
boundary conditions describing the crystallization process of a cylindrical sample of polymer under
prescribed pressure. The system of equations is discussed in [16] as the model for coupled cooling
and shrinking of a sample of molten polymer under a given constant pressure. The velocity field
generated by the thermal and chemical contraction enters the model only through its divergence.
Such an approximation is discussed on the basis of a qualitative analysis.
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1. Introduction

It is well known (see e.g. [1], [3], [5], [10], [13]–[15], [26], [30]) that phase change in polymers is a
process of high complexity due to several reasons: (i) polymers crystallize not as pure crystals but in
structures having a roughly spherical lamellar organization with amorphous inclusions (spherulites);
(ii) spherulites can nucleate and grow over a temperature interval (Tg, Tm) depending on pressure,
with a rate also depending on temperature and pressure, as well as on the volume fraction of the
crystals already formed; (iii) a maximum attainable crystal volume fraction (weq ) is defined at any
given temperatureT ∈ (Tg, Tm).

For the literature on theoretical aspects of crystallization see in particular the survey paper [5],
while [10] contains several details on the experimental quantities.

In addition there is a well-developed theory based on probabilistic arguments (see [9], [28] and
the references therein).

The aim of the present paper is the study of a free boundary problem with nonlocal boundary
conditions modeling the solidification of a sample of molten polymer under a given constant
pressure. The model predicts the evolution of the temperatureT , the crystal volume fractionw
and the height of the sampleh, which varies owing to thermal contraction and crystal growth.

†Email: fasano@udini.math.unifi.it
‡Email: mancini@ares.mat.unimi.it

c© Oxford University Press 2000



2 A. FASANO & A. MANCINI

The experimental work has been performed by Montell and the model has been formulated in
cooperation with Dr S .Mazzullo of Montell. For a general discussion about the modeling aspects
we refer to the forthcoming paper [16], although in Section 2 we will provide enough information
to understand the physics of the process.

In this paper we are more interested in the problem of the well posedness of the model, while we
refer to [23] for the numerical calculations performed on a more complete version, which show an
excellent agreement with the experiments and at the same time suggest the simplifications adopted
here.

It has to be remarked that the model has proved to be not just a predicting tool, but it helped to
point out many relevant physical features of the phenomenon, such as: (a) in what temperature
region the choice of the crystallization kinetics is important, (b) in what interval the process
is dominated by the so-called equilibrium crystallization weq(T ) (see Fig. 1), (c) what type of
temperature dependence can be assumed for the latter quantity (see Fig. 2), (d) how large the
influence of the thermocouple introduced in the system is.

We will prove existence and uniqueness of a classical solution globally in time.
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FIG. 1. Fraction of the crystallization temperatures range where the effect of the kinetics is operative (dashed
zone).

2. Formulation of the model

The domain occupied by the molten polymer at t = 0 is a cylinder (typical size: height = 7
cm, radius = 0.5 cm) provided with a metallic piston which produces the desired pressure. On
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the cylinder axis a thermocouple is placed supported by a thin metallic rod whose length is
approximately one-third of the cylinder length. The bottom of the cylinder is insulated. Heat loss
through the lateral walls follows a law of linear radiation, while the metallic bodies of the piston and
of the thermocouple rod are regarded as concentrated capacities, since their thermal conductivity is
much larger than that of the polymer. Initially the polymer temperature T0 is uniform and above the
melting point.

2.1 The governing differential equations

We have to find the temperature T , the crystal volume fraction w, and the motion of the piston.
The system of p.d.e.’s we are going to consider is the following:

ρCTt =k∆T + ρc Lwt , (2.1)

wt + w div �V =W (P, T, w), w < weq(T ) (2.2)

div �V = − 1

ρ(T, w)

[
∂ρ

∂T
Tt + ∂ρ

∂w
wt

]
= − ∂

∂t

(
ln

ρ

ρ0

)
(2.3)

where C is the specific heat, k the thermal conductivity, and L the latent heat of crystallization. The
density ρ depends on T, w and on pressure and is a C2 function with Lipschitz continuous second
derivatives, while ρc is defined as the value of ρ for w = 1 (i.e. the density of pure crystals). Finally,
ρ0 is a reference density (e.g. ρ0 = ρ(P, Tm, 0)).

We will comment soon the particular form of the equations above. Equation (2.1) expresses
heat balance and includes the heat released in the sample during crystallization. Equation (2.2)
describes the evolution of the crystal volume fraction, confined to the interval in which w is below
the threshold weq , whose dependence on P is not emphasized. Here the function W represents the
crystallization rate and will be specified below. The last equation expresses the fact that the specific
volume of the system varies because T and w depend on time and only for that reason. The latter
statement is in agreement with the fact that the system is practically incompressible in the range of
pressure experienced during the process. As a matter of fact (2.1)–(2.3) is a simplification of a more
complete model including the convective terms ρC �V · ∇T in (2.1), �V · ∇w in (2.2) and the flow
equations for the system, considered as a (highly) viscous fluid whose viscosity depends on T and
w. Numerical simulations [23] have shown that with excellent approximations:

(i) pressure can be taken constant throughout the sample (this justifies (2.3)),

(ii) the effect of convection in the equations for T and w is negligible, so that the operator
∂

∂t
replaces the Lagrangian derivative everywhere;

(iii) the only term connected with the thermally induced flow having some relevance during the
process is w div �V , appearing in (2.2).

The source term W (P, T, w) in (2.2) expresses the crystallization kinetics and is chosen as

W (P, T, w) = B(P, T )wa(weq − w)b, w < weq(T ), (2.4)
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FIG. 2. Different models for weq compared with the measured mean crystallinity.

where B is a continuous bell-shaped function supported in the temperature interval (Tg(P), Tm(P)).
Typical values for the exponents a, b are a = 2/3, b = 0.765 (all numerical values refer to the
specific case of polypropylene)†.

The function weq(P, T ) is defined for each P in the support if B is a Lipschitz continuous
decreasing function of T . The presence of the constraint weq in (2.4) is a basic feature of polymer
crystallization and it turns out to be extremely crucial for polypropylene.

We have to incorporate in the model a smooth transition between the regime governed by (2.4)
and the action of the obstacle w = weq . A simple way to do this will be illustrated in Section 6 and
consists of modifying (2.4) for w in a small interval near weq so that wt is not discontinuous when
w hits weq .

Although such a procedure is suggested by mathematical arguments, it has, nevertheless, a
quite acceptable physical explanation. Indeed the sharp cut on w represented by weq is a crude
representation of reality. We can understand this claim by looking at the complex structure of
spherulites, whose amorphous component is responsible for the presence of weq . We can say that
crystallization proceeds first through a regime of massive growth of the main (radial) lamellae and
that it reaches the maximum crystallinity through a slower process of secondary crystallization
(branching).

† The kinetic law (2.4) resembles the one proposed in [8], but with different values for the exponents a and b.
A discussion about crystallization kinetic laws of the form wt = F(T )G(w) can be found in [5], [18], and [19]. It is

shown in [5] and [19] that they are the only laws consistent with the so-called additivity rule and in [18] that they admit
traveling wave solutions.
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Thus we shall proceed as follows.
First we complete the formulation of the problem with the initial and boundary conditions, then

we proceed to proving existence and uniqueness for a sufficiently small time interval in which w

is far enough from weq . Then we show that the solution can be extended to infinity introducing a
smooth transition between the two regimes of crystallization.

REMARK 2.1 Since we are considering isobaric cooling processes, from now on we will drop the
symbol P in all formulas.

REMARK 2.2 An important feature to keep in mind is that, consistent with the fact that convection
has no role in the evolution of T and w, we can adjust the formulation of the model by inserting
convective terms which render its structure mathematically more convenient. The existence proof is
in fact concerned with the problem reformulated in Section 4 in a fixed domain, which is physically
equivalent to the one we are describing here following the simple criterion of neglecting convection
altogether.

Equations (2.1)–(2.3) must be solved in the moving domain

Rθ =
{
(r, z, t) ∈ R

3|(r, z, t) ∈ Ωt , 0 < t < θ
}

with Ωt , the cylinder defined by the conditions

(r, z) ∈ Ωt iff

{
rc < r < R and 0 < z < l,

0 < r < R and l < z < h(t),

being R, l, rc known quantities (R, radius of the cylindrical sample; l, rc, height and radius of the
thermocouple support) and h(t) unknown.

2.2 Boundary conditions for the thermal field

As we said, the initial conditions are

T (r, z, 0) = T0 > Tm everywere in Ω0. (2.5)

At the bottom surface Γb (where the presence of the thermocouple can be disregarded) we take

Tz(r, 0, t) = 0, on Γb, 0 < t < θ. (2.6)

On the lateral surface Γe we have

−kTr (R, z, t) = φe(T − Te), 0 < z < h(t), 0 < t < θ, (2.7)

where Te < Tg is the outside temperature and φe is a positive constant.
On the piston surface Γp we write

−kTz(r, h(t), t) = φp(T − Tp(t)), 0 < r < R, 0 < t < θ, (2.8)
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where Tp(t) is the still unknown temperature of the piston and φp > 0 and constant.
A similar condition holds on the boundary Γc of the thermocouple support (radius rc 
 R,

length l � h0/3).
Since the heat exchange through the tip of the thermocouple is negligibly small in comparison

with the whole heat flow trough the support, we may smooth the support boundary Γ0c to Γ ε
0c in

some arbitrary way. So we write the following boundary condition

−k∇T · �n = φε
0c(z)(T − Tc(t)) on Γ ε

0c, (2.9)

�n being the outside normal to the boundary Γ ε
0c,

Γ ε
0c =




(rc, z), 0 < z < l − ε

(µ(z), z), l − ε � z � l + ε

(0, z), l + ε < z < h(t)

and

φε
0c(z) =




φc, 0 < z < l − ε

φ0, l − ε � z � l + ε

0, l + ε < z < h(t)

for smooth monotone functions µ(z) ( µ(l − ε) = rc, µ(l + ε) = 0 ) and φ0(z) ( φ0(l − ε) = φc,
φ0(l + ε) = 0 ).

The evolution of temperatures Tp, Tc is determined by the balance equations

CpṪp(t) = −k
∫ R

0
2πrTz(r, h(t), t) dr, 0 < t < θ, (2.10)

CcṪc(t) = k2πrc

∫ l

0
Tr (rc, z, t) dz, 0 < t < θ, (2.11)

with the initial conditions Tp(0) = Tc(0) = T0, Cp, Cc being the respective heat capacities.
Note that in (2.11) we have neglected the heat exchange through the tip of the thermocouple.
Inserting (2.8) in (2.10) we obtain a linear ordinary differential equation (o.d.e.) for Tp which

gives:

Tp(t; T, h) = e−λpt
[

T0 + 2λp

R2

∫ t

0

(
eλps

∫ R

0
rT (r, h(s), s) dr

)
ds

]
(2.12)

with λp = πφp R2

Cp
.

Likewise we obtain

Tc(t; T ) = e−λct
[

T0 + λc

l

∫ t

0

(
eλcs

∫ l

0
T (rc, z, s) dz

)
ds

]
(2.13)

with λc = 2πrcφcl

Cc
.

Equations (2.12), (2.13) must be put back into (2.8), (2.9).
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REMARK 2.3 In the thermal problem we have taken k and C to be constant for the sake
of simplicity, but it would not be too difficult to let them depend on T , w. Another possible
generalization is to replace (2.7)–(2.9) with non-linear radiation laws.

Introducing the functions Φ and Text defined on the boundary of Dθ as:

Φ(r, z, t) =




φε
0c on Γ ε

0c

0 on Γb

φe on Γe

φp on Γp

(2.14)

Text (r, z, t; Tc, Tp) =




Tc on Γc ∪ Γ0

0 on Γb

Te on Γe

Tp on Γp

(2.15)

we can write boundary condition for the thermal field in the following compact form

−k∇T · �n = Φ(T − Text ) on Γ. (2.16)

2.3 Initial condition for w

The elimination of the term ∇w · �V in the equation for w reduces it to an o.d.e., although quite
non-trivial due to the presence of div �V . We shall see how to deal with (2.2). The only data we need
to know are for t = 0:

w(r, z, 0) = 0, in D0. (2.17)

2.4 The free boundary z = h(t)

The height of the cylinder is defined by mass conservation:

2π

∫ h(t)

0

∫ R

0
rρ(T, w) dr dz = m, (2.18)

m being the total mass of the sample, condition (2.18) is obviously nonlocal.

3. Statement of the problem

PROBLEM (P). Find a triple (T, w, h) satisfying (2.1), (2.5), (2.9), (2.12), (2.18) in some time
interval (0, θ) in the classical sense. By solution of (2.2) we mean a maximal solution.

A condition on ρ(T, w) which plays an important role is the following

ρw

ρ
w � K < 1, ∀w ∈ [0, 1], T ∈ [Te, T0]. (3.1)
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We will show that problem P has one unique solution in a suitable time interval (0, θ) in the
Hölder space H2+a,1+a/2 (see Theorem 5.1). Next we will extend such a solution to all times in
Section 6.

REMARK 3.1 Actually the existence theorem refers to the modified model illustrated in section 3,
which differs from the one just stated only by some convective terms whose contribution, consistent
with the approximations adopted so far, is immaterial (see Remark 4.4).

REMARK 3.2 A specific form for ρ(P, T, w) is:

1

ρ
= ω + (1 − w)

p + π
R∗(T − T0) (3.2)

where ω, π, R∗, T0 are physical parameters of the material and it can be checked that, for the data
of polypropylene, condition (3.1) is satisfied.

4. Reformulation of the problem and some a priori results

First of all we eliminate wt from (2.1). This step is necessary in order to find the condition
guaranteeing the parabolicity of (2.1), since wt is linked to Tt through (2.2), (2.3).

In what follows we just suppose w < weq . Let us rewrite (2.1)–(2.3) in the form


 ρC −ρc L 0

0 1 w

ρT ρw ρ





 Tt

wt

div �V


 =


 k∆T

W (T, w)

0


 ,

from which we deduce

Tt = A0(T, w)∆T + A1(T, w)W (T, w) (4.1)

with

A0(T, w) = (1 − wρ̂w)

Z k, A1(T, w) = ρc L

Z , (4.2)

Z =ρC

[
1 − wρ̂w − ρ̂cρ̂T L

C
w

]
, (4.3)

ρ̂w =ρw

ρ
, ρ̂T = ρT

ρ
. (4.4)

Therefore parabolicity is guaranteed by (3.1):

PROPOSITION 4.1 Equation (4.1) is uniformly parabolic if (3.1) holds.

From now on we replace (2.1) with (4.1).
Then we transform (2.2), eliminating div �V and writing it in the form

∂

∂t
ln

w

ρ/ρ0
= Bwa−1(weq − w)b, (4.5)
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from which we deduce the following integral equation for w

w = ρ(T, w)

{
(1 − a)

∫ t

0
ρa−1(T, w)B(T )(weq − w)b dt

} 1
1−a

(4.6)

were we assumed for the sake of simplicity ρ0 = 1.
An a priori result can be obtained as a consequence of the maximum principle for the thermal

problem:

PROPOSITION 4.2 During the whole process we have Te � T � T0.

Proof. If T takes a maximum larger than T0 at some time t̂ , then the source term in (4.1) will vanish
in a neighborhood of such a maximum point, which for this reason must be located on the boundary.
We can exclude immediately the subset Γb ∪ Γe. Suppose T = Tmax > T0 on Γp. Then because of
(2.8) and Hopf’s principle we must have Tp(t̂) > Tmax and from (2.8), (2.10), Ṫp(t̂) < 0. Therefore
there has to be some t̃ < t̂ in which Tp(t̃) > Tp(t̂) and Ṫp(t̃) � 0. The latter inequality contradicts
(2.10), since for t = t̃ (2.8) implies −kTz < 0 everywhere on z = h. In a similar way we exclude
that the maximum can be taken on Γc. A parallel argument shows that T � Te. ✷

We conclude this section by introducing some minor change in the model. First of all we remark
that it is convenient to deal with a domain which does not depend on time. For this reason, given

a smooth function ψ(ζ, h(t)) � 0 such that ψ ≡ 0 for ζ � 0 and ψ(h(t) − h0

2
, h(t)) = 1, we

introduce the change of variable

y = z + (h0 − h(t))ψ

(
z − h0

2
, h(t)

)
(4.7)

which leaves the domain unchanged for z � h0

2
and maps the remaining part onto the cylinder

0 < r < R,
h0

2
< y < h0, 0 < t < θ . In this way the new boundary is fixed in time. We will

denote the new domain by Dθ .
Therefore defining the unknowns

T̃ (r, y, t) = T (r, z, t), w̃(r, y, t) = w(r, z, t),

(4.1) becomes (T̃t � Tt , see Remark 4.3)

T̃t = A0(T̃ , w̃)
[
∆h T̃ + T̃y(h0 − h)ψζζ

]
+ A1(T̃ , w̃)W (T̃ , w̃) (4.8)

where ∆h is the Laplacian operator in (r, y) variables with the addition of the term

[
∂y

∂z

]2

in front

to Tyy .

REMARK 4.3 When applying transformation (4.7) we neglect the terms in ḣ appearing in the
differential equation, consistent with the approximation of suppressing convection.
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In the same spirit we keep the form (2.2), i.e. (4.5) for the equation to be satisfied by w̃ implying
(by means of (4.6))

w̃ = ρ(T̃ , w̃)

{
(1 − a)

∫ t

0
ρa−1(T̃ , w̃)B(T̃ )(weq − w̃)b dt

} 1
1−a

. (4.9)

The equation for the free boundary becomes

2π

∫ h0

0

∫ R

0
rρ(T̃ , w̃)(1 + (h0 − h)ψζ ) dr dy = m, (4.10)

and the boundary condition for T̃ has the form

− k∇h T̃ · �n = Φ̃(r, y, t)
(
T̃ − T̃ext (r, y, t; T̃c, T̃p)

)
on

Γ = ∂ Dθ \ {
(r, z, t)| t = 0, t = θ

}
(4.11)

with obvious definitions of the functions Φ̃, T̃ext , T̃c, T̃p.

REMARK 4.4 Equations (4.8) and (4.9) do in fact replace (2.1), i.e. (4.1), and (2.2), i.e. (4.6).

REMARK 4.5 A final change introduced in the model is that the domain Dθ ∩ {t = const.} is
approximated in a standard way by a set with a smooth boundary, say Dε

θ . This implies that we have
to define a new couple of functions Φε, T ε

ext defined on the new smooth boundary and approximating
smoothly Φε and T ε

ext .

5. Local existence and uniqueness theorem

THEOREM 5.1 Under the regularity assumptions specified for ρ(T, w) for a suitably small θ there
exists a unique solution (T̃ , w̃, h) of (4.8), (4.9), (4.10) with boundary condition (4.11) and the
initial condition

T̃ (r, y, 0) = T0. (5.1)

Under these conditions the function T̃ belongs to the Hölder space H2+α,1+ α
2 .

REMARK 5.2 We will deal with the continuation of the solution in section 6.

REMARK 5.3 In (4.11) the functions Tc and Tp are defined by means of (2.12), (2.13).

REMARK 5.4 The proof of the theorem is performed assuming a smooth domain with smooth
boundary conditions in the sense of Remark 4.5. Here we keep the simpler notation Dθ (instead of
Dε

θ ) but we mean that ∂ Dθ is smooth.

REMARK 5.5 The smoothing of the domain and boundary conditions is a minor modification on
the physics of the model (if it is a modification at all) and it simplifies considerably the mathematical
analysis. However, we remark that we could deal directly with the original domain using the
estimates of weighted Hölder norms obtained for the solution of a parabolic equation in a wedge by
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V.A. Solonnikov in [29]†. In order to be specific we describe how the smoothing can be performed,
confining ourselves to the modifications near the border of the piston (z = h(t), r = R). Let Hε(ξ)

be any C∞ approximation of the Heaviside function such that Hε(ξ) = 0 for ξ < 0, Hε(ξ) = 1
for ξ > ε and H ′

ε(ξ) > 0 for ξ ∈ (0, 1). Then the sharp edge at the piston boundary is modified by
taking the axisymmetric surface z = h − εHε(r − R − ε). The function T ε

ext and φε can be defined
along the modified boundary as

T ε
ext = δε(z)Te + [1 − δε(z)]T

ε
p , φε = δε(z)φe + [1 − δε(z)]φp,

with δε(z) = Hε(h−z), and T ε
p is obtained by replacing R with R−ε in (2.12). A similar procedure

can be used to regularize the other parts of the boundary.

Proof of Theorem 5.1. The proof of Theorem 5.1 is based on a fixed point argument.
Let us first define the set

B =
{
(τ, ω, χ) ||| ||τ ||0 � M1, ||τ ||H2+α,1+ α

2
� M2, ||τ ||Hα, α

2
� M3,

τ (r, y, 0) = T0, τt (r, y, 0) = 0,
1

2
Te � τ � 2T0

sup
Dθ

|∇ω| � N1, sup
Dθ

|ωt | � N2, ω(r, y, 0) = 0,

ω(r, y, t) � weq(T ) − δ, ||χ ||
H

1
2 + α

2
(0, θ) � Q,

χ(0) = h0 = m

π R2ρ(T0, 0)
, l <

h0

2
< hmin = m

π R2ρmax
� χ � h0

}
, (5.2)

where the constants Mi have to be chosen and δ is given less than the inf of weq(τ ) in the range of
τ .

Now we define the functions

τp(t) = e−λpt
[

T0 + 2λp

R2

∫ t

0

(
eλps

∫ R

0
rτ(r, h0, s) dr

)
ds

]
(5.3)

τc(t) = e−λct
[

T0 + λc

l

∫ t

0

(
eλcs

∫ l

0
τ(rc, z, s) dz

)
ds

]
(5.4)

and for a given (τ, ω, χ) ∈ B we state the problem

τ̂t = A0(τ, ω)
[
∆χ τ̂ + τ̂y(h0 − χ)ψζζ

] + A1(τ, ω)W (τ, ω) (5.5)

−k∇χ τ̂ · �n = Φ̃(r, y, t)
(
τ̂ − T̃ext (r, y, t; τc, τp)

)
on Γ (5.6)

τ̂ (r, t, 0) = T0 (5.7)

where ∆χ and ∇χ are defined analagous to ∆h with h substituted by χ . Existence and uniqueness

of a solution in H2+α, 2+α
2 of problem (5.5)–(5.6) is now assured by Theorem 5.3, p. 320 in [22].

From the uniform boundedness of τ the maximum principle easily gives
Te

2
� τ̂ � 2T0 for a

sufficiently small θ depending only on M1, N1, N2 and Q.

† The authors thank V.A. Solonnikov for this improvement of their result.
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The ||τ̂ ||Hα, α
2

norm is estimated uniformly in terms of M1, N1, N2 and Q as stated in Theorem
9.1, p. 341 in [22], so we can choose M2 such that

||τ̂ ||Hα, α
2

> M2. (5.8)

Finally the coefficients of (5.6) are estimated in the H1+α, 1
2 + α

2 –norm by M1, N1, N2 and Q and
Theorem 5.1 p. 320 in [22], again, gives an uniform estimate of ||τ̂ ||H2+α,1+ α

2
in the fixed interval

(0, θ), so we can fix M3 such that

||τ̂ ||H2+α,1+ α
2

< M3. (5.9)

Now we define the second element of the triple (τ̂ , ω̂, χ̂):

ω̂ = ρ(τ, ω)

{
(1 − a)

∫ t

0
ρa−1(τ, ω)B(τ )(weq − ω)b dt

} 1
1−a

(5.10)

and we compute

ω̂t = (ρT τt + ρwωt )
ω̂

ρ
+ ω̂

a
1−a ρa−1 B(weq − ω)b, (5.11)

from which we obtain

|ω̂t | � C1(M3 + N2)θ
1

1−a + C2θ
a

1−a (5.12)

where Ci denote uniform constants.
Likewise we obtain

|∇hω̂| � C4(M1 + N1)θ
a

1−a . (5.13)

Putting together the above estimates we realize that we can select the constants Ni and θ so that ω̂

satisfies the same inequalities as ω, including the constraint ω̂ � weq(τ̂ ) − ε. Next we complete the
mapping (τ, ω, χ) → (τ̂ , ω̂, χ̂) by means of

2π

∫ h0

0

∫ R

0
rρ(τ̂ , ω̂)(1 + (h0 − χ̂)ψζ ) dr dy = m, (5.14)

from which we realize that ||χ̂ ||
H

1
2 + α

2
is estimated in terms of the Hölder coefficients of τ̂ (·, t),

ω̂(·, t) which as we have seen can be made as small as desired by reducing θ . Therefore we obtain
the last estimate

||χ̂ ||
H

1
2 + α

2
� Q, (5.15)

with arbitrary Q.
The last step of the proof consists of showing that the mapping (τ, ω, χ) → (τ̂ , ω̂, χ̂)

is contractive with respect to the sup-norm of the three elements. Denoting such a norm by
||(τ, ω, χ)||0 we have to show that for any pair (τ1, ω1, χ1), (τ2, ω2, χ2) ∈ B, we have

||(τ̂1 − τ̂2, ω̂1 − ω̂2, χ̂1 − χ̂2)||0 � λ||(τ1 − τ2, ω1 − ω2, χ1 − χ2)||0 (5.16)
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for some positive λ < 1.
Writing (5.14) for (τ̂1, ω̂1) and (τ̂2, ω̂2) and subtracting we obtain, by using the regularity of ρ

and F , the estimate

sup
Dθ

|χ̂1 − χ̂2| � Cχ sup
Dθ

{|τ̂1 − τ̂2| + |ω̂1 − ω̂2|
}

(5.17)

where by means of the boundedness of ρ, B, weq in (5.10), we obtain

sup
Dθ

|ω̂1 − ω̂2| � θ Cω sup
Dθ

{|τ1 − τ2| + |ω1 − ω2|} . (5.18)

Finally, by applying Theorem 2.2, p. 15 of [22] to the parabolic equation we can obtain, for τ̂1 − τ̂2
(which has zero initial data), guarantees that we can estimate from the above the sup-norm of |τ̂1 −
τ̂2| with supDθ

{|τ1 − τ2| + |ω1 − ω2|} times a decreasing function of time.

sup
Dθ

|τ̂1 − τ̂2| � F(θ) sup
Dθ

{|τ1 − τ2| + |ω1 − ω2|} (5.19)

with F(0) = 0.
Putting back (5.18) and (5.19) in (5.17) we obtain that (5.16) can be satisfied for θ sufficiently

small. This concludes the proof thanks to the Banach–Caccioppoli contraction lemma being B
closed in the space of continous functions. ✷

6. Continuation of the solution

So far we have solved the problem using (2.4) concerning the threshold weq(T ). We have shown
that a solution exists locally in time, as long as that threshold is not reached. Indeed, when w

crosses the value weq(T ) there is a discontinuity deriving from a crude representation of the switch
of the crystallization mechanism. The physics of such a change is not completely clear and it may
well be that it occurs only in a cooling regime (Tt < 0), due to secondary crystallization within
the spherulites as we explained in section 2. As was been pointed out there, a smooth transition
between (2.4) and the obstacle w = weq might be acceptable. Next we present one way for such
a change. It seems quite reasonable to slightly modify the model when approaching weq in order
to eliminate that artificial singularity. This can be achieved by redefining wt for values of w in the
interval (weq − ε, weq). Setting

Fε(T ) = −(
weq − ε

)
div �V + W (T, weq − ε) (6.1)

and

zε(T, w) = weq − w

ε
, zε(T, w) ∈ [0, 1], (6.2)

for all w in the interval above, we write the following evolution equation.

εzεt + zb
ε

[
Fε(T ) − ∂

∂t
weq(T )

]
= 0, zε(t

∗) = 1 (6.3)
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(t∗ being such that w(·, t∗) = weq(T (·, t∗)) − ε) which gives,

zε =
{

1 − 1 − b

ε

[∫ t

t∗
Fε(T (·, τ )) dτ − (

weq(T (·, t)) − weq(T (·, t∗))
)]} 1

1−b

(6.4)

as long as z > 0 (note that z = 0 is reached in a finite time), and finally

w(·, t) = weq(T (·, t)) − ε{
1 − 1 − b

ε

[∫ t

t∗
Fε(T (·, τ )) dτ − (weq(T (·, t)) − weq(T (·, t∗)))

]} 1
1−b

. (6.5)

The source term in the heat balance equation is proportional to

wt = ∂

∂t
weq(T ) − ε

∂z

∂t
=

w′
eq(T )Tt +

{
1 − 1 − b

ε

[∫ t

t∗
Fε(T (·, τ )) dτ − (weq(T (·, t)) − weq(T (·, t∗)))

]} 1
1−b

[
Fε(T (·, t)) − w′

eq(T )
]

Tt = A3w
′
eq(T )Tt + A4. (6.6)

Note that A3 ∈ [0, 1], and w′
eq < 0, so that the equation replacing (5.1) remains parabolic.

In conclusion, the heat balance equation has the form (5.1) as long as w < weq − ε, otherwise
the evolution of the temperature field is given by (2.1) with wt replaced by (6.6).

At this point is not difficult to obtain the continuation of the solution for all times by means of
obvious modifications of the proof of Theorem 5.1. Thus we can state the following

THEOREM 6.1 The problem with a modified model for the switch from growth regime to the
constrained regime w = weq(T ) has an unique classical solution in any time interval.

7. Numerical results and physical implications

As already mentioned in the introduction, the model presented here helped to point out some
interesting features of the physical phenomenon as well as a good agreement with experimental
data (see Fig. 3 for a comparison of the numerical- (P, V, T ) diagram with the experiment in the
temperature range where the ‘unconstrained’ crystallization is active).

In fact, the numerical simulations have been performed with a more complex model than the
one presented here (see [16]) where convective terms are not neglected and the Stokes equation has
to be solved in each time step.

An important result obtained from such simulations was that all the simplifications adopted in
the model are largely justified. At the same time the model proves to be able to describe the evolution
of quantities which are relevant to the phenomenon, such as the thermal field and distribution of the
crystal volume fraction, as well as the local contraction rate and the overall shrinkage of the sample
(see Figs 4 and 5). In particular, we emphasize that even in cases where radial flux is present, its
contribution to convection is negligibly small.
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JÖRAN BERGH, P. B. & PETTERSSON R. (eds), European Consortium for Mathematics in Industry
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