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We analyse a finite difference scheme for the approximation of level set solutions to mean curvature
flow. The scheme which was proposed by Crandall & Lions (Numer. Math. 75, (1996) 17–41) is
a monotone and consistent discretization of a regularized version of the underlying problem. We
derive anL∞-error bound between the numerical solution and the viscosity solution to the level set
equation provided that the space and time step sizes are appropriately related to the regularization
parameter.

1. Introduction

The aim of this paper is to prove an error estimate for a difference scheme approximating mean
curvature motion in its level set formulation. This approach can be described as follows: letΓ0 ⊂
R

n, n � 2 be a given initial hypersurface and choose a continuous functionu0 : R
n → R such that

Γ0 corresponds to the zero level set ofu0, i.e.Γ0 = {x ∈ R
n | u0(x) = 0}. If u : R

n × [0, ∞) → R

is the unique (viscosity) solution of

ut =
(

δi j − uxi uxj

|Du|2
)

uxi xj in R
n × (0, ∞) (1.1)

u(., 0) = u0 in R
n, (1.2)

we then callΓ (t) = {x ∈ R
n | u(x, t) = 0}, t � 0 a generalized solution of the mean curvature

flow problem. Equation (1.1) is a quasilinear, degenerate and possibly singular (ifDu = 0) parabolic
equation which gives rise to a number of difficulties both from a theoretical and numerical point of
view.

Existence and uniqueness for (1.1), (1.2) have been obtained by Chen, Giga & Goto [1] and by
Evans & Spruck [10] within the theory of viscosity solutions. The level set method therefore gives a
natural way of defining a global solution for the mean curvature flow problem which is meaningful
even after the onset of singularities.

We briefly describe the existence part in [10] since it is connected to the numerical method
which we are going to analyse. Their idea consists of introducing the following regularized version
of (1.1), (1.2), namely

uε
t =

(
δi j − uε

xi
uε

xj

ε2 + |Duε |2
)

uε
xi xj

in R
n × (0, ∞) (1.3)

uε(., 0) = u0 in R
n . (1.4)
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If u0 is smooth, then (1.3), (1.4) have a global solution uε which satisfies

|uε |, |Duε |, |uε
t | � C, uniformly on R

n × [0, ∞) (1.5)

where C only depends on u0. By (1.5) and the Arzela–Ascoli theorem, (uε) has a subsequence
which converges locally uniformly on R

n × [0, ∞). Its limit u ∈ C0(Rn × [0, ∞)) then is the
unique viscosity solution of (1.1), (1.2) (see Section 2) and the whole sequence (uε) converges to u
as ε → 0.

Let us now turn to the numerical approximation of (1.1), (1.2). In [4], Crandall & Lions gave
an explicit finite difference scheme which is both monotone and consistent. Rather than discretizing
(1.1), (1.2), they introduced a scheme for the approximation of (1.3), (1.4) and exploited the fact
that uε → u as ε → 0. In order to describe their method we denote by

Gρ = {ρ(m1, . . . , mn) | mi ∈ Z, i = 1, . . . , n} (ρ > 0)

a space mesh. To every grid function v : Gρ → R we associate a function Ev ∈ C0(Rn) satisfying

(Ev)(x) = v(x) for all x ∈ Gρ.

A simple way to construct Ev is the following: let

Qn :=
{

q : R
n → R | q(x) =

∑
αi ∈{0,1}

aα1,...,αn xα1
1 · · · xαn

n

}
.

A short calculation shows that dim Qn = 2n . On the other hand, the n-rectangle

Rm =
{

x ∈ R
n | ∃ 0 � λi � 1 x = ρm + ρ

n∑
i=1

λi ei

}
, m ∈ Z

n

has 2n vertices and it is not difficult to see that for every v : Gρ → R, m ∈ Z
n there exists a unique

ṽm ∈ Qn which satisfies

ṽm(x) = v(x) for all x ∈ Rm ∩ Gρ.

Then the function Ev : R
n → R, Ev(x) := ṽm(x), x ∈ Rm is well-defined, continuous on R

n and
interpolates v on Gρ . Furthermore, observing that the space of polynomials of degree less than or
equal to one is contained in Qn , the Bramble–Hilbert Lemma implies

‖v − Ev‖L∞(Rm ) � cρ2‖D2v‖L∞(Rm ), provided v ∈ H2,∞(Rm). (1.6)

The extension Ev allows us to evaluate a grid function on points not belonging to Gρ .
Next, we denote by S(n) the space of real symmetric n × n matrices. We define θε : R

n →
S(n), θε(p) = (θε

ik(p))ik by

θε
ik(p) = δik − 1

1 + ε√
ε2+|p|2

pi pk

ε2 + |p|2 . (1.7)
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The following identity can be viewed as an approximation of the relation P2 = P which holds for

P =
(

δik − pi

|p|
pk

|p|
)

ik
:

n∑
j=1

θε
i j (p)θε

k j (p) = δik − pi pk

ε2 + |p|2 , i, k = 1, . . . , n, p ∈ R
n . (1.8)

Equation (1.8) allows us to rewrite the right-hand side of (1.3) as follows (ignoring the time
dependence of uε for a moment):(

δik − uε
xi

uε
xk

ε2 + |Duε |2
)

uε
xi xk

=
n∑

j=1

(θε(Duε)ej )i (θε(Duε)ej )kuε
xi xk

≈
n∑

j=1

uε(. + hθε(Duε)ej ) + uε(. − hθε(Duε)ej ) − 2uε

h2

for small h. The above relation is the basis for the scheme in [4] which we describe now: let ∆t be
a time step size and η : Gρ → R. Then W∆tη : Gρ → R is defined as follows:

(W∆tη)(x) = η(x)

+∆t
n∑

j=1

Eη(x + hθε(Dρη(x))ej ) + Eη(x − hθε(Dρη(x))ej ) − 2η(x)

h2
(1.9)

+∆t
ρK

h

n∑
j=1

η(x + ρej ) + η(x − ρej ) − 2η(x)

ρ2
.

Here, Dρη(x) is the central difference operator, i.e.

Dρη(x) = 1

2ρ

(
η(x + ρe1) − η(x − ρe1), . . . , η(x + ρen) − η(x − ρen)

)
.

A few remarks on the definition of W∆t are in order:

(i) Note that our definition (1.7) of (θε)ik slightly differs


by the factor

(
1 + ε√

ε2 + |p|2
)−1




from the one given in [4]. We made this change to ensure (1.8), the results of [4], however,
are not affected by this.

(ii) As mentioned above, the function Eη is introduced because x ± hθε(Dρη(x))ej is not
necessarily in Gρ so that the value of a grid function at that point might not be defined.

(iii) Finally, the third term in (1.9) appears in order to guarantee monotonicity of the resulting
scheme.

Let us now formulate the discrete problem: to do so, we fix T > 0 and let T = N∆t, tl = l∆t, l =
0, . . . , N . The functions Ul : Gρ → R are obtained by

U 0(x) := u0(x), x ∈ Gρ

Ul+1(x) := (W∆tUl)(x), x ∈ Gρ, 0 � l � N − 1.
(1.10)
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The following convergence result for (1.10) is proved in [4].

THEOREM 1.1 Let u be the viscosity solution of (1.1),(1.2) and suppose that

ρ

h2
→ 0, 2n∆t

(
1

h2
+ K

hρ

)
� 1, K �

√
nLip(u0)

2
√

ε
,

ρK

h
→ 0. (1.11)

Then
Ul(x) − u(x, t) → 0 locally uniformly in (x, t) ∈ R

n × [0, ∞)

as ∆t ↘ 0 and l∆t → t bounded.

When passing to the limit one thinks of ε, ρ, h and K as being expressed in terms of ∆t subject to
(1.11). The above scheme was the first one for which convergence was established. However, the
question of convergence rates remained an open problem. It is this question that we want to study
in this paper. Our result, Theorem 1.3 below, seems to be the first one in this direction.

There are two main difficulties which have to be overcome in order to solve this problem. First,
as the above scheme approximates (1.3), (1.4) rather than (1.1), (1.2), the error between u and uε has
to be estimated in terms of ε. We have the following result which relies on an idea communicated
to us by G. Barles.

THEOREM 1.2 For every α ∈ (0, 1
2 ), 0 < T < ∞ there is a constant C = C(u0, T, α) such that

sup
x∈Rn ,0�t�T

|(u − uε)(x, t)| � Cεα, for all ε > 0.

Theorem 1.2 now allows us to analyse (1.9) for a fixed ε > 0. The main difficulty here consists of
estimating the higher order derivatives for the solution uε in order to control the truncation error.
While (1.5) provides uniform bounds on the solution and its first derivatives, bounds on higher order
derivatives will depend upon ε. To obtain these, we shall interpret solutions of (1.3) as entire graphs
moving by mean curvature in R

n+1 and exploit curvature bounds obtained by Ecker & Huisken in
[8]. Rather than listing these estimates now we shall state them at the various places when they are
used. Let us now formulate our main result:

THEOREM 1.3 Suppose the following relations between the parameters appearing in the definition
of W∆t hold:

h = ε
5
2 , ρ = ε

11
2 , ∆t = c1ε

17
2 , K = c2ε

− 1
2

for certain positive constants c1 and c2. Then, for every α ∈ (0, 1
2 ), 0 < T < ∞ there is a C =

C(u0, T, α) such that
sup

x∈Gρ,l=0,...,N
|Ul(x) − u(x, tl)| � Cεα.

Let us review other work on the discretization of the level set equation: before existence and
uniqueness for (1.1), (1.2) were yet obtained, Osher & Sethian [18] introduced numerical schemes
for motion by mean curvature and carried out calculations (cf. also [19]). In [2], Chen, Giga,
Hitaka & Honma consider a slightly different finite difference scheme and establish its L∞-stability.
Walkington [20] proposes a finite element algorithm, proves its stability with respect to discrete L∞-
and W 1,1-norms and presents numerical examples. Finite element calculations based on a variational
formulation of (1.3) can also be found in [12].
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Besides the level set method there are several other approaches to study motion by mean
curvature: from the geometric point of view it is quite natural to use a parametrization in order to
describe the evolving surfaces. This works very well before singularities occur and has the advantage
that the number of space variables coincides with the dimension of the surfaces. There are several
convergence results for the approximation of the curve shortening flow, see, for example, [7], [6],
[14] and the references therein. For n- dimensional surfaces which can be described as a graph,
optimal error estimates for a semi-discrete finite element method have been obtained in [5].

Apart from the level set approach there is a further method which is capable of dealing
with singularities, namely the approximation by the Allen–Cahn equation, a singularly perturbed
parabolic equation. An error analysis for a fully discrete approximation to this problem has been
carried out in [17].

An overview of the above methods together with an extensive list of references can be found in
the survey article [9].

The paper is organized as follows: as already mentioned above, Section 2 contains the proof
of Theorem 1.2. The proof of Theorem 1.3 will be given in Section 3, while the estimates for the
higher order derivatives of uε are collected in Section 4.

2. Proof of Theorem 1.2

Before we give the proof of Theorem 1.2 we would like to recall the notion of a viscosity solution for
(1.1). Let us begin by introducing the parabolic second order superjets P2,+u(x, t) and P2,−u(x, t).
We set

P2,+u(x, t) := {(a, ξ, X) ∈ R × R
n × S(n) | u(y, s) � u(x, t) + a(s − t) + 〈ξ, y − x〉

+1

2
〈X (y − x), y − x〉 + o(|s − t | + |y − x |2) as (y, s) → (x, t)}

and P2,−u(x, t) = −P2,+(−u)(x, t). The closure of P2,+u(x, t) is defined by

P̄2,+u(x, t) := {(a, ξ, X) ∈ R × R
n × S(n) |∃(xm, tm, am, ξm, Xm)

∈ R
n × [0, ∞) × R × R

n × S(n) with (am, ξm, Xm) ∈ P2,+u(xm, tm) and

(xm, tm, am, ξm, Xm) → (x, t, a, ξ, X), m → ∞}
and similarly for P̄2,−u(x, t).

DEFINITION 2.1 A function u ∈ C0(Rn × [0, ∞)) is called a viscosity subsolution of (1.1)
provided that for every (x0, t0) ∈ R

n × (0, ∞) and every (a, ξ, X) ∈ P̄2,+u(x, t)

a �
(

δi j − ξiξj

|ξ |2
)

Xi j if ξ �= 0

a �
(
δi j − pi pj

)
Xi j for some |p| � 1, if ξ = 0.

A viscosity supersolution is defined analogously; P̄2,+u(x, t) is replaced by P̄2,−u(x, t) and � by
�. A viscosity solution of (1.1) is a function u ∈ C0(Rn × [0, ∞)) which is both a subsolution and
a supersolution.

In what follows we shall assume that the initial function u0 satisfies

u0 ∈ C4(Rn) and u0(x) = 1, |x | � S (2.1)
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for some S > 0. The results of [10] imply that (1.1), (1.2) have a unique viscosity solution u ∈
C0(Rn × [0, ∞)) such that

‖u‖W 1,∞(Rn×(0,∞)) � C and u(x, t) = 1, |x | + t � R (2.2)

for some R > 0 depending only on S. Furthermore, the solutions (uε) of (1.3), (1.4) converge
locally uniformly to u. Our aim in this section is to establish a rate for this convergence as stated in
Theorem 1.2.

To begin, let us fix α ∈ (0, 1
2 ) and 0 < T < ∞. We claim that there exists a constant M =

M(u0, T, α) such that

sup
x∈Rn ,0�t�T

(u − uε)(x, t) � Mεα for all ε > 0. (2.3)

We shall argue by contradiction. Let us assume that for every M � 0 there exists ε = ε(M) > 0
such that

sup
x∈Rn ,0�t�T

(u − uε)(x, t) > Mεα. (2.4)

We define γ ∈ R by

γ = 2(1 − α)

1 − 2α
> 2 (2.5)

and consider the function w : R
n × R

n × [0, T ] → R,

w(x, y, t) := u(x, t) − uε(y, t) − µ

γ
ε1− γ

2 |x − y|γ − M

2T
εα t.

Note that in view of (2.4)

sup
x∈Rn ,y∈Rn ,0�t�T

w(x, y, t) � sup
x∈Rn ,0�t�T

(u − uε)(x, t) − M

2T
εαT

>
M

2
εα.

(2.6)

Next, let us make sure that sup w is actually attained. Since

w(x, y, t) � sup
Rn×[0,T ]

u + sup
Rn×[0,T ]

(−uε) − µ

γ
ε1− γ

2 |x − y|γ

� C − µ

γ
ε1− γ

2 |x − y|γ

� M

4
εα

provided

|x − y| �
(

γ C

µ
ε

γ
2 −1 − Mγ

4µ
εα+(

γ
2 −1)

) 1
γ =: r

we deduce
sup

x∈Rn ,y∈Rn ,0�t�T
w(x, y, t) = sup

|x−y|�r,0�t�T
w(x, y, t).
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Furthermore, from step 1 in the proof of Lemma 2.3 in [11] we conclude that there exist Bε >

0, bε > 0 such that

|1 − uε(x, t)| � Bεe−bε |x |2 � Bε

bε

1

|x |2 , x �= 0.

Combining this estimate with (2.2) we obtain for |x | � R̃ := max

(
R, r +

√
4Bε

Mbε

ε−α

)
and

|x − y| � r

w(x, y, t) � |1 − uε(y, t)| � Bε

bε

1

|y|2 � Bε

bε

1

(R̃ − r)2
� M

4
εα

so that
sup

x∈Rn ,y∈Rn ,0�t�T
w(x, y, t) = sup

|x |�R̃,|x−y|�r,0�t�T

w(x, y, t) = w(x̂, ŷ, t̂)

for some (x̂, ŷ, t̂). We claim that t̂ > 0 provided µ is suitably chosen. To see this, compute

w(x, y, 0) = u0(x) − u0(y) − µ

γ
ε1− γ

2 |x − y|γ

� |x − y|
(

Lip(u0) − µ

γ
ε1− γ

2 |x − y|γ−1
) (2.7)

and distinguish two cases: if |x − y| <
1

4Lip(u0)
Mεα , then (2.7) implies

w(x, y, 0) � M

4
εα.

If, on the other hand |x − y| � 1

4Lip(u0)
Mεα , we again use (2.7) to conclude

w(x, y, 0) � |x − y|
(

Lip(u0) − µ

γ
ε1− γ

2

(
Mεα

4Lip(u0)

)γ−1
)

= |x − y|
(

Lip(u0) − µ

γ

(
M

4Lip(u0)

)γ−1
)

since 1 − γ
2 + α(γ − 1) = 0 by (2.5). If we chose µ in such a way that 4γ−1γ Lip(u0)

γ � µMγ−1,
say,

µ = γ 4γ Lip(u0)
γ

Mγ−1
, (2.8)

we obtain w(x, y, 0) � 0 so that in conclusion

sup
x∈Rn ,y∈Rn

w(x, y, 0) <
M

4
εα

which shows that t̂ > 0. In addition, we may assume that t̂ < T . Otherwise, we could replace u by

ũ(x, t) := u(x, t) − δ

T − t
(δ > 0), which satisfies limt↗T ũ(x, t) = −∞ uniformly in x ∈ R

n .
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Furthermore, ũ is a subsolution of (1.1) which is sufficient for the subsequent analysis (see (2.11)).
This would allow us to prove (2.3) for ũ in place of u and the result then follows by sending δ → 0.
Summing up, there exists (x̂, ŷ, t̂) ∈ R

n × R
n × (0, T ) such that

sup
x∈Rn ,y∈Rn ,0�t�T

w(x, y, t) = w(x̂, ŷ, t̂).

In order to proceed, we write w in the form

w(x, y, t) = u(x, t) − uε(y, t) − φ(x, y, t)

where

φ(x, y, t) = µ

γ
ε1− γ

2 |x − y|γ + M

2T
εα t.

By Theorem 8.3 in [3] there exist for every ρ > 0 matrices X, Y ∈ S(n) such that

(i) (a, Dxφ(x̂, ŷ, t̂), X) ∈ P̄2,+u(x̂, t̂)

(b, Dyφ(x̂, ŷ, t̂), Y ) ∈ P̄2,+(−uε(ŷ, t̂)) = −P̄2,−uε(ŷ, t̂)

(i i) a + b = M

2T
εα

(i i i) −
(

1

ρ
+ ‖A‖

)
I �


 X 0

0 Y


 � A + ρ A2

where A = D2
(x,y)φ(x̂, ŷ, t̂). Letting ξ̂ = x̂ − ŷ, a short computation gives

Dxφ(x̂, ŷ, t̂) = −Dyφ(x̂, ŷ, t̂) = µε1− γ
2 |ξ̂ |γ−2ξ̂ (2.9)

A =

 B −B

−B B


 , B = µ ε1− γ

2 |ξ̂ |γ−4((γ − 2)ξ̂ ⊗ ξ̂ + |ξ̂ |2 I
)
. (2.10)

Here, ⊗ denotes the tensor product of two vectors in R
n . In view of (iii) we have for all η ∈ R

n

ηt (X + Y )η = (ηt , ηt )


 X 0

0 Y





 η

η




� (ηt , ηt )





 B −B

−B B


 + ρ


 2B2 −2B2

−2B2 2B2








 η

η


 = 0,

so that X + Y � 0.
Next, since (a, Dxφ(x̂, ŷ, t̂), X) ∈ P̄2,+u(x̂, t̂) and u is a viscosity subsolution of (1.1), we

obtain

a −
(

δi j − ξ̂i ξ̂j

|ξ̂ |2
)

Xi j � 0, if ξ̂ �= 0

a − (
δi j − pi pj

)
Xi j � 0, for some |p| � 1, if ξ̂ = 0.

(2.11)
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Furthermore,

uε
t (ŷ, t̂) = −b, Duε(ŷ, t̂) = −Dyφ(x̂, ŷ, t̂), D2uε(ŷ, t̂) � −Y

because uε is smooth. Thus (1.3) and (2.9) imply

b = −uε
t (ŷ, t̂) = −

(
δi j − uε

yi
(ŷ, t̂)uε

yj
(ŷ, t̂)

ε2 + |Duε(ŷ, t̂)|2
)

uε
yi yj

(ŷ, t̂)

�
(

δi j − µ2ε2−γ |ξ̂ |2γ−4ξ̂i ξ̂j

ε2 + µ2ε2−γ |ξ̂ |2γ−2

)
Yi j .

(2.12)

We distinguish two cases: if ξ̂ �= 0, (ii), (2.11) and (2.12) give

M

2T
εα = a + b

�
(

δi j − ξ̂i ξ̂j

|ξ̂ |2
)

Xi j +
(

δi j − µ2ε2−γ |ξ̂ |2γ−4ξ̂i ξ̂j

ε2 + µ2ε2−γ |ξ̂ |2γ−2

)
Yi j

=
(

δi j − ξ̂i ξ̂j

|ξ̂ |2
) (

Xi j + Yi j
) + ε2 ξ̂ t Y ξ̂

|ξ̂ |2(ε2 + µ2ε2−γ |ξ̂ |2γ−2)

� ε2 ξ̂ t Y ξ̂

|ξ̂ |2(ε2 + µ2ε2−γ |ξ̂ |2γ−2)
.

(2.13)

since X + Y � 0. In order to estimate this expression, we observe that in view of (iii) and (2.10)

ξ̂ t Y ξ̂ = (0, ξ̂ t )


 X 0

0 Y





 0

ξ̂


 � ξ̂ t Bξ̂ + 2ρξ̂ t B2ξ̂

= µ(γ − 1) ε1− γ
2 |ξ̂ |γ + 2ρξ̂ t B2ξ̂ .

(2.14)

Inserting this inequality into (2.13) and letting ρ → 0 we obtain

M

2T
εα � µ(γ − 1)

ε3− γ
2 |ξ̂ |γ−2

ε2 + µ2ε2−γ |ξ̂ |2γ−2

= (γ − 1) µ
1

γ−1 ε
γ−2

2(γ−1)
ε

γ
γ−1 µ

γ−2
γ−1 ε

− (γ−2)2

2(γ−1) |ξ̂ |γ−2

ε2 + µ2ε2−γ |ξ̂ |2γ−2
.

Applying Young’s inequality ab � 1

p
a p + 1

q
bq

(
1

p
+ 1

q
= 1

)
with p = 2(γ − 1)

γ
and q =

2(γ − 1)

γ − 2
we deduce

M

2T
εα � (γ − 1) µ

1
γ−1 ε

γ−2
2(γ−1)

γ
2(γ−1)

ε2 + γ−2
2(γ−1)

µ2ε2−γ |ξ̂ |2γ−2

ε2 + µ2ε2−γ |ξ̂ |2γ−2
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� C(γ ) µ
1

γ−1 ε
γ−2

2(γ−1)

= C(γ )
(γ 4γ Lip(u0)

γ

Mγ−1

) 1
γ−1

εα

= C(γ, u0)ε
α M−1

where we used (2.8) and (2.5). This leads to a contradiction if M is large.
Finally, it remains to consider the case ξ̂ = 0. Now, (2.11) and (2.12) give

M

2T
εα = a + b

�
(
δi j − pi pj

)
Xi j + δi j Yi j

= (
δi j − pi pj

)(
Xi j + Yi j

) + pt Y p.

Since γ > 2, (2.10) implies that B = 0 so that the calculation in (2.14) yields pt Y p � 0.
Furthermore, since X + Y � 0 we obtain M

2T εα � 0 which is again a contradiction. Thus (2.3)
is proved. The estimate for sup(uε − u) follows in an analogous way, which concludes the proof of
Theorem 1.2. ✷

3. Proof of the error estimate

In this section we shall prove our main result, Theorem 1.3. The analysis of the finite difference
scheme requires, as usual, arguments based on Taylor expansions which in our case means that we
have to estimate higher order derivatives of uε . The proofs for these estimates are postponed to
Section 4.
To begin, let W∆t be given by (1.9), i.e. W∆t = W1,∆t + W2,∆t , where for x ∈ Gρ

(W1,∆tη)(x) = η(x)

+∆t
n∑

j=1

(Eη)(x + hθε(Dρη(x))ej ) + (Eη)(x − hθε(Dρη(x))ej ) − 2η(x)

h2

(W2,∆tη)(x) = ∆t
ρK

h

n∑
j=1

η(x + ρej ) + η(x − ρej ) − 2η(x)

ρ2

and Eη was introduced in Section 1. We start by estimating the local truncation error for W1,∆t .

LEMMA 3.1 Let uε be the solution of (1.3), (1.4). For every α ∈ (0, 1
2 ) there exist constants C � 0

and λ > 0 which only depend on u0, T, α and n such that

sup
x∈Gρ,l=0,...,N−1

|uε(x, tl+1) − (W1,∆t u
ε(., tl))(x)|

� C∆t
(
ρ2h−2ε−2 + ρ2ε−6h−1 + h2αε−4α + ∆tε−3)

provided h � λε2.
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Proof. Let us fix x ∈ Gρ and l ∈ {0, . . . , N − 1}. Clearly,

(W1,∆t u
ε(., tl))(x) = uε(x, tl) + Rε(x, tl)

+∆t
n∑

j=1

uε(x + hθε(Duε(x, tl))ej , tl) + uε(x − hθε(Duε(x, tl))ej , tl) − 2uε(x, tl)

h2
(3.1)

where

Rε(x, tl) = ∆t

h2

n∑
j=1

(
(Euε(., tl))(x + hθε(Dρuε(x, tl))ej ) − uε(x + hθε(Duε(x, tl))ej , tl)

+(Euε(., tl))(x − hθε(Dρuε(x, tl))ej ) − uε(x − hθε(Duε(x, tl))ej , tl)
)
.

The remainder term is estimated by

|Rε(x, tl)|
� C∆t h−2

(
‖(uε − Euε)(., tl)‖L∞ + h ‖Duε‖L∞|θε(Dρuε(x, tl)) − θε(Duε(x, tl))|

)

� C∆t h−2
(
ρ2‖D2uε(., tl)‖L∞ + h‖Dθε‖L∞|Dρuε(x, tl) − Duε(x, tl))|

)
.

Here we used (1.6) and (1.5). Next, it is not difficult to see that∣∣∣∣∂θε
ik

∂pj
(p)

∣∣∣∣ � C

ε
, i, j, k = 1, . . . , n, p ∈ R

n .

Furthermore,
|Dρuε(x, tl) − Duε(x, tl)| � Cρ2‖D3uε(., tl)‖L∞

so that we obtain, by Corollary 4.2 and Lemma 4.4,

|Rε(x, tl)| � C∆t h−2
(
ρ2‖D2uε(., tl)‖L∞ + hε−1ρ2‖D3uε(., tl)‖L∞

)
� C∆t h−2

(
ρ2ε−2 + hρ2ε−6

)
.

(3.2)

Next, let us define Pε := θε(Duε(x, tl)) ∈ S(n). A Taylor expansion gives for j = 1, . . . , n

uε(x ± h Pεej , tl) = uε(x, tl) ± h〈Duε(x, tl), Pεej 〉
+1

2
h2〈D2uε(x ± σ±

j Pεej , tl)Pεej , Pεej 〉

where σ±
j ∈ (0, h). Then

n∑
j=1

uε(x + h Pεej , tl) + uε(x − h Pεej , tl) − 2uε(x, tl)

h2
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=
n∑

j=1

〈
D2uε(x, tl)Pεej , Pεej

〉

+1

2

n∑
j=1

〈(
D2uε(x + σ+

j Pεej , tl) − D2uε(x, tl)
)
Pεej , Pεej

〉

+1

2

n∑
j=1

〈(
D2uε(x − σ−

j Pεej , tl) − D2uε(x, tl)
)
Pεej , Pεej

〉
.

Using (1.8) and (1.3) we may rewrite the first term as

n∑
j=1

〈D2uε(x, tl)Pεej , Pεej 〉 =
n∑

j=1

θε
i j (Duε(x, tl))θ

ε
k j (Duε(x, tl))u

ε
xi xk

(x, tl)

=
(

δik − uε
xi

(x, tl)uε
xk

(x, tl)

ε2 + |Duε(x, tl)|2
)

uε
xi xk

(x, tl)

= uε
t (x, tl).

(3.3)

Inserting these identities into (3.1) gives

(W1,∆t u
ε(., tl))(x) = uε(x, tl) + ∆t uε

t (x, tl) + Rε(x, tl) + R̃ε(x, tl) (3.4)

where, by Lemma 4.8, since 2α < 1

|R̃ε(x, tl)| � C∆t sup
1� j�n

sup
|σ |�h

∣∣∣〈(D2uε(x + σ Pεej , tl) − D2uε(x, tl)
)
Pεej , Pεej

〉∣∣∣
� C∆t h2αε−4α

uniformly in x ∈ Gρ , l ∈ {0, . . . , N − 1}, provided h � λε2.
Finally, observing that

uε(x, tl+1) = uε(x, tl) + ∆t uε
t (x, tl) +

∫ tl+1

tl
(tl+1 − s)uε

t t (x, s) ds

we obtain from (3.4)

|(W1,∆t u
ε(., tl))(x) − uε(x, tl+1)| � |Rε(x, tl)| + |R̃ε(x, tl)| + (∆t)2‖uε

t t‖L∞ .

The lemma now follows from our estimates on the remainder terms and Corollary 4.6. ✷

LEMMA 3.2 Let uε be the solution of (1.3), (1.4). Then

|(W2,∆t u
ε(., tl))(x)| � C∆t Kρh−1ε−2, x ∈ Gρ, l = 0, . . . , N .

Proof. A Taylor expansion gives for j = 1, . . . , n

uε(x + ρej , tl) + uε(x − ρej , tl) − 2uε(x, tl)

ρ2
= 1

2

(
uε

xj xj
(ξ+

j , tl) + uε
xj xj

(ξ−
j , tl)

)
for some ξ±

j ∈ (x, x ± ρej ). The result then follows from Corollary 4.2. ✷
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We are now in position to prove Theorem 1.3. Let us fix α ∈ (0, 1
2 ), 0 < T < ∞ and define

L := L(ε, ∆t, ρ, h, K ) := ρ2h−2ε−2 + ρ2h−1ε−6 + h2αε−4α + ∆t ε−3 + Kρh−1ε−2.

Combining Lemma 3.1 and 3.2 we obtain

|(W∆t u
ε(., tl))(x) − uε(x, tl+1)| � C∆t L , if h � λε2. (3.5)

In addition, the results of Section 1.3 in [4] ensure that W∆t is monotone (i.e. f � g implies that
W∆t f � W∆t g) provided that conditions (1.11) are met.

We denote by Ul : Gρ → R the discrete approximation at time l∆t (see (1.10)) and claim that

sup
x∈Gρ

|Ul(x) − uε(x, tl)| � Cl∆t L , l = 0, . . . , N . (3.6)

To see this, we use induction on l. The estimate is clearly true for l = 0. Assuming that (3.6) holds
for l, we obtain

Ul(x) � uε(x, tl) + Cl∆t L , x ∈ Gρ,

so that the monotonicity of W∆t together with (3.5) imply

Ul+1(x) − uε(x, tl+1) = (W∆tU
l)(x) − uε(x, tl+1)

� (W∆t (u
ε(., tl) + Cl∆t L))(x) − uε(x, tl+1)

= (W∆t u
ε(., tl))(x) + Cl∆t L − uε(x, tl+1)

� C(l + 1)∆t L .

Here we also made use of the relation W∆t ( f + c) = W∆t f + c for all constants c which follows
immediately from the definition of W∆t .

In the same way we obtain uε(x, tl+1)−Ul+1(x) � C(l +1)∆t L so that (3.6) for l +1 follows.
The proof of Theorem 1.3 is now completed by combining Theorem 1.2 and (3.6). Since l∆t �

N∆t = T we obtain

sup
x∈Gρ,l=0,...,N

|u(x, tl) − Ul(x)|

� sup
x∈Gρ,l=0,...,N

|u(x, tl) − uε(x, tl)| + sup
x∈Gρ,l=0,...,N

|uε(x, tl) − Ul(x)|

� Cεα + C
(
ρ2h−2ε−2 + ρ2ε−6h−1 + h2αε−4α + ∆tε−3 + Kρh−1ε−2)

provided h � λε2. We now choose the parameters in such a way that on one hand the conditions
(1.11) are satisfied and on the other hand the two terms on the right-hand side of the above inequality
balance. This leads to the choices

h = ε
5
2 , ρ = ε

11
2 , ∆t = c1ε

17
2 , K = c2ε

− 1
2

which satisfy (1.11) if c1 and c2 are suitably chosen. In addition we have h � λε2 for small ε.
As a result

sup
x∈Gρ,l=0,...,N

|u(x, tl) − Ul(x)| � Cεα

and the theorem is proved. ✷
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4. Estimates for higher order derivatives

In this section we shall prove the various estimates on the higher order derivatives of uε which were
needed to control the local truncation error of W∆t . For our approach the following observation
made in [10] is crucial: if uε is a solution of (1.3), then the function U ε : R

n × [0, ∞) → R given

by U ε(x, t) := 1

ε
uε(x, t) solves the equation

U ε
t = 1

ε
uε

t =
(

δi j − uε
xi

uε
xj

ε2 + |Duε |2
)

1

ε
uε

xi xj

=
(

δi j − U ε
xi

U ε
xj

1 + |DU ε |2
)

U ε
xi xj

(4.1)

=
√

1 + |DU ε |2 div

(
DU ε√

1 + |DU ε |2

)
.

This means that the graph Γ ε
t = {(x, xn+1) ∈ R

n+1 | xn+1 = U ε(x, t)} of U ε(., t) is moving by
mean curvature. Mean curvature evolution of surfaces, which can be written as a graph over some
hyperplane, has been studied by Ecker & Huisken in [8] where the authors examine the existence of
global solutions and their asymptotic behavior. In particular, they obtain estimates for the curvature
and higher order derivatives of the curvature. It turns out that these estimates can be translated into
estimates on derivatives of uε by exploiting the relation between Γ ε

t and uε .
Before we carry out this idea, let us introduce some notation from differential geometry. Let

F : V → R
n+1 (V ⊂ R

n open) be a parametrization of a smooth, n-dimensional manifold. The
induced metric G = (gi j ) and the second fundamental form A = (hi j ) are defined by

gi j =
〈
∂ F

∂xi
,

∂ F

∂xj

〉
, hi j =

〈
∂2 F

∂xi∂xj
, N

〉
, i, j = 1, . . . , n

where N is the normal to the manifold. We denote by gi j the components of the inverse matrix of
G. The Christoffel symbols of the second kind are given by

Γ k
i j = 1

2
gkl

(
∂

∂xi
gjl + ∂

∂xj
gil − ∂

∂xl
gi j

)
, i, j, k = 1, . . . , n. (4.2)

In what follows, we regard all functions, vectors and tensors as being given on V . Hence, the
covariant derivative of a function f is defined by

∇j f = ∂

∂xj
f, j = 1, . . . , n.

The covariant derivative of a covariant vector X = (Xi ) is given by

∇j Xi = ∂

∂xj
Xi − Γ k

i j Xk, i, j = 1, . . . , n
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and this definition is extended to tensors so as to preserve the product rule and contractions. Thus,
for a covariant tensor T = (Tik) of order 2

∇j Tik = ∂

∂xj
Tik − Γ l

jk Til − Γ l
j i Tkl , i, j, k = 1, . . . , n.

The Laplace Beltrami operator of a function f is introduced by

∆ f = gi j∇i∇j f.

Next, the inner product of two covariant vectors X = (Xi ), Y = (Yi ) is

X · Y = gi j Xi Yj ,

while the lengths of covariant vectors (Xi ) and tensors (Ti j ), (Si jk) are

|X |2 = gi j Xi X j , |T |2 = gi j gkl Tik Tjl , |S|2 = gi j gkl grs Sikr Sjls . (4.3)

Let us now compute the above expressions for the manifold Γ ε
t . Since Γ ε

t is parametrized by

Fε(., t) : R
n → R

n+1, Fε(x, t) := (x, U ε(x, t)) = (x, 1
ε
uε(x, t)) we obtain

gi j =
〈
∂ Fε

∂xi
,
∂ Fε

∂xj

〉
= δi j + 1

ε2
uε

xi
uε

xj
, i, j = 1, . . . , n.

Thus, G = I + 1

ε2
Duε ⊗ Duε and therefore

(gi j ) = G−1 = I − 1

ε2 + |Duε |2 Duε ⊗ Duε .

Since the normal N ε is given by N ε = 1√
ε2 + |Duε |2

(−Duε, ε
)

we compute for the second

fundamental form

hi j =
〈

∂2 Fε

∂xi∂xj
, N ε

〉
= uε

xi xj√
ε2 + |Duε |2 , i, j = 1, . . . , n.

In particular, we have for the norm |A| of the second fundamental form

|A|2 = gi j gklhikhjl = gi j gkl
uε

xi xk
uε

xj xl

ε2 + |Duε |2 . (4.4)

This relation already indicates that bounds on second derivatives of uε can be derived from estimates
on |A|. In order to apply a corresponding result from [8] we introduce

v := 〈N ε, en+1〉−1 = 1

ε

√
ε2 + |Duε |2. (4.5)
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From [8], Lemma 4.1, and [16], Corollary 3.5, we have the following evolution equations

∂

∂t
v2 − ∆v2 = −2|A|2v2 − 6|∇v|2 (4.6)

∂

∂t
|A|2 − ∆|A|2 = −2|∇ A|2 + 2|A|4. (4.7)

Note that according to (4.3)

|∇v|2 = gi jvxi vxj , |∇ A|2 = gi j gkl grs∇i hkr∇j hls .

The relations (4.6) and (4.7) are the main tool to prove the following curvature bound:

LEMMA 4.1 The second fundamental form of Γ ε
t satisfies

sup
Γ ε

t

|A|2v2 � sup
Γ ε

0

|A|2v2, t � 0.

Proof. Corollary 4.2 in [8]. ✷

Lemma 4.1 provides us with a bound on the second derivatives of uε :

COROLLARY 4.2 The solution uε of (1.3), (1.4) satisfies

|D2uε(x, t)| � Cε−2(ε2 + |Duε(x, t)|2) (x, t) ∈ R
n × [0, ∞). (4.8)

In particular, we have for t � 0
‖D2uε(., t)‖L∞ � Cε−2.

Proof. Lemma 4.1, (4.4) and the definition of v give for t � 0

ε−2 sup
x∈Rn

(
gi j gkluε

xi xk
uε

xj xl

)
(x, t) = sup

Γ ε
t

v2|A|2

� sup
Γ ε

0

v2|A|2

= ε−2 sup
x∈Rn

(
gi j gkluε

xi xk
uε

xj xl

)
(x, 0)

� Cε−2 sup
x∈Rn

|D2u0(x)|2.

Thus, our assumption (2.1) on u0 implies

sup
x∈Rn

(
gi j gkluε

xi xk
uε

xj xl

)
(x, t) � C. (4.9)

Let us now fix (x, t) ∈ R
n × [0, ∞). If Duε(x, t) = 0, then G(x, t) = I , so that

|D2uε(x, t)|2 = (
gi j gkluε

xi xk
uε

xj xl

)
(x, t) � C
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by (4.9), which proves (4.8) for this case.

If Duε(x, t) �= 0, we let v1 := Duε(x, t)

|Duε(x, t)| and choose v2, . . . , vn such that {v1, . . . , vn} is an

orthonormal basis for R
n . Since

gi j (x, t) = δi j − v1,iv1, j + ε2

ε2 + |Duε |2 v1,iv1, j

a short calculation shows

gi j gkluε
xi xk

uε
xj xl

=
n∑

i, j=2

(uε
vi vj

)2 + 2ε2

ε2 + |Duε |2
n∑

i=2

(uε
vi v1

)2 + ε4

(ε2 + |Duε |2)2
(uε

v1v1
)2 (4.10)

� ε4

(ε2 + |Duε |2)2
|D2uε |2

all functions being evaluated at (x, t). Combining this estimate with (4.9) proves (4.8). The second
estimate then follows from (1.5). ✷

Bounds on third derivatives of uε are now obtained in an analogous way, namely by estimating
the first derivatives of A.

LEMMA 4.3 There exists a constant C = C(u0, T ) such that

sup
Γ ε

t

v2|∇ A|2 � Cε−6, 0 � t � T .

Proof. We argue along the lines of Lemma 4.1 in [8] and calculate

∂

∂t

(
v2|∇ A|2

)
− ∆

(
v2|∇ A|2

)
= v2

(
∂

∂t
|∇ A|2 − ∆|∇ A|2

)
+ |∇ A|2

(
∂

∂t
v2 − ∆v2

)
− 2∇v2 · ∇|∇ A|2.

Proposition 2.3 in [16] gives

∂

∂t
|∇ A|2 − ∆|∇ A|2 � −2|∇2 A|2 + C |A|2|∇ A|2

which combined with (4.6) implies

∂

∂t

(
v2|∇ A|2) − ∆

(
v2|∇ A|2)

� −2v2|∇2 A|2 + Cv2|A|2|∇ A|2 − 2v2|A|2|∇ A|2 (4.11)

−6|∇ A|2|∇v|2 − 2∇v2 · ∇|∇ A|2.
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Similarly as in the proof of Lemma 4.1 in [8] we obtain with the help of Young’s inequality

−2∇v2 · ∇|∇ A|2 = −∇v2 · ∇|∇ A|2 − 4v|∇ A| ∇v · ∇|∇ A|
� −v−2∇v2 · ∇(

v2|∇ A|2) + v−2|∇v2|2|∇ A|2 + 4v|∇ A| |∇2 A| |∇v|
= −2v−1∇v · ∇(

v2|∇ A|2) + 6|∇v|2|∇ A|2 + 2v2|∇2 A|2.
Inserting this estimate into (4.11) and using Lemma 4.1 we arrive at

∂

∂t

(
v2|∇ A|2) − ∆

(
v2|∇ A|2)

� −2v−1∇v · ∇(
v2|∇ A|2) + Cv2|A|2|∇ A|2 (4.12)

� −2v−1∇v · ∇(
v2|∇ A|2) + Cε−2|∇ A|2.

Before we deal with the right-hand side of this estimate we derive an inequality which will be useful
in subsequent calculations. From (4.5) we obtain ∇iv = −v2〈∇i N ε, en+1〉 which implies

|∇v| � v2|∇N ε | = v2|A| (4.13)

by (4.22) below. Let us return to (4.12) and use (4.7) and (4.13) to obtain

∂

∂t
|A|2 − ∆|A|2 + 2v−1∇v · ∇|A|2

� −2|∇ A|2 + 2|A|4 + 4v−1|∇v| |A| |∇ A|
� −2|∇ A|2 + 2|A|4 + 4v|A|2|∇ A| (4.14)

� −|∇ A|2 + 2|A|4 + 4v2|A|4

� −|∇ A|2 + Cε−4

where we used Hölder’s inequality together with the fact that |A|2 � Cε−2 and |A|2v2 � Cε−2 by
Lemma 4.1. Thus, if we choose β > C , (4.12) and (4.14) give

∂

∂t

(
v2|∇ A|2 + β

ε2
|A|2

)
− ∆

(
v2|∇ A|2 + β

ε2
|A|2

)

� −2v−1∇v · ∇
(

v2|∇ A|2 + β

ε2
|A|2

)
+ Cε−6.

As a consequence, the function f := v2|∇ A|2 + β

ε2
|A|2 − Cε−6t satisfies

∂ f

∂t
− ∆ f � −2v−1∇v · ∇ f. (4.15)

Corollary 1.1 in [8] then implies sup
Γ ε

t

f � sup
Γ ε

0

f for t � 0 so that

sup
Γ ε

t

v2|∇ A|2 � Cε−6 + sup
Γ ε

0

v2|∇ A|2 + β

ε2
sup
Γ ε

0

|A|2. (4.16)
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In order to estimate v2|∇ A|2 at t = 0 we compute the covariant derivative of the second fundamental
form. According to (4.2)

∇i hkr = ∂

∂xi
hkr − Γ m

ik hmr − Γ m
ir hmk

and a short calculation shows that the Christoffel symbols are given by

Γ m
ik = uε

xm
uε

xi xk

ε2 + |Duε |2 , i, k, m = 1, . . . , n.

Thus,

∇i hkr = ∂

∂xi

(
uε

xk xr√
ε2 + |Duε |2

)
− uε

xm
uε

xi xk
uε

xm xr√
ε2 + |Duε |23

− uε
xm

uε
xi xr

uε
xm xk√

ε2 + |Duε |23

= uε
xi xk xr√

ε2 + |Duε |2 − ε√
ε2 + |Duε |2

(
hkr∇iv + hik∇rv + hir∇kv

)
.

(4.17)

Taking into account that gi j = δi j − uε
xi

uε
xj

ε2 + |Duε |2 , from (2.1) and (4.13) we obtain

sup
Γ ε

0

v2|∇ A|2 � C

ε2
sup
Rn

|D3u0|2 + C sup
Γ ε

0

|A|2|∇v|2 � C

ε2
+ C sup

Γ ε
0

v4|A|4 � Cε−4.

Inserting this estimate into (4.16) finally proves the lemma. ✷

Lemma 4.3 now allows us to bound the third derivatives of uε .

LEMMA 4.4 The solution uε of (1.3), (1.4) satisfies

‖D3uε(., t)‖L∞ � Cε−5, 0 � t � T .

Proof. To begin, (4.17) immediately implies

gi j gkl grsuε
xi xk xr

uε
xj xl xs

�
(
ε2 + |Duε |2)|∇ A|2 + Cε2|A|2|∇v|2

� ε2v2|∇ A|2 + Cε2|A|4v4

� Cε−4

by (4.13) and Lemma 4.3. On the other hand, a similar calculation as in the proof of Corollary 4.2
shows

Cε−4 � gi j gkl grsuε
xi xk xr

uε
xj xl xs

� ε6

(ε2 + |Duε |2)3
|D3uε |2.

The assertion of the lemma now follows from (1.5). ✷

The second derivatives of A can be estimated in a similar way as in Lemma 4.3. We leave the
details to the reader and just mention that the function f which appears in (4.15) is now replaced by

g := v2|∇2 A|2 + γ1

ε2
|∇ A|2 + γ2

ε4
|A|2 − Cε−8t.

Thus we obtain
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LEMMA 4.5 There exists a constant C = C(u0, T ) such that

sup
Γ ε

t

v2|∇2 A|2 � Cε−8, 0 � t � T .

As a consequence of the above curvature bounds we can estimate the second time derivative of uε .

COROLLARY 4.6 The solution uε of (1.3), (1.4) satisfies

sup
Rn

‖uε
t t (., t)‖L∞ � Cε−3, 0 � t � T .

Proof. In view of (4.1) we have

uε
t = ε

√
1 + |DU ε |2 H =

√
ε2 + |Duε |2 H = εvH (4.18)

where H is the mean curvature of Γ ε
t . Differentiating this identity with respect to time yields

uε
t t = εvt H + εvHt .

Clearly, εvt = uε
xi

uε
t,xi√

ε2 + |Duε |2 and therefore ε|vt | � |Duε
t |. We would like to estimate |Duε

t | by

|∇uε
t |. To do so, note that

gi jξiξj = |ξ |2 − 〈ξ, Duε〉2

ε2 + |Duε |2 � ε2

ε2 + |Duε |2 |ξ |2 = v−2|ξ |2 for all ξ ∈ R
n (4.19)

so that

ε|vt | � |Duε
t | � v

(
gi j uε

t,xi
uε

t,xj

) 1
2 = v|∇uε

t |. (4.20)

Returning to (4.18) we obtain ∇i u
ε
t = ε∇ivH + εv∇i H which implies

|∇uε
t | � ε|∇v| |H | + εv|∇ H | � εv2|A| |H | + εv|∇ A|

= |uε
t |v|A| + εv|∇ A| � Cε−2

(4.21)

by (4.13), (4.1), (1.5), Lemma 4.1 and Lemma 4.3.
According to [15], Corollary 3.5(i), we have Ht = ∆H + |A|2 H which combined with (4.20)

and (4.21) gives

|uε
t t | � ε|vt | |H | + εv|Ht |

� v|∇uε
t | |H | + εv

(|∆H | + |A|2|H |)
� 1

ε
|uε

t | |∇uε
t | + εv|∇2 A| + |uε

t | |A|2

� Cε−3,

where we made use of (4.1), (1.5), Lemma 4.1 and Lemma 4.5. ✷
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Before we turn to a local Hölder-estimate for the second derivatives of uε we establish a bound
on the derivatives of the the matrix B(x, t) = (

bi j (x, t)
)

i j = (
θε

i j (Duε(x, t))
)

i j .

LEMMA 4.7 We have for all ε > 0:

sup
1�i, j�n

sup
x∈Rn ,t�0

|Dbi j (x, t)| � C

ε
.

Proof. We start by estimating the covariant derivative of the normal

N ε =
(

−Duε√
ε2 + |Duε |2 ,

ε√
ε2 + |Duε |2

)
=:

(
νε,

ε√
ε2 + |Duε |2

)
.

Since
∂

∂xi
N ε = hik gkm ∂ Fε

∂xm
we obtain

|∇N ε |2 = gi j 〈N ε
xi

, N ε
xj

〉 = gi j hik gkmhjl g
lr

〈
∂ Fε

∂xm
,
∂ Fε

∂xr

〉
= gi j gklhikhjl = |A|2 (4.22)

on Γ ε
t . Furthermore, writing

B = θε(Duε) = I − 1

1 + ε√
ε2+|Duε |2

Duε ⊗ Duε

ε2 + |Duε |2 = I − 1

1 + v−1
νε ⊗ νε (4.23)

we may estimate, by using (4.13) and (4.22),

|∇bi j | � 1

(1 + v−1)2

|∇v|
v2

+ 2

1 + v−1
|∇νε |

� 1

(v + 1)2
|∇v| + 2v

v + 1
|∇N ε |

� v2

(v + 1)2
|A| + 2|A|

� 3|A|.
Employing (4.19) we finally obtain

|Dbi j | � v|∇bi j | � 3v|A| � C

ε

by Lemma 4.1. ✷

We are now in position to prove a Hölder-continuity result for the second derivatives of uε .

LEMMA 4.8 Let uε be the solution of (1.3), (1.4) and β ∈ (0, 1). There exist C � 0 and λ > 0
which only depend on u0, β, T and n such that for all (x0, t0) ∈ R

n × [0, ∞)

sup
i, j=1,...,n

∣∣∣〈(D2uε(x0 + Pε y, t0) − D2uε(x0, t0)
)
Pεei , Pεej

〉∣∣∣ � Cε−2β |y|β

provided |y| � λε2. Here, Pε := θε(Duε(x0, t0)) ∈ S(n).



138 K. DECKELNICK

Proof. Let us define wε : R
n → R by

wε(y) := uε(x0 + Pε y, t0) − uε(x0, t0) − 〈Duε(x0, t0), Pε y〉.
The derivatives of wε are

wε
yi
(y) = 〈Duε(x0 + Pε y, t0) − Duε(x0, t0), Pεei 〉 i = 1, . . . , n

wε
yi yj

(y) = 〈D2uε(x0 + Pε y, t0)Pεei , Pεej 〉 i, j = 1, . . . , n.

Thus, our lemma will be implied by the estimate

‖D2wε‖C0,β (B̄R) � Cε−2β (4.24)

provided R = λε2 and λ is chosen appropriately.
To prove (4.24) we regard wε as the solution of a Poisson equation and use a Schauder estimate.

Abbreviating Qε(y) = θε
(
Duε(x0 + Pε y, t0)

)
a short calculation shows

∆wε(y) = trace
(
D2wε(y)

) = trace
(
Pε D2uε(x0 + Pε y, t0)Pε

)
= trace

(
Qε(y)D2uε(x0 + Pε y, t0)Qε(y)

)
+ trace

(
D2wε(y) − Sε(y)D2wε(y)Sε(y)t)

where Sε(y) = Qε(y)(Pε)−1 = Qε(y)(Qε(0))−1. Let x1 := x0+Pε y. Remembering the definition
of Qε and (3.3) we obtain

trace
(
Qε(y)D2uε(x1, t0)Qε(y)

) =
n∑

j=1

〈D2uε(x1, t0)Qε(y)ej , Qε(y)ej 〉 = uε
t (x1, t0).

As a result,

∆wε(y) = uε
t (x0 + Pε y, t0) + trace

(
D2wε(y) − Sε(y)D2wε(y)Sε(y)t).

Next, let ζ ∈ C3(Rn) be a cut-off function, 0 � ζ � 1, suppζ ⊂ B2R = B2R(0), R � 1, ζ ≡ 1 on
BR, |Dlζ | � C R−l , 1 � l � 3 and set zε(y) := ζ(y)wε(y). Then

∆zε = Fε in B1

zε = 0 on ∂ B1

where

Fε(y) = ζ(y)uε
t (x0 + Pε y, t0) + trace

(
D2zε(y) − Sε(y)D2zε(y)Sε(y)t)

+ trace
(

Sε(y)
(
Dwε(y) ⊗ Dζ(y) + Dζ(y) ⊗ Dwε(y) + wε(y)D2ζ(y)

)
Sε(y)t

)
.

A well-known Schauder estimate (see [13], Theorem 6.6) implies

‖D2zε‖C0,β (B̄1)
� C(β, n)‖Fε‖C0,β (B̄1)

. (4.25)



ERROR BOUNDS FOR A DIFFERENCE SCHEME 139

Before we start to estimate the right-hand side of (4.25) we derive two useful bounds on I − Sε .

Note that by (4.23)

Pε = I − 1

1 + v−1
νε ⊗ νε

so that
(Pε)−1 = I + v

1 + v−1
νε ⊗ νε

all functions being evaluated at (x0, t0). The above identity together with Lemma 4.7 implies

|I − Sε(y)| =
∣∣∣(Qε(0) − Qε(y)

)
(Pε)−1

∣∣∣
=

∣∣∣(θε(Duε(x0, t0)) − θε(Duε(x0 + Pε y, t0))
)
(Pε)−1

∣∣∣
� C

ε
|Pε y| |(Pε)−1| � C

ε
v |y| � C

ε2
R

for y ∈ B2R . Thus, assuming that R = λε2 we arrive at

‖I − Sε‖L∞(B2R) � Cλ. (4.26)

Similarly we obtain
‖I − Sε‖C0,β (B̄2R) � CλR−β. (4.27)

A first application of the above estimates are bounds on the function wε . We claim that

|wε(y)| � C R2, |Dwε(y)| � C R, |D2wε(y)| � C, |y| � 2R. (4.28)

To prove (4.28) we first establish the bound on the second derivatives. Let us write

D2wε(y) = Pε D2uε(x0 + Pε y, t0)Pε

= Qε(y)D2uε(x0 + Pε y, t0)Qε(y) + D2wε(y)
(
I − Sε(y)t)

+(
I − Sε(y)

)
D2wε(y)Sε(y)t

so that (4.26) implies

|D2wε(y)| � |Qε(y)D2uε(x0 + Pε y, t0)Qε(y)| + Cλ|D2wε(y)|, |y| � 2R

and therefore
|D2wε(y)| � 2|Qε(y)D2uε(x0 + Pε y, t0)Qε(y)| (4.29)

provided λ is sufficiently small. In order to estimate the right-hand side we let x1 = x0 + Pε y and
distinguish two cases: if Duε(x1, t0) = 0, then Qε(y) = I and (4.8) gives

|D2wε(y)| � 2|D2uε(x0 + Pε y, t0)| � C
ε2 + |Duε(x1, t0)|2

ε2
= C.
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If Duε(x1, t0) �= 0, we introduce an orthonormal basis {v1, . . . , vn} as in Corollary 4.2 where

v1 = Duε(x1, t0)

|Duε(x1, t0)| . In this case we can rewrite θε(Duε) as follows:

θε(Duε) = I − 1

1 + ε√
ε2+|Duε |2

Duε ⊗ Duε

ε2 + |Duε |2

= I − Duε

|Duε | ⊗ Duε

|Duε | +

1 − 1

1 + ε√
ε2+|Duε |2

|Duε |2
ε2 + |Duε |2


 Duε

|Duε | ⊗ Duε

|Duε |

= I − Duε

|Duε | ⊗ Duε

|Duε | + ε√
ε2 + |Duε |2

Duε

|Duε | ⊗ Duε

|Duε | .

Thus,
Qε(y) = I − v1 ⊗ v1 + ε√

ε2 + |Duε(x1, t0)|2
v1 ⊗ v1

and a short calculation shows

Qε(y)D2uε(x0 + Pε y, t0)Qε(y)

=
(

n∑
k,l=2

uε
vkvl

vk,ivl, j + ε√
ε2 + |Duε |2

n∑
k=2

uε
v1vk

(vk,iv1, j + vk, jv1,i )

+ ε2

ε2 + |Duε |2 uε
v1v1

v1,iv1, j

)
i, j

.

From (4.9) and (4.10) we deduce that also in this case

|Qε(y)D2uε(x0 + Pε y, t0)Qε(y)|

� C

(
n∑

k,l=2

|uε
vkvl

| + ε√
ε2 + |Duε |2

n∑
k=2

|uε
v1vk

| + ε2

ε2 + |Duε |2 |uε
v1v1

|
)

� C
(

gi j gkluε
xi xk

uε
xj xl

) 1
2

� C

where uε is evaluated at (x1, t0). Inserting this estimate into (4.29) gives

|D2wε(y)| � C, |y| � 2R.

Furthermore, the remaining estimates in (4.28) follow from the fact that wε(0) = 0 and Dwε(0) =
0. We can now start to estimate ‖Fε‖C0,β (B̄1)

. In view of the elementary inequality ‖ f g‖C0,β �
‖ f ‖C0,β ‖g‖L∞ + ‖ f ‖L∞‖g‖C0,β , the properties of ζ and (4.26)–(4.28) we obtain

‖Sε
(
Dwε ⊗ Dζ + Dζ ⊗ Dwε + wε D2ζ

)
(Sε)t‖C0,β (B̄1)

� C(1 + R−β). (4.30)
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Next, writing

D2zε − Sε D2zε(Sε)t = (I − Sε)D2zε + Sε D2zε(I − (Sε)t )

and observing that D2zε(y) = 0 for |y| � 2R we obtain

‖D2zε − Sε D2zε(Sε)t‖C0,β (B̄1)

�
(
1 + ‖Sε‖L∞(B2R)

)(‖I − Sε‖L∞(B2R)‖D2zε‖C0,β (B̄1)
(4.31)

+‖I − Sε‖C0,β (B̄2R)‖D2zε‖L∞(B2R)

)
� Cλ‖D2zε‖C0,β (B̄1)

+ C R−β‖D2zε‖L∞(B2R)

by (4.26) and (4.27). The last term on the right-hand side can be estimated further with the help of
(4.28) and the properties of the cut-off function, namely

‖D2zε‖L∞(B2R)

� C
(
‖D2wε‖L∞(B2R) + ‖Dζ‖L∞(B2R)‖Dwε‖L∞(B2R) + ‖wε‖L∞(B2R)‖D2ζ‖L∞(B2R)

)
� C.

If we insert this inequality into (4.31), the result is

‖D2zε − Sε D2zε(Sε)t‖C0,β (B̄1)
� Cλ‖D2zε‖C0,β (B̄1)

+ C R−β. (4.32)

Finally, it remains to estimate the Hölder-norm of ζuε
t (x0 + Pε ., t0) on B1. Let us define hε(y) :=

uε
t (x0 + Pε y, t0) and proceeding in a similar way as above we obtain

|Dhε(y)|2 = 〈Dhε(y), Dhε(y)〉 = 〈Pε Duε
t (x0 + Pε y, t0), Pε Duε

t (x0 + Pε y, t0)〉
� 〈Qε(y)Duε

t (x0 + Pε y, t0), Qε(y)Duε
t (x0 + Pε y, t0)〉 + Cλ|Dhε(y)|2

= gi j (x0 + Pε y, t0)u
ε
t,xi

(x0 + Pε y, t0)u
ε
t,xj

(x0 + Pε y, t0) + Cλ|Dhε(y)|2.
If λ is chosen sufficiently small, we deduce

|Dhε(y)| � 2|∇uε
t (x0 + Pε y, t0)| � Cε−2

by (4.21). This estimate together with (1.5) yields

‖ζuε
t (x0 + Pε ., t0)‖C0,β (B̄1)

� C(1 + R−β + ε−2 R1−β). (4.33)

If we substitute (4.33) as well as (4.32) and (4.30) into (4.25) we finally obtain

‖D2zε‖C0,β (B̄1)
� Cλ‖D2zε‖C0,β (B̄1)

+ C(1 + R−β) + Cε−2 R1−β

� Cλ‖D2zε‖C0,β (B̄1)
+ Cε−2β

since R = λε2. Choosing λ sufficiently small and observing that ζ ≡ 1 on BR (4.24) follows and
the lemma is proved. ✷
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