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Finite speed of propagation for the thin-film equation and other
higher-order parabolic equations with general nonlinearity
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We prove the property of finite speed of propagation for degenerate parabolic equations of order
2m � 2, when the nonlinearity is of general type, and not necessarily a power function. We also give
estimates of the growth in time of the interface bounding the support of the solution.

In the case of the thin-film equation, with non-power nonlinearity, we obtain sharp results, in the
range of nonlinearities we consider. Our optimality result seems to be new even in the case of power
nonlinearities with general initial data.

In the case of the Cauchy problem for degenerate equations with general m, our main assumption is
a suitable integrability Dini condition to be satisfied by the nonlinearity itself. Our results generalize
Bernis’ estimates for higher-order equations with power structures. In the case of second-order
equations we also prove L∞ estimates of solutions.

1. Introduction

We consider in this paper two problems for degenerate higher-order parabolic equations. Our main
result is an estimate of the finite speed of propagation of compactly supported solutions to these
problems.

Let us first introduce an initial-value boundary problem for the well known thin-film equation
arising in the theory of lubrication, and studied both for its mathematical and physical interest. We
consider the equation

ut + ( f (|u|)uxxx )x = 0, (1.1)

set in the domain (x, t) ∈ QT = (−R, R)×(0, T ), R, T > 0, together with the initial and boundary
conditions

u(x, 0) = u0(x), − R < x < R, (1.2)

ux (−R, t) = 0, ux (R, t) = 0, 0 < t < T, (1.3)

uxxx (−R, t) = 0, uxxx (R, t) = 0, 0 < t < T . (1.4)
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The case we cover is the one corresponding to the range 2 < n < 3 for f (s) = sn , which is known
in the literature [10, 15, 17, 24]. Our proof provides an alternative approach in the case of power
nonlinearities, and is of more general scope: see Section 6 for the precise assumptions we stipulate
on f . For example, functions like the ones in (1.12) below (for s > 0) are admissible choices of
f , provided 3 > a > 2, q ∈ R. Sums of suitable power functions are also admissible: see [16] for
references.

We consider suitable non-negative solutions of the problem at hand, i.e. solutions which can be
approximated by positive regular solutions (see Section 6 for details). We prove that such solutions
have the property of finite speed of propagation and, more exactly, that if supp u0 ⊂ [−r0, r0], then
supp u(·, t) ⊂ [−z(t), z(t)] for large t > 0, where z(t) is defined by (setting Ω = (−R, R))

z(t)4

t
= C f

(‖u0‖1,Ω

z(t)

)
.

Here C depends only on certain structural properties of f : see Theorem 6.1 for a precise statement.
Note that this estimate is optimal, as we prove in Proposition 6.1; this seems to be a new result (for
general initial data) even in the case of power nonlinearities (the case of source-type solutions was
treated in [17]).

We do not attempt to give here an account of the large literature in the field of the thin-film
equation; we refer the reader to the papers mentioned above, and to [19] and [18] for an interesting
discussion of the positivity properties of solutions to (1.1) and related equations.

We have collected all the material concerning the problem for the thin-film equation in Section 6,
as we think this makes its presentation clearer. The rest of this Introduction and Sections 2–5 are
devoted to our second problem, (1.5), (1.6). Actually, we apply to both problems essentially the same
method: that is an energy approach relying on the embedding inequality we prove in Section 3. The
method is indeed flexible enough to cover equations of form (1.5) of any order, and even equations
with a different structure, like (1.1).

More precisely, the main ideas of the proofs of the finite speed of propagation property (proof of
Theorem 1.1 in Section 4 for problem (1.1)–(1.4), and proof of Theorem 6.1 in Section 6 for problem
(1.5), (1.6)) are (1) obtaining a suitable energy inequality (see (4.5) and (6.22)) in a sequence of
expanding domains, (2) applying a new embedding result for non-power functions (i.e. Lemma 3.1)
to obtain an ‘improved form’ of the energy inequality (see (4.7) and (6.27)) and (3) using the latter
to construct an iteration process, finally showing that a certain integral norm of u (and therefore u
itself) vanishes on annuli {ρ/2 < |x | < ρ} if ρ is large enough (see (4.8)–(4.10) and (6.28), (6.29)).

Let us introduce the Cauchy problem

b(u)t + (−1)m
∑
|α|=m

Dα(|Dmu|p−2 Dαu) = 0, in R
N × (0,∞), (1.5)

b(u(x, 0)) = v0(x), in R
N , (1.6)

where N , m � 1 are integers, and p > 1. The initial data v0 ∈ L1(RN ) will be required later to
satisfy, when m > 1, certain additional integrability conditions.

For general m we investigate the property of finite speed of propagation, but, in the case of
problems of second order, i.e. m = 1, we establish both sharp L∞ bounds of solutions and optimal
estimates of the speed of propagation of the support. To the best of our knowledge, the property of
finite speed of propagation under the Dini condition (1.7) in the multidimensional case N > 1 has
not been proven before, with the exception of the papers [20, 35] which treat just the case m = 1,
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p = 2 with methods based on the comparison principle. Our methods rely instead on integral
estimates, and are of more general scope. In fact Theorems 1.1 and 1.2 below apply to solutions of
equations of more general form, modelled after (1.5). This is an obvious consequence of the proofs
given here. See Section 2 for an approach based on comparison with an explicit supersolution.

When m = 1, the second-order equation (1.5) appears in modelling the flow of a gas through
a porous medium (see the references in [23]); it is sometimes referred to, in this connection, as
the equation of non-Newtonian elastic filtration (the Newtonian case being the one with p = 2).
Actually, owing to the definition of |Dmu| we give below, (1.6) does not reduce exactly to the p-
Laplacian equation when m = 1 and b(u) = u, but this standard operator can be treated without
any change in our approach: see Remark 1.6. A great deal of work has been attracted by this subject
in the past (see [23, 26] and references therein). It seems that our results are new even in the case
m = 1.

Note that in (1.5) the sum is extended to all the space derivatives of order m. Moreover, we use
the notation

|D j u| =
( ∑
|α|= j

|Dαu|p
)1/p

, ‖D j u‖p,RN =
(∫

RN
|D j u(x)|p dx

)1/p

, 0 � j � m.

We assume that b and its inverse function β = b−1 are increasing functions, of class ACloc in R,
with b(0) = 0. Our main assumption is

D(s) :=
∫ s

0

dτ

b(τ )
1

p−1

<∞, s ∈ R, (1.7)

where we let ra = |r |a−1r for r �= 0, a ∈ R. In fact, this sole assumption is sufficient to imply
finite speed of propagation for solutions of (1.5), at least if m = 1: see Section 2. We also need for
technical reasons (with the exception of Section 2) the assumptions

β ′(s)|s| � ν|β(s)|, a.e. s ∈ R, (1.8)

for some ν > 0, and

D(s) � c

(
s

s0

)λ

D(s0), (1.9)

for all s, s0 > 0, s � s0; here c, λ > 0 are given.
In order to find sharper estimates, we need additionally

β ′(s)|s| � µ|β(s)|, a.e. s ∈ R, (1.10)

for some µ > 0. In fact, the parameters ν, λ, and µ when (1.10) is stipulated, do not enter the
functional form of our estimates, which is determined only by the function b, and by N , m, p, of
course.

REMARK 1.1 In fact (1.10) is connected with (1.9): if we assume µ(p − 1) > 1 above, one can
check that (1.9) holds (see also (3.9) below).
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An equivalent form of (1.9) is

D(αs) � α′D(s), for all s > 0,

for some α, α′ ∈ (0, 1).

For the sake of notational simplicity, we that assume throughout

c1|b(−s)| � b(s) � c−1
1 |b(−s)|, for a given c1 > 1 and all s > 0. (1.11)

If this assumption is violated, our results still hold, though the corresponding statements are
formally more involved. For example, the function ϕ in (1.20) below should be replaced with
max(ϕ(s), ϕ(−s)), and so on. One should also rephrase (1.9) for both positive and negative s.

REMARK 1.2 Power functions b(s) = s|s|a−1, 0 < a < p − 1, are examples of admissible
nonlinearities. Further examples are provided by functions given by

b(s) = s|s|a−1|ln|s||q , (1.12)

for 0 < s � 1 and for s � 1 (and suitably extended for intermediate values of s). Indeed, when
0 < a < p − 1 and q ∈ R is arbitrary, such functions satisfy all our assumptions. Note that b given
as in (1.12) (for small s, of course) satisfies the Dini condition (1.7) even if a = p − 1, q > p − 1.
Thus Section 2 remains valid in this case.

Let us introduce the non-negative functions

Φ(s) =
∫ b(s)

0
β(τ) dτ, ϕ(s) =

∫ s

0
b(τ ) dτ, s ∈ R. (1.13)

We denote by γ , γ0 generic positive constants depending on N , m, p and on the constants appearing
in the assumptions above.

DEFINITION 1.1 We say that u is an energy solution of (1.5), (1.6) if u ∈ L p(0, T ;
W m,p(RN )), for all finite T > 0, and∫ ∞

0

∫
RN

{
−b(u)ζt +

∑
|α|=m

|Dmu|p−2 Dαu Dαζ

}
dx dt =

∫
RN

v0(x)ζ(x, 0) dx, (1.14)

for all ζ ∈ Cm(RN × [0,∞)), such that supp ζ is bounded.
Moreover, we stipulate that ‖Φ(u0)‖1,RN < +∞, where u0 = β(v0), and that it is possible to

integrate by parts so as to get (formally multiplying the equation by uζ )

∫
RN

Φ(u(x, t))ζ(x) dx +
∑
|α|=m

∫ t

0

∫
RN

Dα(uζ )Dαu|Dmu|p−2 dx dτ

=
∫

RN
Φ(u0(x))ζ(x) dx, (1.15)

for a ζ = ζ(x) � 0, ζ ∈ Cm
0 (RN ), for almost all t > 0. (In Remark 1.5 we point out how in some

cases this last assumption about integration by parts can be removed.)



FINITE SPEED OF PROPAGATION FOR THE THIN-FILM EQUATION 237

DEFINITION 1.2 We say that u is a weak solution of (1.5), (1.6) with m = 1 if it is locally
bounded in R

N × (0,∞), u ∈ L p
loc(0,∞;W m,p(RN )), and (1.14) is satisfied. In the same spirit

of Definition 1.1, we assume a priori that we can carry out integration by parts as in (5.1) and in
(5.13) below.

REMARK 1.3 It follows from Definition 1.1 that we can multiply (1.5) by u and integrate by parts,
proving

‖Φ(u(t))‖1,RN � ‖Φ(u0)‖1,RN , for all t > 0. (1.16)

Let us also remark that, if both (1.8) and (1.10) are stipulated, we have

(1+ ν)−1ϕ(s) � Φ(s) � (1+ µ)−121+ 1
µ ϕ(s). (1.17)

These inequalities can be proven by integrating by parts the integral defining Φ(s). In order to
prove the second bound in (1.17), we also use the first of (3.7) below to get sb(s) � 21+1/µϕ(s).
Therefore, (1.16) can be restated in terms of ϕ.

If we define v = b(u), then v solves, formally,

vt + (−1)m
∑
|α|=m

Dα(|Dmβ(v)|p−2 Dαβ(v)) = 0, in R
N × (0,∞). (1.18)

The precise definition of solution in terms of v follows trivially from the definitions above. This
formulation is used in Sections 2 and 5.

Let us define

Z(t) = inf{r > 0 | u(x, t) = 0 a.e. |x | > r}, t � 0.

Our main results are the following two theorems.

THEOREM 1.1 Assume that (1.7)–(1.9) and (1.11) hold. Let u be an energy solution of the problem
(1.5), (1.6), with compactly supported initial data v0, so that supp v0 ⊂ Br0 , for some 1 < r0 < ∞.
Then

Z(t) � γ1r0 + γ2t
1

mp , t > 0, (1.19)

where γ2 depends also on ‖Φ(u0)‖1,RN .
If, in addition, we stipulate also (1.10), then we have the sharper estimate

Z(t)N ϕ

(
D−1

[(
Z(t)mp

t

) 1
p−1

])
� γ ‖ϕ(u0)‖1,RN , (1.20)

for t > t̄(r0, ‖ϕ(u0)‖1,RN ).

THEOREM 1.2 Let m = 1, and let u be a weak solution of (1.5), (1.6). Assume (1.7), (1.8), (1.10),
(1.11), with µ(p − 1) > 1, µ � 1. Then

b(‖u(·, t)‖∞,RN )D(‖u(·, t)‖∞,RN )
N
p (p−1) � γ t−

N
p ‖v0‖1,RN , t > 0. (1.21)

Moreover, if we assume that supp v0 ⊂ Br0 , r0 > 1, then for t > t̄(r0, ‖v0‖1,RN ),

γ0

∣∣∣∣
∫

RN
v0(x) dx

∣∣∣∣ � Z(t)N b

(
D−1

[(
Z(t)p

t

) 1
p−1

])
� γ ‖v0‖1,RN . (1.22)
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Note that the bound for Z(t) in (1.22) is sharp, at least if
∫
RN v0 �= 0.

REMARK 1.4 (POWER NONLINEARITIES) If b(s) = sa , that is β(s) = sα , α = 1/a, for s ∈ R,
and a given a < p − 1, estimate (1.20) becomes

Z(t) � γ ‖vα+1
0 ‖

p−1−a
N (p−1−a)+mp(a+1)

1,RN t
a+1

N (p−1−a)+mp(a+1) , t > t̄, (1.23)

which is the bound given in [12]. In fact, the equations considered in [12], though slightly different
from (1.5), fit in the class described in Remark 1.6 below.

When m = 1, (1.21) and (1.22) reduce to the known estimates

‖u(·, t)‖∞,RN � γ ‖v0‖
p

N (p−1−a)+pa

1,RN t−
N

N (p−1−a)+pa , t > 0, (1.24)

Z(t) � γ ‖v0‖
p−1−a

N (p−1−a)+pa

1,RN t
a

N (p−1−a)+pa , t > t̄ . (1.25)

In the case of power nonlinearities the proof of Theorem 1.2 is considerably easier than in the
general case, as we point out in Remark 5.1.

REMARK 1.5 (INTEGRATION BY PARTS) It is known that, when dealing with general nonlineari-
ties, or with higher-order equations, the problem of integration by parts is not trivial: see [1, 11, 12].
However, one can check, with the help of the classical results of [31], that the assumptions of
Proposition 3.1 in [12] are in fact satisfied in our case if we take X = W m,p(RN ) ∩ Lϕ(RN ) and

Y = Lϕ(RN ) =
{

f |
∫

RN
ϕ( f (x)) dx < +∞

}
,

provided we assume, in order to fit simply in the theory of [31], that b is an odd function satisfying
(1.8), (1.10). In Y we define the usual Orlicz norm. Therefore, at least in this case, we can in fact
prove the formula of integration by parts in Definition 1.1, and consequently the bound (1.16) for
Φ(u(t)) in L1(RN ), rather then including it in the definitions.

Under the same assumptions, existence of energy solutions follows from the energy estimate,
and from Bernis’ approach in [11].

REMARK 1.6 Our results and techniques apply to equations in the more general form

b(u)t + (−1)m
∑
|α|=m

Dα Aα(x, u, D̃u) = 0,

where D̃u denotes the vector whose components are all the space derivatives of u of order less than
or equal to m. We have here to assume the conditions∑

|α|=m

|Aα(x, u, D̃u)| � c0|Dmu|p−1,
∑
|α|=m

Aα(x, u, D̃u)Dαu � c1|Dmu|p,

with two suitable constants c0, c1 > 0.
A further example is provided by equations of the type

b(u)t +∆
m
2 (|∆m

2 u|p−2 ∆
m
2 u) = 0 (1.26)

under the same assumptions as above (but here m � 2 is even). The proof stays unchanged in this
case, after an application of the Calderon–Zygmund inequality (see Remark 4.1 below; see also
Section 11.3 in [12] for a different approach when b(u) = u).
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In the case of power functions b(s) = sa , the property of finite speed of propagation, that is Z(t) <

∞ if Z(0) < ∞, was shown to hold in [7] for m = 1, and for any N � 1, provided a < p − 1. For
all m � 1 and for all N � 1 the result was proven in the breakthrough paper [12]. See also [13] for
an exposition on the application of local energy methods to problems of this kind (the equation of
thin films is treated in [14, 15]). In the case of general nonlinearities, and p = 2, N = 1, m = 1,
finite speed of propagation was proven in [27] under the Dini condition (1.7), which was proved
to be also necessary in [25, 30]. Finally, it has been recently proved in [23] that condition (1.7) is
necessary and sufficient for the property of finite speed of propagation to hold, in the case N = 1,
m = 1, and for general p (the authors treated even more general equations involving lower-order
terms). We refer the reader to the paper [23] for further information on the literature dealing with
this problem.

In the case N > 1, the use of energy methods in the proof of finite speed of propagation dates
back to [6, 21]. Our method relies on local energy estimates and, when m = 1, on sup bounds of
the solution, which yield optimal results, as pointed out above. In the case m = 1, the growth of Z
is estimated only in terms of the L1 norm of the initial data v0. Our technique is similar to the one
developed in [4, 5] to obtain sharp bounds in domains different from R

N (for power nonlinearities).
However, when m > 1 we cannot exploit the L∞ bounds as we did there. The case when b is a
power function has also been treated in [32, 33], with a method based on integral estimates, but
completely different from ours.

Structure of the paper. Section 2 is devoted to the construction of an explicit supersolution to
(1.5). Section 3 contains the embedding result that is central to our approach. In Sections 4, and 5,
we prove Theorems 1.1 and 1.2, respectively. Finally, Section 6 deals with the thin-film equation.

2. An explicit supersolution

If m = 1 and the structure of the equation is exactly the one in (1.5), we can prove finite speed
of propagation of solutions corresponding to compactly supported and bounded initial data just
assuming (1.7). This is done via comparison results similar to the ones in [9], which are applicable
[8] to the supersolution of (1.5) defined below. Indeed, we work here with the formulation of the
problem in terms of v = b(u), and following ideas similar to the ones developed in [21, 35] when
p = 2.

Note that

D(β(s)) =
∫ s

0

β ′(τ )

τ
1

p−1

dτ,

and define the function V (x, t) by means of

D(β(V )) = ξ, where ξ(x, t) =
[

a − c(p)
|x | p

p−1

(t + d)
1

p−1

]
+
,

and c(p) = (p − 1)p−p/(p−1). Here a and d are two arbitrary positive constants. For each t > 0,
the support of V (·, t) is bounded, and coincides with the support of ξ(·, t). Moreover, we can check
that, at least formally,

Vt − div(|Dβ(V )|p−2 Dβ(V )) = 1

p

N V

t + d
� 0, in R

N × (0,∞). (2.1)
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In fact, elementary calculations show that V is a weak solution of (2.1) in the sense of Definition 1.2
(with obvious modifications), and the quoted comparison principle yields the result.

3. Preliminary results. Embedding

First, we gather here, for the reader’s convenience, some elementary facts following from our
assumptions.
It follows by integration from (1.8) that

|b(as)| � a
1
ν |b(s)|, |β(as)| � aν |β(s)|, a > 1, s ∈ R, (3.1)

|b(αs)| � α
1
ν |b(s)|, |β(αs)| � αν |β(s)|, 0 < α < 1, s ∈ R. (3.2)

Therefore, recalling the definition of ϕ,

ϕ(as) � a
1
ν
+1ϕ(s), ϕ−1(as) � a

ν
ν+1 ϕ−1(s), a > 1, s ∈ R. (3.3)

For all s ∈ R we have

|s|p � D(s)p−1ϕ(s), (3.4)

as one can check simply applying Hölder’s inequality to

s =
∫ s

0
b(τ )1/pb(τ )−1/p dτ.

The function D also satisfies for a > 1, s > 0,

D(as) = a
∫ s

0
b(aτ)

− 1
p−1 dτ � a

∫ s

0
b(τ )

− 1
p−1 dτ = aD(s). (3.5)

If we assume (1.10), we get analogously

|b(as)| � a
1
µ |b(s)|, |β(as)| � aµ|β(s)|, a > 1, s ∈ R, (3.6)

|b(αs)| � α
1
µ |b(s)|, |β(αs)| � αµ|β(s)|, 0 < α < 1, s ∈ R, (3.7)

and

ϕ(αs) � α
1
µ
+1

ϕ(s), ϕ−1(αs) � α
µ

µ+1 ϕ−1(s), 0 < α < 1, s ∈ R. (3.8)

Moreover, if (1.10) holds with µ(p − 1) > 1, one has for 0 < α < 1, s > 0,

D(αs) = α

∫ s

0
b(ατ)

− 1
p−1 dτ � αλ̃

∫ s

0
b(τ )

− 1
p−1 dτ = αλ̃D(s), (3.9)

where we exploited (3.6), and set λ̃ = 1− 1/(µ(p − 1)) > 0.
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LEMMA 3.1 Assume (1.7), (1.8), (1.11), and let

u ∈ W m,p
ϕ,loc(R

N ) = { f ∈ W m,p
loc (RN ) | ϕ( f ) ∈ L1

loc(R
N )}.

Then for all ρ > 0, 1 > ε > 0,∫
Gρ

|u|p dx � ερmp
∫

Gρ

|Dmu|p dx + γ ε−ωHρ[u], (3.10)

where

Hρ[u] =
∫

Gρ

ϕ(u) dx D
(

ϕ−1
[
ρ−N

∫
Gρ

ϕ(u) dx

])p−1

,

and ω = Nν(p − 1)/(pν + p). Here the domain Gρ is equal either to Bρ = {|x | < ρ}, or to
Γρ = {α1ρ < |x | < α2ρ}, where 0 < α1 < α2. In this last case, γ depends also on α1, α2, α2 − α1.

We note again that γ in (3.10) is independent of ε and of ρ.

Proof. Define for ρ, k > 0,

Aρ(k) = {x ∈ Gρ | |u| > k}.
Then, obviously ∫

Aρ(k)

|u|p dx � 2p−1
{ ∫

Aρ(k)

[|u| − k]p dx + k p|Aρ(k)|
}
. (3.11)

Moreover, from a well known integral inequality (see, e.g. [29] Chapter II, Lemma 5.1)∫
Aρ(k)

[|u| − k]p dx � γ1|Aρ(k)| p
N

∫
Aρ(k)

|Du|p dx, (3.12)

provided

|Aρ(k)| � δρN , 0 < δ < δ0, (3.13)

where δ0 depends on N , and on α1, α2 too if Gρ = Γρ . In this connection, we should remark that
inequalities like (3.12) are, in general, in force in convex domains. Nevertheless, we are able to
prove it even in the annulus Γρ owing to assumptions (3.13). Essentially, the proof is the same as
in [29], when we exploit the remark that

|Γρ(x)− Aρ(k)| � γ0ρ
N , for all x ∈ Γρ ,

where Γρ(x) = {y ∈ Γρ | t y + (1− t)x ∈ Γρ,∀0 < t < 1}, if δ0 is suitably chosen.
Moreover, Chebichev’s inequality yields, together with (1.11), and for the same constant c1

introduced there,

|Aρ(k)| � c1

ϕ(k)

∫
Gρ

ϕ(u) dx . (3.14)
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Recalling (3.4) we get

k p|Aρ(k)| � c1D(k)p−1
∫

Gρ

ϕ(u) dx . (3.15)

Note also that, by the same token,∫
Gρ−Aρ(k)

|u|p dx �
∫

Gρ−Aρ(k)

D(u)p−1ϕ(u) dx � c1D(k)p−1
∫

Gρ

ϕ(u) dx . (3.16)

Thus, putting (3.11)–(3.16) together, we infer∫
Gρ

|u|p dx � γ2

{
|Aρ(k)| p

N

∫
Aρ(k)

|Du|p dx +D(k)p−1
∫

Gρ

ϕ(u) dx

}
, (3.17)

where we have to assume (3.13). Next, for a given 1 > ε̃ > 0, we select δ < δ0 so that

γ2δ
p
N � ε̃.

Then we choose k from

c1

ϕ(k)

∫
Gρ

ϕ(u) dx = δρN ,

so that, by virtue of (3.14), (3.13) certainly holds. Therefore, (3.17) gives

1

ρ p

∫
Gρ

|u|p dx � ε̃

∫
Gρ

|Du|p dx + Cε̃

1

ρ p
Hρ[u], (3.18)

where, taking into account (3.3) and (3.5),

Cε̃ � γ ε̃−ω, ω = Nν(p − 1)/(νp + p).

Finally, the classical John–Nirenberg–Gagliardo inequality, together with Young’s inequality, imply

∫
Gρ

|Du|p dx � γ3

{( ∫
Gρ

|Dmu|p dx

) 1
m
( ∫

Gρ

|u|p dx

)m−1
m

+ 1

ρ p

∫
Gρ

|u|p dx

}

� γ4

ρ p

∫
Gρ

|u|p dx + ρ p(m−1)

∫
Gρ

|Dmu|p dx .

(3.19)

If we select ε̃ ∈ (0, 1/(2γ3)], (3.10) immediately follows for ε = 2ε̃.
To prove (3.10) even for ε ∈ (1/γ3, 1), we choose ε̃ = 1/(2γ3) in (3.10). Next we take into

account that, with this choice of ε̃, we have 2ε̃ < ε < 1, so that the first term on the right-hand
side of (3.10) (written for ε̃) can be bound above by replacing 2ε̃ with ε, and the second term can
be majorized simply by multiplying it by ε−ω > 1. �
REMARK 3.1 When b is a power function, say β(s) = sα , α > 1/(p − 1), the quantity Hρ[u] can
be written more explicitly as

Hρ[u] =
(

α(p − 1)

α(p − 1)− 1

)p−1
α

α + 1
ρ−

Nα(p−1)−N
α+1 ‖u‖p

α+1
α

,Gρ
.

Note that α+1
α

< p if and only if α(p − 1) > 1.
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The following result on cutoff functions is proven essentially as in [28], though in a different
geometry; we give here the proof to establish the needed dependence of the estimate on the geometry
of the domain.

LEMMA 3.2 Let ρ > 0 and α2 � α1 + 1/2, 0 < α < α1 be given. Define

Sρ = {x ∈ R
N | (α1 − α)ρ < |x | < (α2 + α)ρ}.

Then there exists a Lipschitz-continuous function ζ � 0, such that its support is Sρ , ζ(x) ≡ 1 in
{α1ρ < |x | < α2ρ}, ζ ∈ C∞(Sρ), and |Dkζ | � γ (N , k)α−kρ−k in Sρ . Moreover, for � � m,
0 < k � m, 0 < ε < 1, u ∈ W m,p(Sρ), we have

(αρ)−k‖ζ �−k Dm−ku‖p,Sρ � ε‖ζ � Dmu‖p,Sρ + γ ε−
m−k

k (αρ)−m‖ζ �−mu‖p,Sρ . (3.20)

Proof. Let ψ : [0,+∞)→ [0,+∞) be a function such that ψ(s) = 1 for α1 < s < α2, and

ψ(s) = α−1(s − α1 − α)+, s � α1 − α/2,

ψ(s) = α−1(α2 + α − s)+, s � α2 + α/2.

We also require ψ ∈ C∞([α1 − α/2, α2 + α/2]). Of course we may assume |ψ(k)(s)| � γα−k ,
k � 1 for α1 − α/2 � s � α2 + α/2. Then, define ζ(x) = ψ(|x |/ρ) and

r ′i = ρ

(
α1 − α + α

2i

)
, r ′′i = ρ

(
α2 + α − α

2i

)
, i � 1.

Then we have

2−i−1 � ζ(x) � 2−i in Σi = {r ′i+1 < |x | < r ′i } ∪ {r ′′i < |x | < r ′′i+1}. (3.21)

Applying the John–Gagliardo–Nirenberg inequality in Σi we get for 0 < k � m, 0 < ε < 1,

(α2−iρ)−kp‖Dm−ku‖p
p,Σi

� ε p‖Dmu‖p
p,Σi

+ γ ε−
m−k

k p(α2−iρ)−mp‖u‖p
p,Σi

. (3.22)

Next we multiply (3.22) by 2−i�p and, invoking (3.21), we arrive at

(αρ)−kp‖ζ �−k Dm−ku‖p
p,Σi

� ε p‖ζ � Dmu‖p
p,Σi

+ γ ε−
m−k

k p(αρ)−mp‖ζ �−mu‖p
p,Σi

. (3.23)

Note that a similar inequality holds for the domain S′ = {α1 − α/2 < |x | < α2 + α/2}: indeed
we can introduce the scaling factor α < 1 in this inequality by a suitable choice of ε. Finally, we
get (3.20) by summing the inequalities (3.23), over i = 1, 2, . . . and then adding to the resulting
inequality the quoted estimate valid in S′. �

4. Proof of Theorem 1.1

For ρ > 4r0, define for 1
4 > θ2 > θ1 > 0, and i = 0, 1, . . .

r ′i =
ρ

2
− θ2ρ + ρ

2i
(θ2 − θ1), r ′′i = ρ + θ2ρ − ρ

2i
(θ2 − θ1).
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Define also the sequence of annuli Ai = {r ′i < |x | < r ′′i } ⊂ Ai+1. Let ζi , i � 1, be the function
constructed in Lemma 3.2, where we define θ = θ2 − θ1 and

α1 = 1

2
− θ2 + θ

2i
, α = θ

2i+1
, α2 = 1+ θ2 − θ

2i
.

Then ζi ≡ 1 in Ai , ζ ≡ 0 out of Ai+1, and |Dkζi | � γ (2−iρθ)−k . Next we formally take ζ s
i u as a

testing function in the weak formulation of (1.5), (1.6), where s > m is to be chosen large enough.
More exactly, we invoke (1.15) in definition 1.1, to obtain

sup
0�τ�t

∫
RN

Φ(u)ζ s
i dx +

∫ t

0

∫
RN

ζ s
i |Dmu|p dx dτ

� γ

m∑
k=1

(2−iθρ)−k
∫ t

0

∫
RN

ζ s−k
i |Dm−ku||Dmu|p−1 dx dτ, (4.1)

where

Φ(u) =
∫ b(u)

0
β(z) dz, u ∈ R.

Next, for ε ∈ (0, 1), we majorize the right-hand side of (4.1) by means of Young’s inequality,
obtaining

ε

∫ t

0

∫
RN
|Dmu|pζ s

i dx dτ + γ ε−p+1
m∑

k=1

(2−iθρ)−kp
∫ t

0

∫
RN
|Dm−ku|pζ s−kp

i dx dτ. (4.2)

In turn, setting s = �p, � > m, we bound above the second term in (4.2): exploiting Lemma 3.2 we
get the bound

γ ε−p+1ε̃

∫ t

0

∫
RN

ζ
�p
i |Dmu|p dx dτ + γ ε−p+1ε̃1−m(2−iθρ)−mp

∫ t

0

∫
RN

ζ
(�−m)p
i |u|p dx dτ, (4.3)

where we choose ε and then ε̃ so that we can absorb the terms containing |Dmu| and appearing in
(4.2), (4.3) into the left-hand side of (4.1).

Note that, integrating by parts and applying (1.8), one gets

Φ(u) � (1+ ν)−1ϕ(u), u ∈ R. (4.4)

Therefore, we arrive at

sup
0�τ�t

∫
RN

ϕ(u)ζ
�p
i dx +

∫ t

0

∫
RN

ζ
�p
i |Dmu|p dx dτ � γ (2−iθρ)−mp

∫ t

0

∫
Ai+1

|u|p dx dτ. (4.5)

Next, we invoke Lemma 3.1 to majorize the right-hand side of (4.5) with

ε

∫ t

0

∫
Ai+1

|Dmu|p dx dτ + γ ε−ω t

ρmp
(2−iθ)−qpH∞ρ [u], (4.6)
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where q = (ω + 1)m, ω as in Lemma 3.1, and we set

H∞ρ [u] = sup
0�τ�t

∫
A∞

ϕ(u(x, τ )) dx D
(

ϕ−1
[
ρ−N sup

0�τ�t

∫
A∞

ϕ(u(x, τ )) dx

])p−1

,

with A∞ = {ρ(2−1 − θ2) < |x | < ρ(1 + θ2)}. Choosing ε > 0 small enough (in fact, ε < 2−qp),
we obtain, after an easy iteration procedure (see, e.g. [22]),

sup
0�τ�t

∫
A0

ϕ(u) dx +
∫ t

0

∫
A0

|Dmu|p dx dτ � γ θ−qp t

ρmp
H∞ρ [u]. (4.7)

We conclude the proof by applying again an iterative technique: let ρ > 4r0 and

ρ′n =
ρ

2
− σ

ρ

2n
, ρ′′n = ρ + σ

ρ

2n
, n = 0, 1, . . . . (4.8)

We choose in the first part of the proof

θ2 = σ2−n, θ1 = σ2−n−1, θ = σ2−n−1,

with σ ∈ (0, 1/4). Defining

Yn = sup
0�τ�t

1

ρN

∫
{ρ′n<|x |<ρ′′n }

ϕ(u(x, τ )) dx,

it follows from (4.7) that for all n � 0,

Yn+1 � γ (σ )
t

ρmp
2nqpYnD(ϕ−1(Yn))p−1. (4.9)

To prove (1.20), we observe that, if (1.10) holds, we may invoke (3.8), with α = Yn/Y0, to get from
(4.9)

Yn+1 � γ
t

ρmp
2nqpY 1+Λ

n [Y−Λ
0 D(ϕ−1(Y0))

p−1], (4.10)

where Λ = λµ(p − 1)/(µ+ 1), and we have made use also of assumption (1.9). Thus, Lemma 5.6
in Chapter II of [29] implies that Yn → 0 if ρ is so large that

Y Λ
0

t

ρmp
[Y−Λ

0 D(ϕ−1(Y0))
p−1] � γ0.

Therefore, recalling the definition of Yn , we conclude that, under this assumption, u(x, t) ≡ 0 for
|x | > ρ/2. Using now the bound Yn � ρ−N‖ϕ(u0)‖1,RN , see remark 1.3, we finally infer (1.20),
after an elementary procedure of functional inversion.

Let us now turn to the proof of (1.19). Even if (1.10) does not hold, we may invoke (3.4) to
write, for s � Y0,

ϕ−1(s) � D(ϕ−1(s))
p−1

p s
1
p � D(ϕ−1(Y0))

p−1
p s

1
p .
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Let d0 = D(ϕ−1(Y0))
p−1

p , zn = Y
1
p

n . Then (4.9) gives

zn+1 � γ

(
t

ρmp

) 1
p

2nq znD(d0zn)
p−1

p � γ

(
t

ρmp

) 1
p

2nq z
1+ p−1

p λ

n [z−λ
0 D(d0z0)]

p−1
p ,

again by means of (1.9). As above, we have that zn → 0 if

(
t

ρmp

) 1
p

z
p−1

p λ

0 [z−λ
0 D(d0z0)]

p−1
p � γ0,

yielding finally the estimate (1.19). Indeed, we see that d0 and z0 can be bounded in terms of
‖Φ(u0)‖1,RN , when we note that, by the first inequality in (1.17), and by (1.16), we have

Y0 � sup
τ>0

∫
RN

ϕ(u(x, τ )) dx � (1+ ν) sup
τ>0

∫
RN

Φ(u(x, τ )) dx � (1+ ν)‖Φ(u0)‖1,RN .

The proof of Theorem 1.1 is concluded.

REMARK 4.1 The proof above makes use of the partial differential equation only to derive the
energy inequality (4.1). In the case of (1.26) this formula is changed only because the term |Dmu|
is replaced by |∆m

2 u| both on the left-hand side and on the right-hand side. On applying Young’s
inequality as in (4.2), we arrive at

sup
0�τ�t

∫
RN

Φ(u)ζ s
i dx +

∫ t

0

∫
RN

ζ s
i |∆

m
2 u|p dx dτ

� γ

m∑
k=1

(2−iθρ)−kp
∫ t

0

∫
RN

ζ
s−kp
i |Dm−ku|p dx dτ. (4.11)

Clearly, we may replace the integrand in the second integral on the left-hand side with |∆m
2 (uζ

s/p
i )|,

at the only cost of changing the constant γ appearing on the right-hand side. Next, we recall
Calderon–Zygmund inequality (see, e.g. [34] p.59): ‖Dmv‖p,RN � γ ‖∆m

2 v‖p,RN , which is valid

for compactly supported v, with γ depending on p, N , m. We apply it to v = uζ
s/p
i . This allows us

to bound below the left-hand side of (4.11) by formally substituting ζ s
i |∆

m
2 u|p with |Dm(uζ

s/p
i )|p

there. The proof can then be continued as above.

5. Proof of Theorem 1.2

We may assume u � 0, by working separately with the positive and the negative part of u.
Define the sequences

tn = (1− σ2−n)t/2, kn = (1− 2−n−1)k, n � 0,

where t > 0 and σ ∈ (0, 1
2 ) are arbitrarily fixed, while k > 0 is to be chosen. Let Qn = R

N×(tn, t),
and let ζn = ζn(t) be a smooth function, 0 � ζn � 1, ζn ≡ 1 for t � tn+1, ζn ≡ 0 for t � tn ,
0 � ζnt � γ 2n/(σ t).
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The proof is in fact based on an iteration procedure that is very similar to the ones in [2, 3], so
we confine ourselves to a sketch of the main differences. In the proof of the sup estimate (1.21)
we work with the formulation of (1.5), (1.6) where the unknown is v = b(u). In the corresponding
weak formulation we select η ≡ ζ

p
n+1[β(v) − β(kn+1)]+ as a testing function. From the definition

of solution it follows that∫
RN (t)

F(v, kn+1)
2ζ

p
n+1 dx +

∫ t

0

∫
RN

Dη · Dβ(v)|Dβ(v)|p−2 dx dτ

=
∫ t

0

∫
RN

F(v, kn+1)
2 ∂

∂τ
(ζ

p
n+1) dx dτ, (5.1)

where

F(v, k) =
[ ∫ v

k
(β(s)− β(k))+ ds

] 1
2

.

Routine calculations lead us to

sup
0�τ�t

∫
RN

F(v, kn+1)
2ζ

p
n+1 dx +

∫ t

0

∫
v>kn+1

|Dβ(v)|pζ p
n+1 dx dτ

� γ
2n

σ t

∫∫
Qn

F(v, kn)2 dx dτ. (5.2)

Note that

DF(v, kn) = Dv[β(v)− β(kn)]+(2F(v, kn))−1, (5.3)

whence

|DF(v, kn+1)| � γ |Dv|
(

β(v)

v

) 1
2

χ{v>kn+1}. (5.4)

This can be shown, in the case v > Ck, C = 21+ν/µ, by combining (5.3) with the following
estimate:

β(v)

v

∫ v

kn+1

(β(s)− β(kn+1))+ ds � β(v)

v

∫ v

v
2

(
β(s)− β

(
v

C

))
+

ds

� β(v)

v

[
β

(
v

2

)
− β

(
v

C

)]
v

2
� β(v)2

2

[
1

2ν
− 1

Cµ

]
� γ0β(v)2.

The case v � Ck follows even more simply. Therefore, from (5.2) we arrive at

sup
0�τ�t

∫
RN

F(v, kn+1)
2ζ

p
n+1 dx +

[
β(k)

k

] p
2

∫ t

0

∫
RN
|DF(v, kn+1)|pζ p

n+1 dx dτ

� γ
2n

σ t

∫∫
Qn

F(v, kn)2 dx dτ, (5.5)
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where we used µ � 1 to ensure that β(s)/s is nondecreasing in s. Then the proof of (1.21) can be
concluded as in the papers quoted above.

In order to prove (1.22) we need to multiply the equation by uθ , for a small θ > 0. This leads us
to consider for any fixed θ ∈ (0, 1) the function

ξ(s) = s
p

p+θ−1 (θ−1)
ϕ
(

s
p

p+θ−1

)
, s > 0. (5.6)

As an easy consequence of assumptions (1.8) and (1.10), ξ is increasing and

ξ−1(as) � acξ−1(s), a > 1, s > 0, (5.7)

ξ−1(αs) � αdξ−1(s), 0 < α < 1, s > 0, (5.8)

where c = c(θ, p, ν) and d = µ(p + θ − 1)/p(θµ+ 1). Let us also introduce the integral

Iρ = 1

ρN

∫
Gρ

ξ(u(x)) dx, Gρ ⊂ R
N ,

and the function

K(s) = ξ−1(s)1−θD
(
ξ−1(s)

p
p+θ−1

) p+θ−1
p (p−1)

s
p+θ−1

p , s > 0,

arising naturally in Lemma 5.2 below.

LEMMA 5.1 Let 0 � u ∈ W 1,p(Gρ), θ ∈ (0, 1), and assume (1.8), (1.7). Then for all ε ∈ (0, 1)∫
Gρ

u p dx � ερ p
∫

Gρ

|Du|p dx + γ ε−hρNK(Iρ), (5.9)

where Gρ is chosen as in Lemma 3.1, and h = h(N , θ, p, ν) > 0.

Proof. The proof is very close to the one of Lemma 3.1, so that we sketch only the main steps. Let

Aρ(k) = {x ∈ Gρ | u(x) > k}, k > 0.

We can repeat without change the reasoning in (3.11)–(3.13). Again, we apply Chebichev’s
inequality to prove

|Aρ(k)| � 1

ξ(k)

∫
Gρ

ξ(u) dx, (5.10)

and select k so that the right-hand side of (5.10) equals δρN , with δ suitably small and γ δ p/N � ε.
Moreover, note that it follows from (3.4), (5.6) that

u p � u1−θ ξ(u)
p+θ−1

p D
(

u
p

p+θ−1

) p+θ−1
p (p−1)

. (5.11)

Therefore, using (5.11) to estimate u in Gρ − Aρ(k), we find, after an application of Hölder’s
inequality

∫
Gρ

u p dx � ερ p
∫

Gρ

|Du|p dx + γρ
N 1−θ

p k1−θD
(

k
p

p+θ−1

) p+θ−1
p (p−1)

[ ∫
Gρ

ξ(u) dx

] p+θ−1
p

.

Substituting in the last inequality the definition of k, and using (5.7), we get (5.9). �
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LEMMA 5.2 Let u � 0 be a solution to (1.5), (1.6), with m = 1. Under the assumptions of
Theorem 1.2, we have that u(x, t) = 0 for |x | � ρ, provided ρ � 4r0 and

tρ−p E−1
0 K(E0) � γ0, (5.12)

where θ in (5.6) is chosen suitably small, and we let

E0 = 1

ρN+p

∫ t

0

∫
B2ρ

u(x, t)p+θ−1 dx dτ.

Proof. Define ρ′n , ρ′′n as in (4.8), for σ ∈ (0, 1
4 ), ρ > 4r0. Let An = {ρ′n < |x | < ρ′′n }, and define a

sequence of cutoff functions ζn(x) so that ζn ≡ 1 in An , ζn ≡ 0 out of An−1, |Dζn| � γ (2−nσρ)−1.
We choose as a test fuction in the weak formulation of the problem the product uθ ζ

p
n+1, where

θ ∈ (0, 1) is the same constant appearing in the definition of ξ , and will be chosen later. We have,
formally,

[b(u)]t uθ = ∂

∂t
L(u), L(u) ≡

∫ b(u)

0
β(s)θ ds.

Therefore, integrating by parts we get∫
RN (t)

L(u)ζ
p

n dx +
∫ t

0

∫
RN

D(L(u)ζ
p

n ) · Du|Du|p−2 dx dτ = 0. (5.13)

Moreover, by integrating by parts the definition of L(u), and applying (1.8), we find∫ b(u)

0
β(s)θ ds � θ(1+ νθ)−1

∫ u

0
sθ−1b(s) ds � θ(1+ νθ)−1uθ−1ϕ(u).

Then, standard calculations yield

sup
0�τ�t

∫
RN

ζ
p

n+1uθ−1ϕ(u) dx +
∫ t

0

∫
RN

uθ−1|Du|pζ p
n+1 dx dτ � γ

2pn

σ pρ p

∫ t

0

∫
An

u p+θ−1 dx dτ.

Defining ū = u
p+θ−1

p , this can be rewritten as

sup
0�τ�t

∫
RN

ζ
p

n+1ξ(ū) dx +
∫ t

0

∫
RN

ζ
p

n+1|Dū|p dx dτ � γ
2pn

σ pρ p

∫ t

0

∫
An

ū p. (5.14)

Set

Yn = sup
0�τ�t

1

ρN

∫
An

ξ(ū) dx .

Then the integral on the right-hand side of (5.14) can be majorized by means of Lemma 5.1, so that

1

ρ p

∫ t

0

∫
An

ū p dx dτ � ε

∫ t

0

∫
An

|Dū|p dx dτ + γ ε−htρN−pK(Yn). (5.15)
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One can get rid of the first term appearing on the right-hand side of (5.15) by an iteration procedure,
exactly as in the proof of Theorem 1.1, provided ε is chosen small enough. We omit the details, for
the sake of brevity. Therefore, we eventually arrive at

Yn+1 � γ γ n
1

t

ρ p
K(Yn), n � 0.

Taking into account that Yn/Y0 � 1, and by virtue of (5.8), and of (3.9), we see that

K(Yn) = K
(

Yn

Y0
Y0

)
� Y 1+Λ(θ)

n [Y−1−Λ(θ)
0 K(Y0)],

where

Λ(θ) = (1− θ)
µ(p + θ − 1)

p(θµ+ 1)
+ θ − 1

p
+

(
1− 1

µ(p − 1)

)
µ(p + θ − 1)

p(θµ+ 1)
(p − 1).

Note that Λ(0) = µ(p − 1) − 1 > 0, so that Λ(θ) > 0 for small θ > 0. Thus we conclude the
proof invoking the same result from [29] quoted in the proof of Theorem 1.1, and the fact that Y0
can bounded above by γ E0 by means of calculations similar to the ones leading to (5.14). �

In order to complete the proof of (1.22), we have to apply the sup estimate (1.21) in (5.12).

REMARK 5.1 Let us deal first with the case of power functions, both for its intrinsic interest and
for its simplicity. Recall that when β(s) = sα , α > 1/(p − 1), (1.21) takes the form (1.24). Let us
apply this estimate in the definition of E0:

E0 = 1

ρN+p

∫
RN

u p+θ−1 dτ � γ
‖v0‖1,RN

ρN+p

∫ t

0
‖u(·, τ )‖p+θ−1− 1

α

∞,RN dτ

� γ
‖v0‖1,RN

ρN+p

1+ p[α(p−1)−1]+pαθ
Nα(p−1)−N+p

t
p−Nαθ

Nα(p−1)−N+p ,

(5.16)

provided θ < p/(Nα). Note that in the present setting (5.12) can be written as

t

ρ p
E

p+θ−1

θ+ 1
α

−1

0 � γ0.

If we substitute the bound (5.16) for E0 in this inequality, we discover that (5.12) is fulfilled provided

ρ � γ ‖v0‖
α(p−1)−1

Nα(p−1)−N+p

1,RN t
1

Nα(p−1)−N+p .

Recalling Lemma 5.2, we conclude that Z(t) is bounded as in (1.25).

Let us go back to the proof of (1.22) for a general b. The sup estimate (1.21) can be obviously
rewritten as

‖u(·, t)‖∞,RN � A1

(
γ t−

N
p ‖v0‖1,RN

)
=: A(t), t > 0,
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where A1 is the inverse function of s �→ b(s)D(s)N (p−1)/p. Then, noting that s �→ s p+θ−1/b(s) is
increasing owing to µ(p − 1) > 1, we calculate

E0 � 1

ρN+p

∫ t

0

∫
RN

u p+θ−1 dx dτ � γ
‖v0‖1,RN

ρN+p

∫ t

0

‖u(·, τ )‖p+θ−1
∞,RN

b(‖u(·, τ )‖∞,RN )
dτ. (5.17)

It follows from (3.4) that s p−1/b(s) � D p−1(s). Hence, recalling the definitions of A1 and A, we
get for all τ ∈ (0, t),

‖u(·, τ )‖p+θ−1
∞,RN

b(‖u(·, τ )‖∞,RN )
� A(τ )θD(A(τ ))p−1 � γA(τ )θ

τ−1‖v0‖
p
N
1,RN

b(A(τ ))
p
N

.

Moreover, again from the definition of A(t), and from (5.7), (5.8), it follows that

A(τ )θ
τ−1‖v0‖

p
N
1,RN

b(A(τ ))
p
N

� A(t)θ
t−1‖v0‖

p
N
1,RN

b(A(t))
p
N

(
t

τ

)δ

, 0 < τ < t,

for a δ ∈ (0, 1), provided θ is chosen small enough. Therefore, using this estimate in (5.17) we draw
the conclusion

E0 � γ
‖v0‖1+ p

N
1,RN

ρ p+N

A(t)θ

b(A(t))
p
N

. (5.18)

Define

ρ̄(t) = Cb(A(t))−
1
N ‖v0‖

1
N
1,RN , t > 0,

where the constant C > 1 is going to be chosen presently. Just using the definition of A(t), we see,
after elementary calculations, that for ρ � ρ̄(t), t > 0,

t

ρ p
� t

ρ̄(t)p
� γ

C pD(A(t))p−1
. (5.19)

Moreover, from (5.18) we find, again for ρ � ρ̄(t),

E0 � γ

C p+N
A(t)θ b(A(t)) � γ

C p+N
ξ
(
A(t)

p+θ−1
p

)
. (5.20)

Thus, we get from (5.19), (5.20), and from the definition of K (setting A = A(t) for ease of
notation), if ρ � ρ̄(t),

t

ρ p

K(E0)

E0
� t

ρ p

K
[
γ C−p−N ξ

(
A

p+θ−1
p

)]
γ C−p−N ξ

(
A

p+θ−1
p

) � γ
t

C (p+N )Λρ p

K
[
ξ
(
A

p+θ−1
p

)]
ξ
(
A

p+θ−1
p

)

� γ

C p+(p+N )Λ

[ Ap

D(A)p−1ϕ(A)

]1−θ

� γ

C p+(p+N )Λ
.
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Therefore (5.12) is satisfied when ρ � ρ̄(t), provided C is chosen large enough in the definition of
ρ̄(t). The proof of estimate (1.22) is concluded.

Finally, we can prove the bound below for Z(t) in (1.22) by observing that the estimate

b(‖u(·, t)‖∞,RN )Z(t)N � γ0

∣∣∣∣
∫

RN
v0(x) dx

∣∣∣∣
follows from conservation of mass, and then substituting in it the sup bound (1.21). Note that here
we look directly at u of general sign.

6. The thin-film equation

In this section we perform an a priori investigation of the problem (1.1)–(1.4). More exactly, we
look at solutions in a class defined by certain approximation properties, which are essentially the
same usually considered in the literature on (1.1) with power f (see (H) below). Thus, our method
actually provides a complete proof of finite speed of propagation at least in that case; the main
purpose of this section is to show that its scope is more general, even in the setting of the thin-film
equation. For example, we note that functions given by

f (s) = sa |ln s|q , 0 < s � 1, (6.1)

meet all the requirements we stipulate below on f , if 3 > a > 2, q ∈ R.
Note that, denoting Ω = (−R, R), under the assumptions

f ∈ C1+α(R), f (0) = 0, f (s) > 0, s > 0; u0 ∈ W 1,2(Ω), u0 � 0, (6.2)

we can prove existence of a weak solution following the method of [16]. We use here the following
definition.

DEFINITION 6.1 A function u ∈ C(QT ) ∩ L∞(0, T ;W 1,2(Ω)) is a weak solution of problem
(1.1)–(1.4) if ut , ux , uxx , uxxx , uxxxx belong to C(P), and

√
f (|u|)uxxx ∈ L2(P), where P =

QT \ [{u = 0} ∪ {t = 0}]. Moreover, we require∫∫
QT

uϕt dx dt +
∫∫

P
f (|u|)uxxxϕx dx dt = 0, (6.3)

for all Lipschitz-continuous functions ϕ with ϕ ≡ 0 near t = 0 and t = T . The initial data are taken
in a suitable pointwise sense, and (1.3) is also satisfied pointwise where u(±R, t) �= 0. Moreover,
ux (·, t)→ u0x in L2(Ω) as t → 0.

If, additionally, u(·, t) ∈ C1([−R, R]) for almost every t > 0, we say that u is a strong solution.

As in [16], we prove the conservation law

∫ R

−R
u(x, t) dx =

∫ R

−R
u0(x) dx, t > 0. (6.4)

Note that below we work only with non-negative solutions, so that (6.4) becomes in fact an L1

estimate.
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A necessary tool in our approach are certain inequalities of Bernis’ type (see (6.9) below), whose
proof in a non-power setting relies on the assumption

A

s
� f ′(s)

f (s)
� B

s
, for all s > 0, and given A > B > 1. (6.5)

If we assume 3 > A > B > 2 we can prove in an elementary way, for all s > 0,

G1(s) :=
∫ ∞

s

f (τ )

τ 4
dτ <∞, G2(s) :=

∫ s

0
G1(τ ) dτ <∞; (6.6)

γ0 f (s) � G2(s)s
2 � γ f (s), γ0 f (s) � G3(s)s � γ f (s), (6.7)

where G3(s) :=
∫ s

0 G2(τ ) dτ . Alternatively, we can just require A > B > 1, and directly assume
(6.6), (6.7). Note that if f (s) = sn , then (6.6) is equivalent to 2 < n < 3. Here and below γ , γ0
denote constants depending only on A, B. In the following we therefore assume that

either (i) 3 > A > B > 2, or (ii) A > B > 1 and (6.6), (6.7) hold. (6.8)

Under the assumptions above, one can prove for all positive v ∈ C3[a, b], with v′(a) = v′(b) =
0,

∫ b

a
G3(v(x))|v′′(x)|3 dx +

∫ b

a

f (v(x))

v(x)4
|v′(x)|6 dx

� γ

∫ b

a

v(x)4

f (v(x))
G2(v(x))2|v′′′(x)|2 dx � γ

∫ b

a
f (v(x))|v′′′(x)|2 dx . (6.9)

The proof follows closely the lines of [13], and we therefore omit it.
Similarly, we confine ourselves to some comments on the proof of inequality (6.10), which will

be the starting point of our argument:

sup
0<τ<t

∫ R

−R
|(uη

B+2
2 )x |2 dx +

∫∫
Q+t

F[uη] dx dτ � ε

∫∫
Q+t ∩{η>0}

F[u] dx dτ

+ γε[‖ηxxx‖2∞ + ‖ηxx‖3∞ + ‖ηx‖6∞]
∫∫

Qt∩{η>0}
f (u)u2 dx dτ +

∫ R

−R
|(u0η

B+2
2 )x |2 dx . (6.10)

Here η ∈ C3
0(−R, R) is any non-negative cutoff function, and ε ∈ (0, 1) can be chosen arbitrarily.

Moreover, we denote

Q+t = [(−R, R)× (0, t)] ∩ {u > 0}, F[v] = f (v)|vxxx |2 + f (v)

v
|vxx |3 + f (v)

v4
|vx |6,

for any sufficiently smooth positive function v. The proof of (6.10) is, as pointed out in [24] (when
f is a power), a consequence of Bernis’ inequalities (i.e. (6.9) in our case), when u(·, t) is strictly
positive a.e. t > 0. It is a known fact that, when f is a power, 2 < n < 3, a solution to the
original problem can be approximated by solutions of this kind, see [10, 14]. Let us also remark that
the approximation of u with positive solutions has been proven of crucial relevance in the theory
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of the thin-film equation; indeed different approximation procedures select different solutions with
different qualitative behaviour (see [10]). We set ourselves in the framework by now well known in
the case of power nonlinearities, that is we directly assume:

(H) a strong solution u can be found as the uniform limit of strong solutions uδ , as δ →
0, corresponding to initial data u0δ > 0 and such that uδ(·, t) > 0 a.e. t > 0. Moreover
f (uδ)

1/2uδxxx → f (u)1/2uxxxχP weakly in L2(QT ); here χP is the characteristic function
of the set P defined above. We also stipulate that f (uδ)

1/2uδxx → f (u)1/2uxxχP strongly in
L2(QT ), and uδx → ux strongly in L4(QT ). In turn each uδ can be similarly approximated
with a sequence {uε

δ}ε of smooth positive solutions to nondegenerate parabolic equations.
In fact [14], essentially, deals with the convergence of each sequence {uε

δ}ε, but the relevant methods
and results carry over immediately to the sequence {uδ}δ itself (as a version of formula (3.5) in [14]
still holds for uδ).

LEMMA 6.1 Assume (H), and that f satisfies (6.5) and (6.8). Then (6.10) holds for the solutions
uδ of problem (1.1)–(1.4) (with initial data u0δ).

We refer the reader to [24] for more details on the proof of Lemma 6.1, which is indeed very
similar to the case of a power function f treated there, when we keep in mind (6.5)–(6.7).

In fact, what we need in our next Theorem are (6.10) and (6.2), (6.8). If we know a priori that
(6.10) is fulfilled by u, the approximation steps in (H) can be dispensed with.

THEOREM 6.1 Assume u is a non-negative strong solution satisfying (H), and that (6.5), (6.8) hold.
Then if supp u0 ⊂ [−r0, r0], we have that for t > 0 supp u(·, t) ⊂ [−z(t), z(t)], where z(t) is

defined by

z(t)4

t
= C f

(‖u0‖1,Ω

z(t)

)
, (6.11)

or by z(t) = 4r0 if the solution z(t) of (6.11) is less than 4r0 (i.e. for small t). Here C depends on
A, B only.

Note that (6.11) is actually sharp; for example, when f (s) = sn , 2 < n < 3 it gives the bound

z(t) � γ ‖u0‖
n

n+4
1 t

1
n+4 , for large t , (6.12)

which is known to be optimal, see [17]. More generally, we can prove the following result about the
optimality of our estimate. Let us also recall that (H) is known when f is a power. Even in this case
the next Proposition seems new.

PROPOSITION 6.1 Define

r(t) = sup{|x | | u(x, t) > 0}.
Then, under the same assumptions of Theorem 6.1, and additionally stipulating A < 4, we have (as
long as 4r0 < z(t) < R)

r(t) � γ0z(t), (6.13)

where γ0 depends only on A, B, but not on u, T , R.

Clearly, Proposition 6.1 cannot hold for the solutions with stationary support constructed in [10]:
indeed, those solutions are not the limit of uδ as in (H), but rather of solutions vanishing at some
point x for all positive times.
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Proof of Theorem 6.1. 1st step: a new energy inequality. We bound first supp u on the right, i.e.
we work with x > 0. Let us define the intervals

A0 = {(1− θ1)ρ < x < (1+ θ1)ρ}, A∞ = {(1− θ2)ρ < x < (1+ θ2)ρ},
for a ρ > 4r0, and 0 < θ1 < θ2 < 1

2 . Choose η as a standard cutoff function in A∞, with η ≡ 1 in
A0; we may assume

‖ηxxx‖2∞ + ‖ηxx‖3∞ + ‖ηx‖6∞ � γ (θρ)−6.

In this proof we skip several iteration processes, which can be carried out rigorously as shown above.
We also refrain from changing domains with each iteration process, formally referring to the pair
A0, A∞ in the whole proof (excepting the very last iteration, see (6.32)).

It follows from Poincaré’s inequality that∫ R

−R
|(uδη

B+2
2 )x |2 dx � γ0

ρ2

∫ R

−R
u2

δη
B+2 dx . (6.14)

Let us write (6.10) for uδ . A standard iteration procedure, together with (6.14), now yields (when
followed by the limit δ → 0)

sup
0<τ<t

1

ρ2

∫
A0(τ )

u2 dx +
∫ t

0

∫
A+0

F[u] dx dτ � γ

(θρ)6

∫ t

0

∫
A∞

f (u)u2 dx dτ. (6.15)

That is, we get (6.15) for each uδ , or, more exactly, (6.15) with an additional term containing the
approximating initial datum on the right-hand side. This last term vanishes as δ → 0.

We denote A+0 = A0 ∩ {u > 0}. Define the function

h(s) =
∫ s

0

dy

y

∫ y

0

√
f (τ ) dτ, s � 0. (6.16)

A simple calculation (using the bound above in (6.5)) shows that

|h′(s)|2 + |h′′(s)|2s2 + |h′′′(s)|2s4 � γ f (s), s > 0. (6.17)

Therefore it follows immediately from the definition of F[u] and Young’s inequality that

|h(u)xxx |2 � γF[u]. (6.18)

Furthermore, using the bound below in (6.5), we show

s2 f (s)2 � γ h(s)2, s � 0. (6.19)

Hence, upon combining (6.15)–(6.19), we arrive at

sup
0<τ<t

∫
A0(τ )

u2 dx + ρ2
∫ t

0

∫
A0

|h(u)xxx |2 dx dτ � γ

θ6ρ4

∫ t

0

∫
A∞

h(u)2 dx dτ. (6.20)

Next define

v = h(u), ϕ1(v) = [h−1(v)]2, (6.21)
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and obtain the new energy inequality

sup
0<τ<t

∫
A0(τ )

ϕ1(v) dx + ρ2
∫ t

0

∫
A0

|vxxx |2 dx dτ � γ

θ6ρ4

∫ t

0

∫
A∞

v2 dx dτ. (6.22)

2nd step: a preliminary estimate of z(t) via a Dini function. This part of the proof is essentially a
repetition of the proof given in Section 4.

Define for s � 0

D1(s) :=
∫ s

0

dτ

ϕ′1(τ )
=

∫ s

0

h′(h−1(τ ))

2h−1(τ )
dτ � γ

∫ s

0

√
f (h−1(τ ))

h−1(τ )
dτ

= γ

∫ h−1(s)

0

√
f (t)

t
h′(t) dt � γ

∫ h−1(s)

0

f (t)

t
dt <∞, (6.23)

where we have made use of the bound (6.17) for h′, and again of the bound below in (6.5): this last
bound in fact implies f (s) � s B f (1), 0 < s < 1. Note that

s2 � D1(s)ϕ1(s), s > 0, (6.24)

follows as (3.4) from an application of Hölder’s inequality. Moreover, (6.5) and the explicit form of
h allow one to prove easily for all s > 0

D1(ϕ
−1
1 (as)) � aq1D1(ϕ

−1
1 (s)), a > 1; D1(ϕ

−1
1 (αs)) � αq2D1(ϕ

−1
1 (s)), α < 1,

(6.25)

where we have set q1 = A/2, q2 = B/2. The estimates (6.24), (6.25) are all we need for the proof
of Lemma 3.1 to remain valid in the present setting. Indeed, (6.24) is used in (the analogues of)
(3.15), (3.16), and (6.25) in (3.18). In the case at hand the embedding is

∫ b

a
v(x)2 dx � ε(b − a)6

∫ b

a
|vxxx (x)|2 dx

+ γ ε−ω

∫ b

a
ϕ1(v(x)) dx D1

(
ϕ−1

1

(
1

b − a

∫ b

a
ϕ1(v(x)) dx

))
, (6.26)

where we assume b > a, v ∈ W 3,2(a, b), ϕ1(v) ∈ L1(a, b); here ε ∈ (0, 1) is arbitrary and
ω = ω(A, B).

The right-hand side of (6.22) can then be bound above by

ερ2

θ6

∫ t

0

∫
A∞
|vxxx |2 dx dτ + γ ε−ωt

θ6ρ4
sup

0<τ<t

∫
A∞(τ )

ϕ1(v) dx D1

(
ϕ−1

1

(
sup

0<τ<t

1

ρ

∫
A∞(τ )

ϕ1(v) dx

))
.

Selecting a small enough ε, and applying a suitable interpolation procedure, we get

sup
0<τ<t

∫
A0(τ )

ϕ1(v) dx + ρ2
∫ t

0

∫
A0

|vxxx |2 dx dτ

� γ t

θ6ω+6ρ4
sup

0<τ<t

∫
A∞(τ )

ϕ1(v) dx D1

(
ϕ−1

1

(
sup

0<τ<t

1

ρ

∫
A∞(τ )

ϕ1(v) dx

))
. (6.27)
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Define, for a sequence of intervals In+1 ⊂ In interpolating between A0 and A∞ (see (4.8))

Yn = sup
0<τ<t

1

ρ

∫
In(τ )

ϕ1(v) dx . (6.28)

Thus, applying (6.27) to the pair In+1 ⊂ In , we find, for a suitable γ > 1,

Yn+1 � γ n t

ρ4
YnD1(ϕ1(Yn)).

Reasoning as in (4.10), we obtain Yn → 0, n →∞ if

t

ρ4
D1(ϕ1(Y0)) � γ0. (6.29)

We exploit (6.25) again here, analogously to what we did in Section 4. Obviously, (6.29) gives a
first estimate of z(t).

3rd step: refining the estimate. This part is meaningful in the case of the thin-film equation, where
we have L1 estimates of the non-negative solution available. We start again from (6.22), and prove
a new bound for Y0. Combining this estimate with (6.29) we arrive at the final result.

Recall v = h(u), and define

ϕ0(v) := h−1(v) = u, D0(s) :=
∫ s

0

dτ

ϕ′0(τ )
<∞. (6.30)

The finiteness of the Dini function D0(s) can be proven as in (6.23) above, taking into account
(6.17). Moreover, (6.24) and (6.25) are still satisfied when we formally replace D1 with D0, ϕ1 with
ϕ0, and set q1 = 1 + A, q2 = 1 + B. This is again, as above, an elementary consequence of our
assumptions on f . Thus, Lemma 3.1 gives

∫ b

a
v(x)2 dx � ε(b − a)6

∫ b

a
|vxxx (x)|2 dx

+ γ ε−ω

∫ b

a
ϕ0(v(x)) dx D0

(
ϕ−1

0

(
1

b − a

∫ b

a
ϕ0(v(x)) dx

))
, (6.31)

where we assume b > a, v ∈ W 3,2(a, b), ϕ0(v) ∈ L1(a, b); here ε ∈ (0, 1) is arbitrary and
ω = ω(A, B). The integral of v2 = h(u)2 in (6.22) can be therefore majorized by

ερ6
∫ t

0

∫
A∞
|vxxx |2 dx dτ + ε−ωt sup

0<τ<t

∫
A∞(τ )

u dx D0

(
h

(
sup

0<τ<t

1

ρ

∫
A∞(τ )

u dx

))

(we recall that ϕ0 = h−1). Then a final iteration procedure allows one to absorb the term containing
vxxx in the resulting inequality, yielding for Y0 defined as in (6.28)

Y0 = sup
0<τ<t

1

ρ

∫
A∞(τ )

u2 dx � γ t

ρ4
sup

0<τ<t

1

ρ

∫
A′∞(τ )

u dxD0

(
h

(
sup

0<τ<t

1

ρ

∫
A′∞(τ )

u dx

))
. (6.32)
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Here A′∞ is an interval strictly containing A∞, as required by the aforementioned iteration process.
Employing the mass conservation law (6.4) we obtain

Y0 � γ
t

ρ5
‖u0‖1,ΩD0

(
h

(‖u0‖1,Ω

ρ

))
.

Substituting this bound in (6.29), we conclude that Yn → 0, n →∞, i.e. u(ρ, t) = 0, if ρ is chosen
so as

t

ρ4
D1

[
ϕ−1

[
t

ρ5
‖u0‖1,ΩD0

(
h

(‖u0‖1,Ω

ρ

))]]
� γ0, (6.33)

for a suitable γ0. Next we take into account the inequalities

D0(h(s)) � γ s f (s), D1(ϕ
−1
1 (s)) � γ f (

√
s), s > 0,

which can be proven using (6.5), (6.17) and the explicit definitions of the involved functions. Thus
(6.33) is implied by

J (ρ, t) := t

ρ4
f

{‖u0‖1,Ω

ρ3

[
t f

(‖u0‖1,Ω

ρ

)]1/2}
� γ0 < 1.

Let us define now z(t) by

z(t)4

t
= C f

(‖u0‖1,Ω

z(t)

)
, (6.34)

where C > 1 is to be chosen presently. If ρ � z(t), we have, by definition of z(t),

J (ρ, t) � J (z(t), t) = t

z(t)4
f

{‖u0‖1,Ω

z(t)3

[
t

z(t)4

Ct

]1/2}

= t

z(t)4
f

{ ‖u0‖1,Ω

C1/2z(t)

}
� t

z(t)4
f

{‖u0‖1,Ω

z(t)

}
= 1

C
� γ0,

if we choose C = 1/γ0. The theorem follows immediately, when we note that for x < 0 the proof
can be clearly reproduced without changes.

Proof of Proposition 6.1 Let uδ be the approximating sequence in (H). We may make use of (6.9)
and of Hölder’s inequality to get at almost each time level t > 0

∫ R

−R
u2

δx dx �
[ ∫ R

−R

f (uδ)

u4
δ

|uδx |6 dx

] 1
3
[ ∫ R

−R

u2
δ√

f (uδ)
dx

] 2
3

� γ

[ ∫ R

−R
f (uδ)|uδxxx |2 dx

] 1
3
[ ∫ R

−R

u2
δ√

f (uδ)
dx

] 2
3

. (6.35)

The function r(t) defined in the statement measures the actual size of the support of the solution u,
while the function z(t) � r(t) defined as in Theorem 6.1 is an estimate of it. Recall that we assume
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in this proof z(t) < R. In the following we denote I (t) = (−r(t), r(t)), K (t) = (−z(t), z(t)). By
elementary calculus we have

‖uδ(·, t)‖∞,Ω � c1δ + (2r(t))
1
2

(∫ R

−R
u2

δx dx

) 1
2

, (6.36)

where

c1δ := max{uδ(x, t) | 0 � t � T, r(t) � |x | � R} → 0, as δ → 0,

owing to the uniform convergence uδ → u. Obviously (6.36) still holds if we substitute r with z
there. Keeping in mind that A < 4, we check that s �→ s4/ f (s) is increasing. Then

∫ R

−R

u2
δ√

f (uδ)
dx =

∫ z(t)

−z(t)

u2
δ√

f (uδ)
dx +

∫
|x |>z(t)

u2
δ√

f (uδ)
dx

� c2δ + 2z(t)
‖uδ(·, t)‖2

∞,K (t)√
f (‖uδ(·, t)‖∞,K (t))

� c2δ + γ z(t)
‖uδ(·, t)‖2

∞,I (t) + ‖uδ(·, t)‖2
∞,K (t)\I (t)√

f (‖uδ(·, t)‖∞,K (t))

� c4δ(t)+ γ z(t)
‖uδ(·, t)‖2

∞,I (t)√
f (‖uδ(·, t)‖∞,I (t))

, (6.37)

where c2δ denotes the third integral in (6.37), and

c4δ(t) = c2δ + γ
R‖uδ(·, t)‖2

∞,K (t)\I (t)√
f (‖uδ(·, t)‖∞,K (t))

.

Clearly c4δ(t)→ 0 as δ → 0, for all t > 0, since uδ converges to a function with positive maximum,
at each time level (this follows from conservation of mass). We now make use of (6.36) (with r
replaced with z), to obtain

∫ R

−R

u2
δ√

f (uδ)
dx � c4δ(t)+ γ z(t)

c2
1δ + z(t)

∫ R
−R u2

δx dx

f
(

c1δ + z(t)
1
2

( ∫ R
−R u2

δx dx
) 1

2
) 1

2

� c5δ(t)+ γ
z(t)2

∫ R
−R u2

δx dx

f
(

z(t)
1
2

( ∫ R
−R u2

δx dx
) 1

2
) 1

2

=: J1δ(t), (6.38)

where

c5δ(t) = c4δ(t)+ γ
Rc2

1δ√
f (c1δ)

→ 0, as δ → 0.

From (6.35) and (6.38) we get

∫ R

−R
f (uδ)|uδxxx |2 dx � γ0

(∫ R

−R
u2

δx dx

)3

J1δ(t)
−2 =: J2δ(t). (6.39)
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Note that the strong convergence uδx → ux in L4(QT ) implies that we may assume, perhaps
extracting a subsequence,

uδx (·, t)→ ux (·, t), in L4(−R, R), a.e. t > 0.

Thus, we have as δ → 0, for almost every t > 0,

J2δ(t)→ γ
1

z(t)4
f

(
z(t)

1
2

(∫ R

−R
u2

x dx

) 1
2
) ∫ R

−R
u2

x dx . (6.40)

On multiplying the equation by uδxx and integrating by parts we get, using (6.39),

∫ R

−R
uδx (x, t)2 dx � −2

∫∫
Qt∩{τ>t0}

f (uδ)|uδxxx |2 dx dτ +
∫ R

−R
uδx (x, t0)

2 dx

� −2
∫ t

t0
J2δ(τ ) dτ +

∫ R

−R
uδx (x, t0)

2 dx,

for a.e. t , t0, with t > t0 > 0. (Here we exploit the possibility of approximating uδ with regular
strictly positive solutions uε

δ as in (H); strong convergence of first space derivatives takes place a.e.
in t .) On letting δ → 0, we find

∫ R

−R
ux (x, t)2 dx � −γ1

∫ t

t0

1

z(τ )4

(∫ R

−R
u2

x dx

)
f

(
z(τ )

1
2

(∫ R

−R
u2

x dx

) 1
2
)

dτ

+
∫ R

−R
ux (x, t0)

2 dx .

We stress the fact the the above inequality holds for all t > t0, t , t0 ∈ I , where I ⊂ (0, T ), and
|I | = T . Then standard comparison results yield the bound z(t)

∫ R
−R u2

x dx � y(t)2, where




d

dt

(
y2

z

)
= −γ1

z5
f (y)y2,

y(0)2 = 2z(0)

∫ R

−R
u2

0x dx > 0.

(6.41)

We next proceed to estimate y(t). The differential equation in (6.41) can be rewritten as

y′ = z′y
2z
− γ1

2z4
f (y)y. (6.42)

We distinguish between the two cases

z′y
2z

� δ
γ1

2z4
f (y)y; (6.43)

z′y
2z

< δ
γ1

2z4
f (y)y. (6.44)
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Here δ ∈ (0, 1) is selected so as

δ

1− δ
= B(4+ A)

2A(4+ B)
.

Define t̄ = sup{t > 0 | z(t) = 4r0}; then for t � t̄ z(t) is given by (6.11). Note that z ∈
ACloc(0,∞), and that z is in fact of class C1 for t �= t̄ .

Define also the sets

S1 = {t > t̄ | (6.43) holds}, S2 = {t > t̄ | (6.44) holds} = intS2.

Note that, when t > t̄ , by differentiating the equality defining z, we find

z′
(

4z3

t
+ C f ′

(‖u0‖1,Ω

z

)‖u0‖1,Ω

z2

)
= z4

t2
, so that

z(t)

(4+ A)t
� z′(t) � z(t)

(4+ B)t
, (6.45)

when we invoke (6.5). Hence, for all t ∈ S1 we have

f (y(t)) � 1

(4+ B)δγ1

z(t)4

t
. (6.46)

Let us now consider the case when t ∈ S2; let t0 be the least time such that (t0, t) ⊂ S2. Assume
first that t0 > t̄ , so that t0 ∈ S1. Clearly, in (t0, t) we have, owing to (6.42) and (6.44),

y′ < −(1− δ)γ1
f (y)y

2z4
. (6.47)

A trivial integration by separation of variables, together with the inequalities

d

dy

1

f (y)
= − f ′(y)

f (y)2
� − B

f (y)y
; d

dt

t

z(t)4
� A

4+ A

1

z(t)4
, t > t̄

(the second one following from (6.45)), yield

− 1

f (y(t))
� − 1

f (y(t0))
+ (1− δ)γ1

B(4+ A)

2A

t0
z(t0)4

− (1− δ)γ1
B(4+ A)

2A

t

z(t)4
. (6.48)

We have also used y(t) < y(t0), which is an obvious consequence of (6.47). The sum of the first
and second term on the right-hand side of this inequality is in fact nonpositive; indeed, recalling that
(6.46) is in force for t = t0 ∈ S1, we find

1

f (y(t0))
� δγ1(4+ B)

t0
z(t0)4

= (1− δ)γ1
4+ A

2A

t0
z(t0)4

,

because of our definition of δ. Then (6.48) gives at once

f (y(t)) � 2A

B(4+ A)(1− δ)γ1

z(t)4

t
. (6.49)

The case t ∈ S2, t0 = t̄ is left to be considered. Clearly, (6.47) is then satisfied over (0, t) \ {t̄}, if
we keep in mind that z′ ≡ 0 for t < t̄ . Integrating this differential inequality over (0, t), treating the
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term y′/ f (y) as shown above, and exploiting now simply the nondecreasing character of z (instead
of (6.45)), we arrive at

− 1

f (y(t))
� − 1

f (y(t))
+ 1

f (y(0))
� −(1− δ)γ1 B

t

2z(t)4
. (6.50)

Collecting the estimates (6.46), (6.49) and (6.50), we find the bound above

f (y(t)) � γ
z(t)4

t
, for all t > t̄ , (6.51)

and a suitable γ .
Thus Hölder’s and Poincaré’s inequalities give for t > t̄

‖u0‖1,Ω =
∫ R

−R
u dx �

√
2r(t)

(∫ R

−R
u2 dx

) 1
2

� γ
√

r(t)r(t)

(∫ R

−R
u2

x dx

) 1
2

� γ

√
r(t)

z(t)
r(t)y(t) (by (6.51))

� γ

√
r(t)

z(t)
r(t) f −1

(
z(t)4

t

)
� γ

√
r(t)

z(t)
r(t)

‖u0‖1,Ω

z(t)
, (6.52)

where the last inequality follows from the definition of z(t).
Proposition 6.1 is proven.
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