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Numerical diffusion-induced grain boundary motion
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In this paper we consider the numerical approximation of phase field and sharp interface models
for diffusion-induced grain boundary motion. The phase field model consists of a double-obstacle
Allen—Cahn equation with a forcing obtained from the solution of a degenerate diffusion equation.
On the other hand the sharp interface model consists of forced mean curvature flow coupled to a
diffusion equation holding on the interface itself. Formal asymptotics yield the sharp interface model
as the limit of the phase field equations as the width of the associated diffuse interface tends to zero.
A finite-element approximation of the phase field model is presented and is shown to be convergent
to a weak solution. Numerical simulations of both models are described and compared. It is shown
that the two models are consistent.

Keywords: Grain boundary motion; phase field model; sharp interface; mean curvature flow; finite-
element approximation.

1. Introduction

If a thin polycrystalline film of a metal is placed in a vapour containing another metal, then
atoms from the vapour diffuse into the film along the grain boundaries separating the crystals. The
boundaries are observed to move with one of the abutting grains growing and one shrinking. This
motion is known as diffusion-induced grain boundary motion (DIGM). The newly created crystal
that is produced behind the advancing grain is different from that in front as it has metal diffused
from the vapour deposited in it [12, 15, 16]. In [5] the following phase field model for DIGM with
a diffuse interface of finite thickness O(e) is presented along with a theoretical framework for
exploring the driving forces behind the motion:

P
Po®) S0 in 0= 0x©.7), (1.1)
£

1
pypr — Agp — ;<ﬂ+ﬁ(¢) +
and
eu; =V - (D(@)Vw) in (2. (1.2)

The above model uses two dimensionless field variables, # and ¢. The variable u, lying in the range
0 < u < 1, represents the concentration of solute atoms in the film. The other variable ¢ is an order
parameter lying in the range —1 < ¢ < 1, which distinguishes the two crystals, taking the value +1
on one side of the grain boundary between the two perfectly crystalline grains, —1 on the other side,
and intermediate values in the grain boundary itself. The geometrical configuration is that of a film
with a rectangular cross section 2 C R? such thatx € 2 = (—H, H) x (=L, L) and t € (0, T)
is time, for which there is a grain boundary that spans the width of the film. We may think of the
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diffuse grain boundary 2 (¢) in which |p| < 1 as some kind of mixture of the two crystals, in the
proportions 1 +¢ : 1 — ¢.

In this model there is a homogeneous free energy P (u, ¢) +
double obstacle potential [3] and

W)

- where W (¢) is the classical

P(u,p) = q(p) fu)

for appropriate non-negative functions ¢ and f with f(0) = 0. The use of W in (1.1) implies that
the grain boundary (2 (¢) is of finite thickness O(g). In the diffusion equation (1.2) we have the
chemical potential

£
w=u+—P,u, ).
u

(The parameters p and u™* are given positive, non-dimensional material constants.) The diffusivity
coefficient D vanishes outside the grain boundary so that concentration only diffuses within the
grain boundary. We are concerned with a DIGM for which the boundary motion is monotone in
one direction so that once the diffuse interface passes through a point the concentration at that point
then remains unchanged. It follows that ahead of the grain boundary we have the initial crystalline
state whereas behind the grain boundary there is a newly formed crystal with a changed composition
caused by the diffusion of vapour atoms and behind that crystal there is again the original crystalline
state. This is depicted schematically in Fig. 1. In [10] formal asymptotics on the phase field model
for ¢ — 0 are used to obtain the following sharp interface model:

oV =k + f(u) (1.3)
ugs = Vu, (1.4)

where V, k and s are respectively the normal velocity, the curvature and the arc-length of the sharp
interface. A modified more accurate problem retaining O(¢) terms in (1.4) is

oV =k 4+ f(u) (1.5)
g1y = ugs — Vu(l + e26) = ugs — Vu(l + e2(pV — f(u))), (1.6)

where &; = O(¢), i = 1, 2. These equations are in the non-dimensionalized form presented in [10].
The existence of a unique weak solution to one form of the phase field system (1.1), (1.2) was
proved in [7] while in [14] a local existence and uniqueness result for (1.5), (1.6) was obtained.
The motivation behind this paper is to justify numerically the connection between the phase
field and sharp-interface DIGM models and to illustrate solutions of these two models. Also we
want to investigate the long-time behaviour of the two models and to show that in certain parameter
ranges their solution converges to travelling waves. The existence of a travelling wave solution to
the sharp-interface model was proved in [10]. We compare a simplified form of the phase field
model presented in [5] with the sharp-interface model derived in [10] using formal asymptotics. In
Section 2 we introduce the phase field and the sharp-interface DIGM models and in the case of the
sharp-interface model we present two forms of the model: one using a graph approach presented
in [13] and the other using a parametric approach. In Section 3 we derive numerical approximations
of the phase field model and the parametric sharp-interface model. Also, for completeness, we
include the approximation of the graph sharp-interface model derived in [13]. In Section 4 we prove
the convergence of the finite-element phase field approximation. In Section 5 we present numerical
computations that compare solutions of the phase field model and the sharp-interface models.
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FIG.1. DIGM.
2. Models

2.1  Phase field DIGM
We study the following simplified version of (1.1), (1.2):

1 wf(u)
per — Ap — o+ Blo) +
& 4e

eu; =V - (D(p)Vu) in 2p,

>0 in £p,

2 2
D(p) := =1 —¢%),
g
where f is the sub-differential of I 1}, i.e. B(r) = 01[—1,1;(r) and

0 ifr e [—1, 1],

I n(r) := }
-1 400 otherwise.

Thus,
(=00,0] if r=-1,
Br)=10 if |r]l <1,
[0, c0) if r=1.

395

2.1)
(2.2)

Note that the constants % and % in front of f and D are chosen so that sending ¢ — 0in (2.1), (2.2)

yield the sharp-interface equations (1.3), (1.4). We impose the boundary conditions

g

0
0. D= =aD()(1—u) on 32 x (0,T),
ov Jv

2.3)

where « is a large positive number. The flux boundary condition (2.3) for the concentration implies
that the vapour can only enter the film through the grain boundary. For our initial data we set

o(x,0) = ¢o(x), ux,0)=0 in {2,

(2.4)
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where
-1 if y< —en/2,
wo(x,y) = ysin(y/e) if —en/2 <y <em/2, (2.5)
1 if y>en/2.

This initial data corresponds to an initial grain boundary of width we across which ¢g varies
monotonically from —1 to +1. Furthermore, we assume that initially the concentration of solute
atoms in the domain is zero. The problem has been set up so that the grain boundary motion is to
the right.

We note that the weak formulation of (2.1), (2.2) is

¢ wfu)
(o = @)pr + Vo -V(n—¢)) 2 - - n—¢) Vnek, (2.6)
n n\& 4e
£JW£+JX@VMW@)=aAQDWXI—Wé VEeH (), 2.7

where
K={neH'():|n <1lin ).

2.2 Sharp-Interface DIGM

2.2.1  Graph approach. 1In [13] a graph approach was used to study solutions of the sharp-
interface model (1.3), (1.4). In particular they considered the sharp-interface I; to be a graph such
that

I't)y={(x,y):—H<x<H, y=Y(x,1)}.

Adapting this approach to the more complicated model (1.5), (1.6) and noting thatds = /1 + Y2 dx
where s is the arc-length of I', yields the following equations:

,OY[ d< YX

JT+r2  dx\/T+12

114 Y2u d( ! m) YMO+8< pYi ﬂm» H<x<H t>0

1 =7\ Y75 - 2\ —YF/— — - ) 9
T A \ T+ r2dx ' J1+72

>+f(u) —H<x<H, t>0, (2.8)

(2.9)

Y(x,0) =0, u(x,0=0 —H<x<H, (2.10)
Y.(—=H,t) =0, Y.(H,t) =0, t >0, (2.11)
u(—H,t) =u(H,t) =1 t > 0. (2.12)

2.2.2  Parametric approach. Another approach for analysing the motion of an interface I'(¢) is
to use a parametrization X(p, 1) = (x(p, 1), y(p, t)) of I'(¢), where p is a spatial parameter and 7 is
time. We denote by t and v the outward pointing unit tangent and unit normal vectors respectively,
X, (p.0) X5 (p.1)

X, (p.0)] X, (p.01°

with t(p,t) = and v(p,t) = where we have set (o, a2)t = (a2, —a1). Note
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that with s denoting the arc length of the curve we have ds = |X,| dp. We arrive at the following
system:

X:[0,11x[0,T] — R%, (p,1) » X(p, 1), (2.13)
X Xt

X, = 22 4 f(U)L-, 2.14
=g f( X, (2.14)

1 /U X; - X5 pX; - X5
U = — —”> -U ”<1+ (—”— U)) 2.15
o U |xp|(|xp| LU Urelx s 7@ @19
X(p,0) =Xo(p) =(HR2p—1),0) U(p,0) =Up(p) =0, (2.16)

x(0,)=—H, x(I,)=H, y,0,1)=y,(1,1)=0, U@O,)=U1,1)=1 t>0.

(2.17)

3. Numerical discretizations

In this section we derive numerical approximations of the phase-field model (2.1)—-(2.3) and
the parametric sharp-interface model (2.13)—(2.17). Also for completeness, we include the
approximation derived in [13] of the graph sharp-interface model (2.8)—(2.12).

3.1 Phase field model

Let 7, be a quasi-uniform triangulation of {2 with & := maxrc7, diam(7'). We shall in addition
assume that 7 is acute, i.e. that all angles of the triangles of 7, are <7. The finite element space
Sy, is defined by

Spi={x € c’0) | x is linear on each T € 7},}

and we set
Knp:={neS,|Inx)| <1forall x € £}.

We denote by NV}, = {x1,..., Xy} the set of nodes of the triangulation and by {&1, ..., &y} the
corresponding standard basis of Sj. Finally, let At > 0 be a time step and ¢, = nAf, n > 0.

For our initial data ga,?(x) and u2 (x) we interpolate (2.4) and we discretize (2.6), (2.7) by the
following method:

P ntl +1
A—l(wf, — O =@y

Tl

n n+1
+/QV¢;,~V(77—% )2(8—2— 1e >N h

) Ve Kn, 3.1)
h
&

At

n+1

(”h _uZaX)h

+f D(@HVult vy +a/ L(D@Hw™ = D) =0 VxeS 32
9] a2

Here, (n, x)n = f o In(nx) denotes the discrete L? inner product and we shall also write || f ||%l =
(f, f)n for the corresponding norm.

We may view & as an approximation parameter for the sharp-interface problem and in order
to resolve the interfacial region we set i < ¢. Since the discretization (3.1) is explicit in time
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and the only term involving (pn+] is the lumped mass L? inner product it is well known that the
discrete variational 1nequahty (3.1) can be solved in the following way. First we calculate the explicit
equation update <ph+ by

~n+1 n (23 ﬂf(uZ)
— ¢, Vol -V ML
( ©p> Wi+ /Q op -V = (82 e

: n) Vi e Sy (3.3)
h

and then we project onto Kj, by setting at each node x; of the triangulation,

1 if @t <1,

ot =1gm if 1< gt <1, (3.4)
1 it gt >,
where (pf’ = cp,’fr] (x;) and (p”“ = (p;”r] (x;).

For simphc1ty of presentation we now introduce some notation. For a given node x; we denote
by C; the set of nodes directly adjacent to x;. We split \Vj, into three sets, N7, N} and N, where

NI ={x; e Ny :goj.Z =1, and ¢ = 1 for all nodes x; € C;},
N ={x; e Nj : <p7 = —1, and ¢ = —1 for all nodes x; € C}},
= NG\ UN],
From the above definitions we see that the nodes x; € N 1 are situated in a discrete approximation
of the inter-facial region 2r(r), while the nodes x; € N Yand x; € N™ are situated in discrete

approximations of regions where ¢(x, t) = 1 and ¢(x, t) = —1 respectively.
Setting n = &; in (3.2), recalling that D(¢) = %(1 — <p2) and using the above notation we have

u?“:u']’- Vx; e NLUNT, (3.5)

and hence we only need to solve (3.2) for all x; € N’ - Similarly setting n = &; in (3.3) it follows
that

At T
~n+1 __ n . n
(p] —1+E<1—18f(uj)> VXJ €N+
“ntl _ T
(p;.' <1+Zsf(u’]’-)> Vx;jeN".
Choosing ¢ sufficiently small such that 1 > %8 max(o,1] f (note that 0 < u’j’ 1, see Section 4)

from (3.4) we conclude

gl < -1 ifg) = _1}

=" =" Vx; e NTUN".
(Z);l-‘rl >1 if (,07 -1 J J J +
Thus we only need to solve (3.1) for all x; € AN7F.. On the other hand, if the interface always
moves to the right of the domain and the initial concentration is zero everywhere, we note that
f(u’}) = f(u?) = £(0) = 0 for N, so that the assumption about the smallness of & would not be
necessary.
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3.2 Sharp interface

We now introduce approximations of the sharp-interface DIGM models (2.8)—(2.17).

3.2.1 Graph approach. Taking into account our rescaling of the model from Section 5.4 of [13],
we see that (2.8)—(2.12) can be discretized in space using a uniform mesh size 4 and time step At,

to give the following difference scheme for j = 1,...,J — 1:
phaY*! ( 1 1 ) 1 1
—— 5+ = (el —ynthy - oyt vy Y L RO, (3.6)
2 q;l q;’l+1 h‘17+1 Jj+1 J hq;‘ J Jj—1 J
+1 +1 +1 +1 +1 +1 +1
he(gjyy +a5 )OUTT Wi, — U)W - U wl g g
B = n+l n+l +hedY; UG f(Uf)
ha; 1, hq;
pedYH /g 1
n+lyn J
_han Uj<l+ > ( pn n+l>>’ (3.7)
4j dj+1

where J is such that 2H = Jh, aU;?“ = (U]’.’+1 —Un/ A, aY;'+1 = (Y]’?+1 —Y")/At and

Yy? — Yﬂ—l 2\ 1/2
q! = (1 + (%) > Vje [l,J] (3.8)
The boundary data and the initial data are approximated by

ph n+1 n C]? n+1 n+1 h n
Y/ —-YhH = =" —-Y, = ), 3.9
2Atq{l(o 0) =7 o )+ 5 /W) (3.9

ph +1 +1 +1, P

gy V7T YD = g O YT S F W), (3.10)
Uy =U;] =1, (3.11)
Y9=0, U)=0, Vje [0.J] (3.12)

We solve the tridiagonal system (3.6)—(3.12) using a direct approach to obtain values of Y, }:’H (x)

and then from (3.8) values of qZH (x). We then use these values of Y;f“ (x) and qZH (x) to directly

solve the tridiagonal system (3.7).

3.2.2  Parametric approach. Setting f(X) = f(U) in Section 2.2 of [13] which uses techniques
first introduced by Dziuk in [9], we see that (2.14) can be discretized in space using mass lumping
to give the following difference scheme for j = 1,..., M — 1:

1% n 2 ny2 n+1 ny _ wn+tl _ n+1 n+1
gy )  G5PIOG X = X - 2x ]

h" hj
G - DU + SO = KU, G13)
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where h;’ = |X;? — X;?_1|. Here X’} = X(sj,1), forallt € [nAt,(n+ DA, j =0,...,Mis
the discrete solution and each X; = (x, y;) is a vector in R2. Similarly we see that (2.15) can be
written as, forany j € [1, M — 1],

n+1 n+l1 n+1 n+l1 nyrn
LU g gm g = Upin U7 U7 U VU
2Ar 7N+ 7

i TR
e VIy" oV
Ji J
_ 5 (IX“H =X ] — f(UJ'.’)) (3.14)
J j=

where

Xt
Vi = <¥ (X;l'+1)L - (X;l'—l)L>

J At
n+1 n n+1 n
R y.r =y
_ _J Jno o n J Jn  _n
= A Wi T Vi)t T (G = X))

In order to evaluate boundary data that satisfies (2.17) we follow the techniques introduced in [8]
yielding

ot =—H, xi'=H, (3.15)
p hn
E(h’f)z(yg“ ) =0 =yt + 7‘(@4’)L — HH WU (3.16)
o hy,
SHA M2t —viy = ot = + TM((x'w — G DUy, (B

For boundary data for U} we set
Uy =Uy =1. (3.18)
Finally, using (2.16) we impose the following initial conditions:
X) = (H(jh—1),0), Uy =0 forje[0,M], (3.19)

where h = 2H /(M — 1). We solve the three tridiagonal systems in (3.13)—(3.19) using the direct
approach described for the graph model in Section 3.2.1.

4. Convergence

The aim of this section is to prove a convergence result for the numerical algorithm (3.1), (3.2).
In what follows we make the additional assumption that f(x) = u because we are at present not
able to handle a nonlinear dependence on u. In order to simplify the presentation we introduce the
following notation:
t—ty pp1  p1—1t
t) i = —— +—,, t € (¢t
on(t) 2 % A O (Tns tut1]
=gt gy = gl 1€t te]

and similarly for uy,.
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LEMMA 4.1 Assume that Ar < pyh? for y sufficiently small. Then

T
sup |V (0I* + / llon,el|*dr < C (4.1)
0T 0
T
sup lun()[1* + / / D(p)|Vu|*dt < C (4.2)
0<t<T 0 (0}
T 2 T 2
fo IV (g, — @)1 dr + /O luf — w1 dt < CAr (4.3)
0<u, <1 in 2x(0,T7). (4.4)

Proof. Using x = u"+l — 11in (3.2) yields
(u”“ —ul w1, +[ D(@HIVu, 2 +a/ (D)™ — 1% =0.
82

Observing that (uf ™' — ul) )} — 1) = (@)™ - ) @} — 1)+ @t — u)?) we obtain
after multiplying by 2 At and summing from n=0,. -1 that

elluy —1||h+e2||u"“—u,,||h+2m2/ D) Vup ' < ellup — 115 <
n=0

Now, (4.2) and the second part of (4.3) follow from the definitions of uy, u;, u,, and the elementary
inequality

loall® < llvally < Cllvall?, Up € Sp. (4.5)

Next, inserting n = ¢j, into (3.1) we derive

(p;lH_l §0Z 2
1 1
= pAr] = —— ||w"+ I?+ 5 ||v¢>h|| + —||V<<o"+ — ol
1
> Sl - 5 2||go”“||h ZW+l — opll; — ||uh||h||go”+l — ol
1 n+1 _ (pn
> ot 2 n+1 _ —Al 7/1 _ —At
> 5l — 5 2||<o I7 A |, @

by Holder’s inequality and since sup,, [lu;|| < C. Rearranging and applying an inverse estimate

yields

o — o
At

2
||C</)n 1|| ||§0n 1||h + pAt
2

C
AN 2||<ph||h+Ch gt - ¢Z||2+%At

o — e

< IVerI* - ||goh||h+ P Ar iy

C
+TA[
€°p
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provided Ar < yph? and y is sufficiently small. Summation fromn = 0, ..., N — 1 implies (4.1)
and the remaining part of (4.3).

In order to prove (4.4) we use induction on n. The case n = 0 follows from our assumptions
on ug. Assuming that (4.4) holds for some n < [ATz] 1, we write u"'H Z?’I | u"“&, in terms

of the basis functions &, ..., &y. Let jo be such that u’}jl = maxig;j<m ujJr . Inserting x = §j,
into (3.2) yields

M
— 70“ _”/o)/ §jo = Z Z”;'-HWNT'VEJ'MT/QD(EZ’)

TeT, j=1
ra =) | g, +6)

Since 7}, is non-negative, we have V&7 - V&7 < 0fori # j which implies

M
D utVEj i Ve > ) ZvénT Véjr =0,
j=1

because Z],W: 1&; = 1in £2. Returning to (4.6) we deduce

it — )/sm a(l—u’Hl)D(s,(,)/ Ejo-
a2

If we assume that u” +1 > 1, the above inequality would imply that u"‘|rl u?o < 0 and therefore
u’}o > 1,a contradlctlon to our induction hypothesis. Thus u;l’“ < 1in 2 and a similar argument
shows that u"+1 > 0in £2. O

As a consequence we also obtain a bound on uy, ;.

LEMMA 4.2 .
2
[ sy i <
Proof. Let¢ € H'(£2) and Qh{ € Sy its L? projection with respect to (., .)j, i.e.

/ Cvuy = (Qhé', U)h for all vy, € Sj,.
N

It can be shown (e.g. [1]) that ||Qh§||1-11 S C|¢|| g forall ¢ e H'(2). Using (3.2) we obtain
un+1 —u" un+1 —u" M"+1 —u" .
€<hA h7C> :e/ h hgze(h h’th)
t (Hl)’,Hl N At At h
= / D) Vuy™ -V Ont —a/ I(D (@) ™ = 1) 0nt)
a0

H‘/D(whm”“

IVOngl + CllOn¢ 1)
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since |u2+1| < 1 on 2. In view of the continuous embedding H L) < LY(39) and the stability
of Op in H'(£2) we conclude

un+l —u"
B (|
At (Hl)/,Hl

and therefore

unJrl —u"
h h < c(H /D) Vu T + 1).
At (HI(Q))/
The result now follows from (4.2) after squaring and summing fromn =0,..., N — 1. O

Lemmas 4.1 and 4.2 now immediately imply that there exists a subsequence h — 0, At < pyh?
such that

o9y — ¢ in L*(0,T; H'(12))
oni — ¢ in L*(0,T; L*(12))
on 9f — ¢ in L*(0,T; L*(2)) and a.e.in 2 x (0, T)
up,up — u in L2 x (0, 7)) 4.7
up, — u; in L*0,T; (H'(2)))
D(p,)Vuf — F in L*0,T; (L*(2))%).

Our first aim is to improve the convergence properties of uy.

LEMMA 4.3 Let vy, := D(@p)uyp. After possibly extracting a further subsequence we have
D(¢)u € L*(0, T; H'(2)) and

vy = D(@)u in L*0,T; H' () “s)
v — D(@u in L*0, T; L*>(2)). '
Proof. We first show that
lorll20.7: 512y < € uniformly in & and At. 4.9)

We infer from (4.4) that

T T T
/ ||Vvh||2<c/ ||V(Ph||2+C/ /D(wh)2|wh|2.
0 0 0 kP4

In view of (4.1), we only have to estimate the second expression. Note that for ¢ € (t,,, 1)

D(pn(1)) < D(¢}) + Clgp ™ — ¢}t
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so that we can estimate in (¢, #,+1) with the help of inverse inequalities
/ D(gn)?|Vup|?
i
< c/ D@2 | Vuy|* + Cf ot — @ Vuy,*
(7 (7

<cC /Q DV P+ C /Q D@DV —u) P + CIVunlFllop ™ — o112
Int1

<cC /Q DI Vuy P+ CIV ™ = ul) 1+ Ch ™2 up |70 At / ln.s I
In

12 2 1 2 frtl 2
< c/Q D@HIVur T P 4+ Ch 2 ul ™ — ul ) + C/ llgn, 1%
ty

Integration with respect to ¢ € (#,, t,+1) and summation yields in view of (4.1), (4.3) and the
condition At < Ch?

T T
/ / Do) Vi < c/ / D)Vl P + C At
0 k04 0 0]

and therefore (4.9). This implies the first assertion in (4.8), since D(¢;) — D(¢) a.e. and uy A u
in L*°(f2 x (0, T)). In order to prove strong convergence of (v;) we establish a bound on (v ).
Fix p > 2andlet¢ € H'P({2). Then

(nes E)mtry, mp =/ Uh,t§ = —2/ ChPh,rung +/ D(en)un: &
0 0 Ie;

< 2l @ne I+ Nun el gy 1D (@RS N 1
< 2l@n NI+ Nunell gy ST g + 18 Tz IV orlD
< CliSgrp Ulgnel 4 llun el gy + Nun el gy IVenlD

where we used the continuous embedding H L) — ). Recalling (4.1) and Lemma 4.2 we

deduce
g 2
/(; ”vh,I”(Hl,p)/ g C’

which combined with (4.9) and a well known compactness result yields the strong convergence
of (vy). [l

Our next step is to show that the limit ¢ satisfies the variational inequality (2.6).

THEOREM 1 The function ¢ satisfies

p/ wz(n—¢)+/V¢~V(n—<p)>/<%—ﬂ)(n—¢)
0 N 0\ € 4e

foralln € K anda.e.t € (0, T).
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Proof. Letn € K, there exists a sequence 1, € K, such that n, — nin H'(2) as h — 0. We have
forall§ € C3°(0,7),& >0

T T
P/ EO (@Pnt> th — 93 +/ %‘(t)/ Vo, -V
0 0 2

>1 i t . + T ! t - +
/6_2\/0 E()(QDh’Uh—(Ph)h—E/O %‘()(uh,nh—(ph)h

T T
+/ 5@)/ |V¢;|2+/ smf Vo Vg, — o).
0 2 0 (7

Employing the well known inequality

S Chlnnll WVxall - 1wy Xn € Sh (4.10)

’/ MhXh — iy Xnh
7)

as well as (4.7), (4.3) and the weak lower semicontinuity of the L? norm we obtain in the limit

T T
o[ 50 [ wtn-0+ [ 50 [ vov
0 2 0 02
1 T T T T
>5[ so [ va-o -1 [eo [ wn-p+ [ o [ vor,
€ Jo I%; 4e Jo 0 0 9]

which implies the result, since & > 0 was arbitrary. O

Asu € L®(2 x (0, T)), the regularity theory for parabolic variational inequalities (see [11])
yields
@ € LP(0,T; W>P(2)), ¢ € LP(0,T; LP(2))  forall p < 0o,

so that standard embedding results imply that ¢ € C°(2 x (0, T)). In particular, the set U :=
{(x,t) € 2 x(0,T)| D(p)(x,t) > 0} is open.
We are now in position to identify the limit F' of the sequence (D (g, )Vu;{).

LEMMA 4.4 Fori = 1,2 we have u,; € LfOC(U) and F = xyD(¢)Vu a.e.in 2 x (0, T).
Proof. In afirst step we prove that (D((p)zu)x,. € L%2(2 x (0, T)) and that
(D(9)*u)y, = —4D(@)p@yu + D(@)F;, i=12 (4.11)

To see this, we observe that for all ¢ € Cgo(ﬂ x(0,T)),i=1,2

T T
/ / D(¢)?uty, = lim f / D(gpn)*unty;.
0o Jn h—0Jo J0

Next, integration by parts yields

T T T
/ / D) unty, = 4 / / D(@h)oh v, un — f f D) g
0 2 0 2 0 (%
T T
—4 f / RO aC — / f Do) D@n)itnn &
0 7 0 k0]
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Lemma 4.3 together with (4.7) and the dominated convergence theorem implies that gpv,¢ —
@D (@)u ¢ in L2(0, T; L*(2)) while Vg, — Vg in L2(0, T; L*(12)), so that

T T
/ /q)hvhﬁl)h,xif—)/ /wD(w)uwxiZ ash — 0.
0 2 0 k0]

A similar argument as in the proof of Lemma 4.3 shows that D(gp)Vup — F in
L2(0, T; (L%(£2))?), so that

T T
/ / D(on) D(@n)up,x; ¢ —>/ / D(p)Fi¢ ash —0
o Jo 0o Jo

proving (4.11). This relation now allows us to identify F on the set U. To this purpose, let { €
C§°(U) and compute

_ 2 Cxi
D 2 T // ”ﬁl’(ﬁx,
/ (D(p)yu) 'D( 2 D(¢)

_f/UD(cpf

by (4.11). It remains to identify F on the complement of U. Let ¢ € C3°(§2 x (0, T)) be arbitrary.
Clearly, D(¢)(1 — xy) = 0Oa.e.in {2 x (0, T) so that we infer from (4.1) and (4.7)

1 T %
D(qoh)uhx(l m);' (//D(qoh)mm) (/O/Qth)(l—xU)cz)
(//|D<<ph)—D(¢)|<1—xU)) — 0,h — 0.

T
/ / Fi(l —xp)t =0 forall¢ e C¥(2x(0,T)),i=1,2
0 N

Thus,

sothat F =0ae.on 2 x (0, T)\ U. O

Finally, let us derive the equation, which is satisfied by the limit u. Choose arbitrary test
functions ¢ € H'(2),€ € C3°((0, T)). There exists a sequence (x;) C Sp such that x, — ¢
in H'(£2). Then

T T T
e/ s<r><uh,z,m>h+/ gf(r)/ D<<p,:>Vu;-th+a/ é(t)/ D) — D
0 0 (7 0 a2

T
= 06/ £(n) </ D(g;)(uy — Dxn —f I(D(g; ) (uy) — l)Xh))- (4.12)
0 902 a0
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Let us estimate the right-hand side first. Using an interpolation argument and an inverse estimate of
1 .
the form |lvp |l 2y < Ch™ 2 |lvpll 2y for e C 9T we obtain

U D@ = D = [ D =
002 a2

< Ch Y VD) @) = D)l
eCcof?

< Ch Y gy, Yoy, @ = Dxallpie + 1D@) V) xall i)
eCof?

+Ch Y IID(g)) iy = DVl
eCof?

< Ch Y il (Ve 2 + 1D, Vi ll2e)

eCcof?

+Ch > IVl 200 ID(@) @) = Dll 2
eCof?

<CVhlmleo | D0 IVe, 172y + 1D@O VI,
TN
1

2

+ CVRID@) W = Dlizaey | D IVnlaq,
TN N2#Y

< CVRIxn g (Ve | + 1D )Vuy || + 11D (0 ) it — Dllp200))-

Thus, (4.1) and (4.2) imply that the right-hand side of (4.12) tends to zero. Passing to the limit
h — 0 on the left-hand side of (4.12) yields in view of (4.10), (4.7), Lemmas 4.3 and 4.4

T T
e/ é(t)<uz,§>(H1y,Hl+// 5(r>D(¢>w-vz+a/ sa)f D(p)(u — )¢ =0.
0 {D(¢)>0} 0 a2

5. Numerical results

In this section we compare phase field numerical simulations with sharp-interface ones. We also
compare travelling wave speeds explicitly calculated in [6] with travelling wave speeds calculated
numerically using the sharp-interface discretizations in Sections 3.2.1 and 3.2.2 of (1.5), (1.6). We
note that the results in [6] are obtained using the sharp-interface model (1.3), (1.4) with f(u) = u?.
Also, we would ideally like to set 1 = &, = 0 in our discretizations of (1.5), (1.6). However, for
certain parameter values p and H the computations become unstable in a way which suggests that
there may not be global existence for the initial-value problem (1.5), (1.6). Instead we set 1 = ¢ (the
phase field parameter) and ¢, = 0 and since the &1 u, term is redundant for travelling wave solutions
this should make for a good comparison. Throughout this section for any sequence f" € S, we set
fu(x, 1) = fi'(x) forallt € [nAt, (n+1)At). The phase field results are computed using a uniform
grid 2, = (0, L) x (—H, H), with mesh size 4. In all the computations presented here f (1) = u?.
However, very similar results were obtained with f(u) = u.
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F1G.2. The phase field solution ¢, and uy,.
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FIG. 3. Plots of the profile of u;, against y.

5.1 Phase field computations

In Fig. 2 we display examples of approximate phase field solutions ¢j, and uj, at time ¢ = 0.25. From
the figure we see that the function ¢, keeps its sinusoidal shape, and that the interfacial region has
width & 0.3 &~ m¢ and is moving in the positive y direction. The concentration u;,, which is initially
identically zero, now has non-zero values in the region through which the interface has passed. In
Fig. 3 we display plots of the profile of the approximate phase field solution uy (-, y, t) for t = 0.745
and x = 1,0.75, 0.5, 0.25 and x = 0. On each profile we plot a cross where the interfacial region
begins. This enables us to see that the concentration behind the grain boundary is almost constant
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FI1G.4. A contour plot of ¢, and a plot of the averaged function iy,
t=0 t=0.75
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FI1G.5. The phase field solution ¢j, evolving in time (f (1) = uz).

in y while it drops sharply to zero at the front of the transition layer (the bottom right-hand subplot

displays the five profiles together). In both computations we set e = 0.1, h = ﬁ, At = %, H=1,
p = 0.2 and o = 1000.

5.2 Phase field versus sharp interface

In Figs 5-10 we compare phase field simulations with sharp-interface ones. In order to make easy
comparisons between the two solutions we display our phase field results in the form shown in
Fig. 4: a contour plot of ¢, and a plot of the function iy (x, t) which is obtained by averaging
up(x,y,t) across the interface, i.e. over all y : |pn(x,y,1)] < 1. When displaying the sharp-
interface simulations we always plot the graph and parametric solutions together on the same figure;
for each solution we plot a cross at every 20th node of the discretization. However, in most cases
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FIG. 6. The phase field solution &, evolving in time (f (1) = uz),
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FI1G.7. Evolutionary solutions (f (1) = u?, g1 =gy =¢=0.2).

only one set of crosses can be seen since on the scales shown the two solutions are effectively
identical. We display two sets of results: the first set, Figs 5-8, show the evolution of an initially
straight grain boundary moving along the film {2 in the positive y direction, while the second set,
Figs 9 and 10, compare travelling wave solutions obtained by varying the parameters p and H.

5.2.1  Evolutionary results. For our evolutionary results we display four figures: the first two,
Figs 5 and 6, show the approximate phase field solutions ¢, and iy, respectively, while the second
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FIG. 8. Evolutionary solutions (f (1) = u?, g1 =& =¢=0.2).
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F1G.9. Travelling wave solutions (f(u) = u~, g =¢, e =0).

two, Figs 7 and 8, show approximate sharp-interface solutions. Each figure contains four subplots
that show the approximate solutions (either the grain boundary or the concentration) at times ¢t = 0,
t =0.75,t = 1.5and t = 2.25. In all simulations we set 7 = 1/100, k = h?/40, p = 0.4 and
H = 2 together with ¢ = 0.2 for the phase field and &1 = g = 0.2 for the sharp interface.

5.2.2  Travelling wave solutions. In [10] existence results for travelling wave solutions of (1.3),
(1.4) are obtained, see also [13]. For our travelling wave solutions we display two figures, Figs 9
and 10, that show phase field and sharp-interface approximate solutions plotted together. Each figure
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F1G. 10. Travelling wave solutions (f (1) = u? g1 =¢, g5 =0).

contains four subplots that show the approximate travelling wave solution obtained using the values
of p and H given at the top of the plot. We note that in Fig. 9 it is the shape of the interfacial regions
that we wish to compare and not their positions. Thus we have set the nodal values where the sharp-
interface solutions meet the boundaries x = —H and x = H to coincide with the mesh points where
the minimum value of the phase field order parameter meets these boundaries. In our computations
we numerically calculate the speeds of the sharp-interface graph and parametric interfacial regions
by using

1y -yt 1

no_ _ ! ! , n_ _ - . 5.1

““T7 ; At Py ; At -1

Since we are working on a uniform grid with nodes {ij} : 1 < i < I,1 < j < J({ = L/h and
J = 2H/ h) we set for the phase field approximation ¢, a travelling wave speed,

1 & —crm
=Tl a 2

i=1

where C!' is the value of the y-coordinate of (2 at which minj¢; |<p{'j| occurs and nj is a suitably

chosen number so that C!' — C;' "' # 0. We say that a travelling wave solution is attained when the
above speeds converge to within a given tolerence, tol < 107°. In Table 1 we display the values of
h, At, & and n that are used in the four travelling wave computations shown in Figs 9 and 10. For
the sharp interface computations we set ¢y = ¢ and &, = 0.

5.3  Speed of travelling wave solutions

In Table 2 we compare travelling wave speeds ¢ explicitly calculated in [6] with travelling wave
speeds calculated numerically using the discrete graph and parametric speeds ¢, and ¢, obtained
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TABLE 1
Parameters used in Figs 9 and 10
0 H h At e ny
0.2 1 0005 h?/40 0.1 10000
005 1 0.005 kK?/400 0.1 50000
0.4 2 001 h?/40 0.2 50000
0.4 5 0.025 K©?/400 0.5 100000

TABLE 2
Travelling wave speeds (h = 0.1, At = h2/400, g1 =0.01, &, =0)
Speeds
0 H c Cg Cp
0.0100 10.0 2.9460 2.96785 2.96999
0.0144 144 1.8210 1.82939 1.83078
0.0196 19.6 1.2159 1.21962 1.22061
0.0256 25.6 0.8598 0.86173 0.86251
0.0324 324 0.6361 0.63721 0.63787
0.0400 40.0 0.4886 0.48921 0.48984
TABLE 3
Travelling wave speeds reducing h and At (= h2/400). e1 =001, =0
Graph speeds ¢,

0 H h=02 h=01 h=0.05 h=0.025
0.0100 10.0 2.9460 3.03368 296785 2.95146 2.94737
0.0144 144 1.8210 1.85451 1.82939 1.82311 1.82154
0.0196 19.6 1.2159 1.23085 1.21962 1.21681 1.216 10

Parametric speeds ¢
0.0100 10.0 2.9460 3.04135 296999 2.95204 2.94752
0.0144 144 1.8210 1.85959 1.83078 1.82348 1.821 64
0.0196 196 1.2159 1.23453 1.22061 1.21701 1.216 17

413

using (5.1). For these results we set &1 = 0.01, e, = 0,7 = 0.1 and Ar = h2/400. In Table 3 we
see the effect that decreasing & and thus At has on the numerical speeds ¢, and ¢, compared to the
explicitly calculated speed ¢ presented in [6]. Table 3 shows an A2 rate of convergence to the speeds
¢ calculated in [6] for both the graph and the parametric approximations. In Table 4 we compare the
sharp-interface and phase field travelling wave speeds of the travelling wave solutions displayed in
Figs 9 and 10 (using the parameter values shown in Table 1).
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TABLE 4
Comparison of phase field and sharp interface travelling wave speeds
speeds
P H ¢=¢ Cpf Cg Cp
0.2 1 0.1 2.026 2.06296 2.06343
0.05 1 0.1 4.800 4.88983 4.89154
0.4 2 0.2 0.798 0.79790 0.798 20
0.4 5 0.5 0.415 041073 0.41086
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