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On energy minimizers of the diblock copolymer problem
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We view the free energy of a diblock copolymer system as a variational problem, in which the
integrand of the functional contains an interesting nonlocal term, and a small parameterε. We prove
that asε approaches 0, the energy minimizers develop a growing number, of orderε−1/3, of periodic
oscillations, explaining the micro-phase separation phenomenon.

1. Introduction

A di-block copolymer molecule is a linear chain consisting of two subchainsa and b grafted
covalently to each other. The subchainsa andb are made of different monomer unitsA andB,
respectively. In polymer systems even a weak repulsion between unlike monomersA andB induces
a strong repulsion betweena andb. As a result the different subchains tend to segregate below
some temperatureTc, but as they are chemically bonded, even a complete segregation of subchains
a andb cannot lead to a macroscopic phase separation. Only a local micro-phase separation occurs:
micro-domains rich inA andB are formed.

In [12] Ohta and Kawasaki introduced a free energy functional

F(u) =

∫
Ω

[
ε2

2
|∇u|2 +W(u)+

σ

2
|(−∆)−1/2(u−m)|2

]
dx.

The original formula in [12] is given for the whole space. The expression here on a bounded domain
first appeared in Nishiura and Ohnishi [10].

The two unlike monomer units are represented byu = −1 andu = 1 respectively. The con-
nectivity of the monomers in a chain leads to the long range interaction(σ/2)|(−∆)−1/2(u−m)|2

in the free energy. Here−∆ is viewed as a positive operator, and(−∆)−1/2 is the square root
of its inverse. The parameterσ is proportional to the inverse of the square root of the total chain
length of the copolymer.(ε2/2)|∇u|2 represents the interfacial energy density at bonding points.
The parameterε is proportional to the thickness of interfaces between the two monomers.m stands
for the mass ratio of the two monomer units.
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When this free energy is minimized, the first term of the integrand prefers large blocks of
monomers, thereby reducing the combined size of interfaces between the two monomers. The
functionW in the second term is a double-well potential with two global minima at−1 and 1,
reflecting its preference for segregated monomers over mixtures. The third term, most interesting
to us, depends onu nonlocally, through a global operator(−∆)−1/2. It favors rapid oscillation
between the two monomers. When all these factors compete, the phenomenon known as micro-
phase separation occurs.

The one-dimensional caseΩ = (0,1) is particularly interesting because of the laminar
structures observed in diblock copolymers. In an earlier paper [13] we studied the parameter
rangeσ ∼ ε. Physically this means that the size of the sample is of orderN2/3l whereN , the
polymerization index, is the number of monomers in a chain molecule andl is the average distance
between two adjacent monomers. We proved the existence of a family of local minima whenε is
small, which are nearly periodic with the sizes of periods comparable to the size of the domain
(0,1).

In this paper we study a different parameter rangeσ ∼ 1. Physically we are taking a larger
sample of sizeNl. The admissible set is

Xm =

{
u ∈ W1,2(0,1) :

∫ 1

0
u(x)dx = m

}
, m ∈ (−1,1). (1.1)

The constraint
∫ 1

0 u = m reflects the total mass of one of the two micro-components. It must be in
(−1,1) in order to have a mix of the two monomer units (u = −1 andu = 1 respectively).

We restate the functional as

Iε(u) =

∫ 1

0

[
ε2

2
|u′

|
2
+W(u)+

1

2
|(−D2)−1/2(u−m)|2

]
dx, (1.2)

which we call theenergyof u. The second order derivative operator

−D2 :

{
v ∈ W2,2 : v′(0) = v′(1) = 0,

∫ 1

0
v = 0

}
→

{
w ∈ L2 :

∫ 1

0
w = 0

}
is an isometry. Its inverse is positive from{w ∈ L2 :

∫ 1
0 w = 0} to itself. We denote the square root

of this inverse by(−D2)−1/2. For everyu ∈ Xm we can solve

−v′′
= u−m, v′(0) = v′(1) = 0,

∫ 1

0
v = 0

for v. Thisv is often denoted by(−D2)−1(u−m). Then (1.2) becomes

Iε(u) =

∫ 1

0

[
ε2

2
|u′

|
2
+W(u)+

1

2
|v′

|
2
]

dx. (1.3)

Let uε be a global minimum ofIε in Xm, i.e.

Iε(uε) = min
u∈Xm

Iε(u). (1.4)

The existence ofuε is guaranteed by the usual variational argument.uε solves the Euler–Lagrange
equation

−ε2u′′
+ f (u)+ (−D2)−1(u−m) = λ

wheref = W ′. The constantλ, the Lagrange multiplier, is unknown.
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Definingvε = (−D2)−1(uε − m) andλε to be the Lagrange multiplier associated withuε , we
rewrite the Euler–Lagrange equation foruε , vε andλε as

−ε2u′′
+ f (u)+ v = λ,

−v′′
= u−m,

u′(0) = u′(1) = v′(0) = v′(1) = 0,∫ 1
0 u = m,

∫ 1
0 v = 0.

(1.5)

Note that without the nonlocal interaction term in (1.2) we have the more familiar functional

Kε(u) =

∫ 1

0

[
ε2

2
|u′

|
2
+W(u)

]
dx. (1.6)

Minimizers inXm of Kε are well known. Whenε is small,Kε has two global minima. One of them
has a transition layer, whose width is of orderε, from −1 to 1. The second is the reversal, i.e. the
reflection with respect to the vertical line at 1/2, of the first (see Carr, Gurtin and Slemrod [1]).

The goal of this paper is to prove the following three theorems for the global minima of the
nonlocal problemIε .

THEOREM 1.1 For smallε every global minimumuε is necessarily periodic, with exactlyNε/2
periods, whereNε is the number of transition layers ofuε .

THEOREM 1.2 For smallε, Iε has either two or four global minima. The case of two global minima
is generic.

THEOREM 1.3 The period of the global minima ofIε has the asymptotic expansion(
96c0ε

(1 −m2)2

)1/3

+O(ε2/3),

wherec0 is defined in (2.6).

The proofs are rather straightforward, though some estimates in this paper look tedious. We
obtain sharp lower and upper bounds forIε(uε). The upper bound is deduced by a test function
argument. The lower bound, which is harder to come by, comes after a careful study ofuε .

With these bounds we study the length scale between adjacent transition layers ofuε . A layer is
characterized by a pointx whereuε(x) is not close to−1 or 1. For technical reasons we set a value
α ∈ (−1,1), defined in (2.5), and say thatx is anα-point if uε(x) = α. An α-point thus identifies a
transition layer. We show that the distance between any two adjacentα-points ofuε is comparable
to ε1/3.

The proof of this fact is in Sections 6 and 7. We denote intervals separated by theα-points by
pi andqi . On api interval,uε is greater thanα, and on aqi interval, it is less thanα. In Proposition
6.1 we show thatpi = O(ε1/3) andqi = O(ε1/3). Then in Proposition 7.1 we improve the two
estimates topi ∼ ε1/3 andqi ∼ ε1/3.

Proposition 7.1 has the implication that the distance between any two adjacent zeros ofv′
ε is also

comparable toε1/3. This allows us to localizeIε to intervals separated by these zeros. After rescaling
such intervals to(0,1) we obtain a functional similar toIε , but with a different parameter range.
This new functional was the same as the one studied by the authors in [13]. The three theorems
follow from some convexity properties of the functionalIε .
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The most important step in proving Proposition 6.1 is the establishment of a good lower bound
for Iε(uε) in Section 5. This idea was used by Ni, Takagi and the second author in a series of
papers (e.g. [7, 8, 9, 21]), but in different settings. There the solutions are all spiky, instead of being
periodic.

The special case thatm = 0 andW(−r) = W(r) was studied by M̈uller in [5]. He actually had
a different looking functional

Ĩε(w) =

∫ 1

0
[ε2

|w′′
|
2
+ W̃ (w′)+ w2] dx

in the admissible set{w ∈ W2,2(0,1) : w(0) = w(1) = 0}. Under the assumptionW(r) = W(−r),
it was proved in [5] that global minima of̃Iε are periodic.

Ĩε itself has an interpretation in the elasticity theory. Imaginew as the displacement of an
elastic bar under a loading device.w′ is the strain field. The deformation ofw gives rise to
some elastic energy whose density isε2

|w′′
|
2

+ W(w′). Also assume that the bar is placed on an
elastic foundation. The foundation interacts with the bar and contributes to some more energy with
densityw2. Adding these two terms we arrive atĨε , the total energy of the system. See Truskinovsky
and Zanzotto [19, 20] for more details.

To see howĨε is related toIε , letu be an element inXm andv = (−D2)−1(u−m). Setw = v′.
Thenw′

= v′′
= m− u, w′′

= −u′, and

Iε(u) =
1

2

∫ 1

0
[ε2

|w′′
|
2
+ 2W(m− w′)+ w2] dx =

1

2
Ĩε(w),

if W̃ (r) = 2W(m − r). Since bothW̃ andW have two global minima at−1 and 1,m must be 0.
What was proved in [5] translates to the statement that whenW(r) = W(−r) andm = 0, the global
minimizers ofIε are periodic.

W(r) = W(−r) may look like a technical restriction, but actually, together withm = 0, it
imposes mathematically a symmetry within each period of a minimizeruε . If T is a period, then
uε(x) = −uε(T −x) for x ∈ (0, T ). The use of this symmetry is a key ingredient in [5]. In terms of
applicationsm = 0 requires that each of the two monomer units make exactly half of the volume,
which is not a suitable condition for general copolymers.

We will prove the three theorems without assumingW(r) = W(−r) or m = 0. Within each
period,uε has no more symmetry. Insteaduε is close to 1 on a portion of the period and close to−1
on another portion, generally of a different size, leaving the average ofuε equal tom.

Our approach to the general case departs significantly from Müller’s, when we analyze the
important quantityE(ε, l), defined at the beginning of Section 10. Herel is the distance between
two adjacent zeros ofv′

ε . In the symmetric case (W(r) = W(−r),m = 0)E is convex with respect
to l in a wide range ofε and l: ε 6 Cl/|log l|, as shown in [5]. This fact depends on a lower
bound for eigenvalues of a linear problem (see Proposition 9.1 and the remark after its proof), when
the symmetry condition is imposed. Without symmetry that linear problem has small eigenvalues.
It turns out that the convexity ofE is valid if we can show thatε and l lie in a narrower range:
C1ε

1/3 6 l 6 C2ε
1/3. The remarks earlier after the statements of the three theorems explained how

we prove this difficult estimate.
Other references on this subject include Ohnishiet al. [11], Fife and Hilhorst [3], Choksi [2],

Henry [4], Ren and Wei [14]–[18], and Muratov [6].
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When estimating quantities, we adoptO(. . .), o(. . .), ∼ convention. A term, sayvε , satisfies
vε = O(ε1/3) if there exists a constantC independent ofε such that|vε(x)| 6 Cε1/3 for all
x ∈ (0,1). A term, sayvε , satisfiesvε = o(ε1/3 logε) if there exists a functionC(ε), C(ε) ↘ 0 as
ε ↘ 0, such that|vε(x)| 6 C(ε)|ε1/3 logε| for all x.O(. . .) ando(. . .) also appear in inequalities.
For instance, a term, sayuε , satisfiesuε 6 1+O(ε1/3) if there existsC > 0 such thatuε(x)− 1 6
Cε1/3 for all x. ∼ indicates a comparability relation between two quantities. A term, saypi , satisfies
pi ∼ ε1/3 if there exist constantsC1 andC2 such thatC1ε

1/3 6 pi 6 C2ε
1/3 for all i.

We require that all estimating quantities, likeC, C1, C2, or C(·), depend onm and the overall
shape ofW only. Therefore all estimates involvingO, o or ∼ in this paper areuniformwith respect
to any variable/parameter that may appear, likex in vε(x) andi in pi .

2. The local energy functionalKε

The functionW in the definition ofIε is a balanced double well. More precisely:

1. W : (−∞,∞) → [0,∞) isC5.
2. W(r) = 0 atr = −1 andr = 1, andW(r) > 0 at any otherr.
3. There exista andb, a > −1, a < b, b < 1 such thatW ′′(r) > 0 on(−∞, a) ∪ (b,∞) and
W ′′(r) < 0 on(a, b).

4. W ′′ is bounded.
5. W ′ grows linearly, i.e. there existC1 andC2 such thatC1|r| 6 |W ′(r)| 6 C2|r| whenr is

large.

We have made these conditions consistent with the ones in the reference papers, like [1, 5]. The
derivative ofW is always denoted byf , and the local maximum ofW between−1 and 1 byω.

Next we list some well-known properties of the equation

− U ′′
+ f (U) = 0. (2.1)

It has the first integral
− |U ′

|
2
+ 2W(U) = 2γ. (2.2)

This first integral gives us a phase portrait of trajectories in theU vs.U ′ plane. The two equilibria
(−1,0), (1,0) correspond to the two global minima ofW at−1 and 1. The third equilibrium(ω,0),
ω ∈ (−1,1), comes from the local maximumω of W . There are two heteroclinic orbits connecting
(−1,0) to (1,0). They bound a family of periodic trajectories that in turn enclose(ω,0). The
remaining trajectories are unbounded.

One heteroclinic solution is denoted byH which solves

−H ′′
+ f (H) = 0, H(0) = α, H(±∞) = ±1. (2.3)

The constantα is a number between−1 and 1 defined later in (2.7) to identify transition layers.
H has the first integral

− |H ′
|
2
+ 2W(H) = 0. (2.4)

LEMMA 2.1 1. There existsC > 0 such that ast → ±∞, H(t) = ±1 + O(e−C|t |), H ′(±t) =

O(e−Ct ), andH ′′(±t) = O(e−Ct ).
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2. LetGs , s > 0, be the increasing solution of−G′′
s + f (Gs) = 0 withGs(0) = α andG′(s)

= 0. Then‖Gs−H‖L∞(0,s) = O(e−νs) for a constantν > 0. IfGs is the decreasing solution
of the same equation and boundary conditions, then‖Gs −H(−·)‖L∞(0,s) = O(e−νs).

Proof. 1. From (2.4) we obtain

t =

∫ t

0
dτ =

∫ t

0

dH(τ)

H ′(τ )
=

∫ H(t)

α

dH
√

2W(H)
∼ − log(1 −H(t)).

The convergence rates at∞ then follow. The case oft → −∞ is similar.
2. The constantγ in (2.2) isW(Gs(s)) whenU = Gs . The estimate in this part follows by

comparing the time variable

t =

∫ t

0
dτ =

∫ Gs (t)

0

dGs
√

2W(Gs)− 2W(Gs(s))

of Gs with that ofH in part 1. 2

LEMMA 2.2 1. LetG be a bounded solution of−Ψ ′′
+ f ′(H)Ψ = 0 on (a,∞), (−∞, a), or

(−∞,∞), whereH is the heteroclinic solution defined in (2.3). Then there exists a constant
c such thatΨ = cH ′ andH ′

∈ W1,2(−∞,∞).
2. There exists a constantι > 0 such that for veryΦ ∈ W1,2(−∞,∞) with∫

∞

−∞

ΦH ′ dt = 0,
∫

∞

−∞

[|Φ ′
|
2
+ f ′(H)Φ2] dt > ι

∫
∞

−∞

Φ2 dt.

Proof. 1. H ′ is obviously a solution of the linear equation. It is bounded and positive. Another
linearly independent solution isR(t) = H ′(t)

∫ t
0 ds/(H ′(s))2. Then there existc andc∗ such that

Ψ = cH ′
+ c∗R. HoweverR(±∞) = ±∞, whileΨ is bounded. Soc∗ = 0.

To see thatH ′
∈ W1,2(−∞,∞) we return to the first integral (2.4), the equation (2.3), and the

phase portrait, to compute∫
∞

−∞

(H ′(t))2 dt =

∫ 1

−1

√
2W(H)dH,

∫
∞

−∞

(H ′′(t))2 dt =

∫ 1

−1

(f (H))2
√

2W(H)
dH.

Both integrals on the right sides are convergent.
2.H is a global minimum of

∫
∞

−∞
[ 1

2|G′
|
2
+W(G)] dt in {G ∈ W

1,2
loc (−∞,∞) : G(±∞) = ±1}.

0 is the principal eigenvalue of the second variation atH , corresponding to an eigenfunctionH ′.
The next eigenvalue gives rise toι. 2

Let α ∈ (−1,1) be the number so that∫ 1
α

√
W(s)ds

1 +m
=

∫ α
−1

√
W(s)ds

1 −m
. (2.5)

Also define

c−1 =
√

2
∫ α

−1

√
W(s)ds, c1 =

√
2

∫ 1

α

√
W(s)ds, c0 = c−1 + c1. (2.6)
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(2.5) implies that
c1

1 +m
=

c−1

1 −m
. (2.7)

The numberα will be used to identify transition layers. Ifuε is a global minimum ofIε in Xm,
we sayx ∈ (0,1) is anα-point of uε if uε(x) = α. Of course any number in(−1,1) can be used
to identify transition layers ofuε . The reason why we choose this particular value will come out in
Section 6.

Finally we consider the functionalKε in (1.6) on various admissible sets. Let

k(ε) = min{Kε(u) : u ∈ Xm},

k−1(ε) = min{Kε(u) : u ∈ W1,2(0,1), u(0) = u(1) = α, u 6 α},

k1(ε) = min{Kε(u) : u ∈ W1,2(0,1), u(0) = u(1) = α, u > α}, (2.8)

kh
−1(ε) = min{Kε(u) : u ∈ W1,2(0,1), u(0) = α, u 6 α},

kh1(ε) = min{Kε(u) : u ∈ W1,2(0,1), u(0) = α, u > α}.

LEMMA 2.3 There existsµ > 0 for the following statements.

1. k(ε) = c0ε +O(ε−µ/ε).
2. k−1(ε) = 2c−1ε +O(e−µ/ε).
3. k1(ε) = 2c1ε +O(e−µ/ε).
4. kh

−1(ε) = c−1ε +O(e−µ/ε).
5. kh1(ε) = c1ε +O(e−µ/ε).

Proof. Part 1 was proved in [1, Theorem 8.1]. The proofs of 2–5 are standard and we only show a
sketch for 5.

RecallH in (2.3). UseH(x/ε) > α on(0,1) as a test function to computeKε(H(·/ε)). Because
of (2.3), we find

Kε(H(·/ε)) =
√

2
∫ 1

0

√
W(H)H ′(x/ε)dx = ε

√
2

∫ H(1/ε)

α

√
W(H(t))dt.

Due to the exponential convergence rate ofH(t) → 1 ast → ∞ (Lemma 2.11),

kh1(ε) 6 εc1 +O(ε−C/ε). (2.9)

Now we show that the inequality (2.9) is indeed an equality. Letwε be a global minimum ofKε in
the admissible set{u ∈ W1,2(0,1) : u(0) = α, u > α}, whose existence is guaranteed by the theory
of obstacle problems. Thenwε satisfies the variational inequality∫ 1

0
[ε2w′

ε(φ
′
− w′

ε)+ f (wε)(φ − wε)] dx > 0 (2.10)

for everyφ in the same admissible set.
The theory of variational inequalities asserts thatwε ∈ W2,2(0,1). Let S = {x ∈ (0,1) :

wε(x) = α}, U = (0,1) \ S. ThenU is open andS relatively closed in(0,1). We show thatS = ∅.
Let x ∈ S. Thenwε(x) = α andw′

ε(x) = 0. It follows from (2.10) that

− ε2w′′
ε + f (wε) = 0 (2.11)

onU . If we multiply the equation byw′
ε , then sincew′

ε = 0 onS, on the whole(0,1) there is a first
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integral
−ε2

|w′
ε |

2
+ 2W(wε) = −ε2

|w′
ε(x)|

2
+ 2W(wε(x)) = 2W(α).

This implies thatW(wε) > W(α). ThenKε(wε) > W(α) > 0, which is inconsistent with (2.9) for
smallε. This proves that no suchx exists andS = ∅. Sowε solves (2.11) on(0,1).

At x = 1, (2.10) allows two possibilities:

A: wε(1) > α andw′
ε(1) = 0, or

B: wε(1) = α.

We first consider case A. Setx = εt , U(t) = wε(εt). We suppress the dependence ofU on ε to
keep notations simple.U satisfies (2.2). The constantγ there can be evaluated att = 1/ε where
U ′(1/ε) = 0. Soγ byW(U(1/ε)).

As ε ↘ 0, we haveU ′(0) ↗ H ′(0), γ ↘ 0 and the trajectory ofU , which is a periodic orbit
inside the two heteroclinic orbits, approaches that ofH . It also follows thatU(1/ε) tends to 1 from
the left. Without ambiguity, for smallε denote thisU(1/ε) = W−1(γ ).

Now we viewγ , instead ofε, as the controling parameter. (2.2) implies that the duration is

1

ε
=

∫ 1/ε

0
dt =

∫ W−1(γ )

α

dU
√

2(W(U)− γ )
∼ logγ,

and the local energy satisfies the estimate

ε−1Kε(wε)− c1 =

∫ 1/ε

0

[
|U ′

|
2

2
+W(U)

]
dt − c1 =

∫ W−1(γ )

α

2W(U)− γ
√

2(W(U)− γ )
dU − c1

∼ γ logγ

asγ ↘ 0. This yields the estimate in 5. of this lemma.
Finally we rule out case B. If we again setU = wε(εt), then in the phase portrait this solution

corresponds to a part of a periodic trajectory as well. However att = 1/ε, (U(1/ε), U ′(1/ε)) is the
mirror image of(U(0), U ′(0)) about the horizontal axis. After a similar argument of phase plane
analysis, we findKε(wε) = 2c1ε +O(e−µ/ε), contradicting (2.9). 2

The constantsµ in Lemma 2.3 andν in Lemma 2.1 are henceforth fixed. They depend onW

andm only.

LEMMA 2.4 Letwε be a global minimum ofKε in Xm. Define

w1(x) =

{
−1, x ∈ (0, 1−m

2 ),

1, x ∈ (1−m
2 ,1),

w2(x) =

{
1, x ∈ (0, 1+m

2 ),

−1, x ∈ (1+m
2 ,1).

Then either
∫ 1

0 |wε − w1| dy = O(ε logε), or
∫ 1

0 |wε − w2| dy = O(ε logε). For smallε, wε is
increasing in the first case and decreasing in the second case.

Proof. See Theorems 3.1 and 9.1 of [1]. 2

3. An upper bound of Iε(uε)

Let us agree on the notation Ave(w) for the mean ofw, i.e. if w is defined on(a, b) then

Ave(w) =

∫ b
a
w(x)dx

b − a
. (3.1)
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LEMMA 3.1 1. For every positive integerN ,

Iε(uε) 6 c0εN +
(1 −m2)2

24N2
+O

(
−
ε

N
log(εN)+ e−µ/(εN)

)
.

2. If N is taken to be the integer closest to

(
(1 −m2)2

12εc0

)1/3

, then

Iε(uε) 6 c
2/3
0 (1 −m2)2/3

(
9

32

)1/3

ε2/3
+O(ε4/3 logε).

Proof. LetN be a positive integer and(0,1) be equally divided byN . Setl = 1/N . Minimize over
u ∈ W1,2(0, l), subject to Ave(u) = m, the quantity∫ l

0

[
ε2

2
|u′

|
2
+W(u)

]
dx

to findu0,ε . By rescalingx = lz, we see thatU0,ε(z) = u0,ε(lz) minimizesKε/ l in Xm and∫ l

0

[
ε2

2
|u′

0,ε |
2
+W(u0,ε)

]
dx = l

∫ 1

0

[
ε2

2l2
|U ′

0,ε |
2
+W(U0,ε)

]
dz

= lKε/ l(U0,ε) = lk(ε/ l).

Extendingu0,ε to (0,1) by anti-symmetric reflection and using it as a test function for an upper
bound ofIε(uε), we find∫ 1

0

[
ε2

2
|u′

0,ε |
2
+W(u0,ε)

]
dx = Nlk

(
ε

l

)
= k(εN) = c0εN +O(e−µ/(εN)), (3.2)

where the last equation comes from Lemma 2.3.
To estimate the nonlocal part ofIε(u0,ε), let v0,ε be the solution of−v′′

= u0,ε − m, v′(0) =

v′(l) = 0, Ave(v) = 0. Through anti-symmetric reflectionv0,ε is extended to(0,1) andv0,ε =

(−D2)−1(u0,ε −m).
Estimatev0,ε by comparing it withv0 which solves−v′′

= u0 −m, v′(0) = v′(l) = 0, Ave(v)
= 0. Hereu0 is a step function with one jump from−1 to 1, satisfying Ave(u0) = m. Scale(0, l)
to (0,1). LetU0(z) = u0(lz), i.e.

U0(z) =

{
−1, z 6 (1 −m)/2,

1, z > (1 −m)/2.
(3.3)

Let V0(z) = l−2v0(lz). ThenV0 = (−D2)−1(U0 −m).
We record the expression forV0 for later purposes:

V0 =


1 +m

2

[
z2

−

(
1 −m

2

)2]
−
(1 −m2)m

6
, z ∈ [0, 1−m

2 ],

−
1 −m

2

[
(1 − z)2 −

(
1 +m

2

)2]
−
(1 −m2)m

6
, z ∈ [ 1−m

2 ,1].

(3.4)
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RecallU0,ε(z)=u0,ε(lz). DefineV0,ε(z)= l
−2v0,ε(lz). It is clear thatV0,ε=(−D

2)−1(U0,ε−m).
Therefore‖v0,ε‖∞ = l2‖V0,ε‖∞ = O(l2) and‖v0‖∞ = l2‖V0‖∞ = O(l2).

Apply Lemma 2.4 toU0,ε , a minimum ofKε/ l , to obtain∫ 1

0
|U0,ε − U0| dz = O

(
ε

l
log

(
ε

l

))
,

which yields∫ l

0
|u0,ε − u0| dx = l

∫ 1

0
|U0,ε − U0| dz = lO

(
ε

l
log

(
ε

l

))
= O

(
ε log

(
ε

l

))
.

Then by multiplying the equation−D2w = u0,ε − u0 that v0,ε − v0 satisfies byv0,ε + v0 and
integrating by parts, we find∫ l

0
(|v′

0,ε |
2
− |v′

0|
2)dx =

∫ l

0
(v′

0,ε − v′

0)(v
′

0,ε + v′

0)dx =

∫ l

0
(u0,ε − u0)(v0,ε + v0)dx

= O(ε log(ε/ l))‖v0,ε + v0‖∞ = O(εl2 log(ε/ l)).

On the interval(0,1),∫ 1

0
(|v′

0,ε |
2
− |v′

0|
2)dx = O(εl log(ε/ l)) = O

(
ε

N
log(εN)

)
.

∫ 1
0

1
2|v′

0|
2 dx can be evaluated (using (3.4), or see formulae (3.7) and (3.8) of [13]):∫ 1

0

1

2
|v′

0|
2 dx =

(1 −m2)2

24N2
.

Thus the nonlocal part ofIε(u0,ε) is bounded by

(1 −m2)2

24N2
+O

(
ε

N
log(εN)

)
.

Combining this with (3.2), we obtain the first part of the lemma.
This estimate hints that the number ofα-points ofuε is of orderε−1/3. WhenN is taken to be

the integer closest to((1 − m2)2/(12εc0))
1/3, the optimal integer that minimizes the right side of

Lemma 3.11, we derive assertion 2. 2

4. Some implications of the upper bound

PROPOSITION4.1 1. ‖vε‖∞ = O(ε1/3).
2. λε = O(ε1/3).
3. −1 +O(ε1/3) 6 uε 6 1 +O(ε1/3).
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Proof. Lemma 3.12 implies
∫ 1

0 |v′
ε |

2 6 Cε2/3. And since
∫ 1

0 vε = 0, we find‖vε‖∞ = O(ε1/3).

Also by the same lemma
∫ 1

0 W(uε) 6 Cε2/3. Integrating (1.51) we find

|λε | =

∣∣∣∣∫ 1

0
f (uε)dx

∣∣∣∣ 6
∫ 1

0
|f (uε)| dx 6 C

∫ 1

0
W1/2(uε)dx 6 C

(∫ 1

0
W(uε)dx

)1/2

6 Cε1/3.

The equation (1.51) yields −ε2u′′
ε + f (uε) = O(ε1/3). Let xε be a global maximum ofuε .

Then u′′
ε (xε) 6 0, whether or notxε is on the boundary, sinceu′

ε(0) = u′
ε(1) = 0. So

f (uε(xε)) 6 O(ε1/3), which impliesuε(xε) 6 1 + O(ε1/3). The lower bound foruε follows
by a similar argument. 2

It is often necessary to inspectuε in a scale comparable toε. Let xε ∈ (0,1) be an arbitrary
point. Introducet andUε so thatεt + xε = x andUε(t) = uε(x). According to Proposition 4.11,2,
Uε satisfies

−U ′′
ε + f (Uε) = O(ε1/3) (4.1)

on the expanding interval(−xε/ε, (1− xε)/ε). Since Proposition 4.13 implies|Uε | 6 1+O(ε1/3),
the regularity theory of second order differential equations asserts that along any sequenceUεn of
Uε with εn → 0 there exists a subsequence that converges locally (at least) inC1 to a functionG
which satisfies

−G′′
+ f (G) = 0, −1 6 G 6 1, (4.2)

on the whole interval(−∞,∞), or a half-interval(a,∞) or (−∞, b).
Observing the phase portrait of this equation, we conclude thatG must be either

A: a heteroclinic solution, i.e. a translate or a reversed translate ofH defined in (2.3),
B: the constant solution−1 or the constant solution 1,
C: the constant solutionω (the local maximum ofW between−1 and 1), or
D: a periodic solution whose trajectory is bounded by the two heteroclinic orbits in the phase

portrait.

LEMMA 4.2 Cases C and D do not occur.

Proof. We prove this by contradiction. Suppose thatG is the unstable constantω or a periodic
solution. We will construct a function whose energy is lower than that ofuε , contradicting the fact
thatuε is a minimizer. To make notations manageable, any sequence or further subsequences ofuε
will still be denoted byuε instead ofuεn .

Take a large numberθ > 3, to be determined later. Always letθ be an integer multiple of the
period ofG if G is periodic. Without loss of generality we assume lim supxε 6 1/2. Let ξ be a
smooth function defined on(−∞,∞) so thatξ(t) = 0 if t 6 0, ξ(t) = 1 if t > 1, |ξ(t)| 6 1 for
all t . For eachr ∈ (1, θ − 2) define

Uε,r(t) =


Uε(t), t 6∈ (0, θ),

(Uε(t)+ 1)(1 − ξ(t))− 1, 0 6 t 6 r,

2ξ(t − r)− 1, r 6 t 6 r + 1,

(Uε(t)− 1)ξ(t − θ + 1)+ 1, r + 1 6 t 6 θ.

(4.3)

We have replacedUε in the interval(0, θ) by a function which is−1 on(1, r) and 1 on(r+1, θ−1).
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Similarly set

Fr(t) =


G(t), t 6∈ (0, θ),

(G(t)+ 1)(1 − ξ(t))− 1, 0 6 t 6 r,

2ξ(t − r)− 1, r 6 t 6 r + 1,

(G(t)− 1)ξ(t − θ + 1)+ 1, r + 1 6 t 6 θ.

(4.4)

SinceUε → G in C1[0, θ ], Uε,r → Fr in C1[0, θ ]. We need to chooser properly to have
∫ θ

0 Uε,t =∫ θ
0 Fr , so later the function that we will construct to have lower energy will be in the admissible

setXm.
Sinceθ is a multiple of the period ofG if G is periodic, we see thatθ−1

∫ θ
0 G(t)dt ∈ (−1,1) is

independent ofθ . Takeη > 0 so small thatθ−1
∫ θ

0 G(t)dt ± η ∈ (−1,1). First set

r = r1 =
1 − θ−1

∫ θ
0 G(t)dt + η

2
θ.

Clearlyr1 ∈ (1, θ − 2) whenθ is large. Asθ → ∞, by the definition (4.4) ofFr ,

1

θ

∫ θ

0
Fr1(t)dt →

1

θ

∫ θ

0
G(t)dt − η.

Then set

r = r2 =
1 − θ−1

∫ θ
0 G(t)dt − η

2
θ,

which is also in(1, θ − 2) whenθ is large. Asθ → ∞,

1

θ

∫ θ

0
Fr2(t)dt →

1

θ

∫ θ

0
G(t)dt + η.

Therefore if we chooseθ large enough then

1

θ

∫ θ

0
Fr1(t)dt <

1

θ

∫ θ

0
G(t)dt <

1

θ

∫ θ

0
Fr2(t)dt.

After this largeθ is chosen, we takeε so small that

1

θ

∫ θ

0
Uε,r1(t)dt <

1

θ

∫ θ

0
Uε(t)dt <

1

θ

∫ θ

0
Uε,r2(t)dt.

With bothθ andε chosen we setr ∈ (r1, r2) so that
∫ θ

0 Uε,r(t)dt =
∫ θ

0 Uε(t)dt .
Back to thex-coordinate, we defineuε,r(x) = Uε,r(t) which is in the admissible setXm. We

now proceed to compare the energy ofuε anduε,r , starting with the local part. Asε ↘ 0,∫ θ

0
|U ′
ε,r |

2 dt →

∫ θ

0
|F ′
r |

2 dt =

∫ 1

0
|F ′
r |

2 dt +
∫ r+1

r

|F ′
r |

2 dt +
∫ θ

θ−1
|F ′
r |

2 dt,

which is bounded from above by a number independent ofθ andr. The same is true for∫ θ

0
W(Uε,r)dt →

∫ θ

0
W(Fr)dt.
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So there existsC > 0 independent ofθ andr such that∫ θ

0

[
|F ′
r |

2

2
+W(Fr)

]
dt 6 C.

Then for smallε,∫ xε+εθ

xε

[
ε2

2
|u′
ε,r |

2
+W(uε,r)

]
dx = ε

∫ θ

0

[
|U ′
ε,r |

2

2
+W(Uε,r)

]
dt 6 2εC. (4.5)

On the other hand sinceG, periodic or unstable constant, lies strictly away from−1 and 1, there
existsc > 0, independent ofθ , such that

∫ θ
0 W(G(t))dt > cθ . Therefore∫ θ

0

[
|G′

|
2

2
+W(G)

]
dt > cθ.

Then for smallε,∫ xε+εθ

xε

[
ε2

2
|u′
ε |

2
+W(uε)

]
dx = ε

∫ θ

0

[
|U ′
ε |

2

2
+W(Uε)

]
dt >

εθc

2
. (4.6)

We see that the local energy is reduced ifθ is large.
To compare the nonlocal energy we work with thex-coordinate. Setvε,r = (−D2)−1(uε,r −m).

Thenv′
ε,r andv′

ε agree outside(xε, xε + εθ). Clearlyv′
ε,r = O(1) andv′

ε = O(1) becauseuε,r and
uε are of orderO(1). Since−(v′

ε,r − v′
ε)

′
= uε,r − uε on (xε, xε + εθ), it follows thatv′

ε,r − v′
ε =

O(εθ) there. Then∫ xε+εθ

xε

|v′
ε,r |

2 dx −

∫ xε+εθ

xε

|v′
ε |

2 dx =

∫ xε+εθ

xε

(v′
ε,r − v′

ε)(v
′
ε,r + v′

ε)dx

=

∫ xε+εθ

xε

O(εθ) ·O(1)dx = O(ε2θ2).

Combining this with (4.5) and (4.6) we deduce

Iε(uε,r)− Iε(uε) 6 2εC −
εθc

2
+O(ε2θ2).

Just as in the construction ofUε,r , we first chooseθ large and thenε small, soIε(uε,r) < Iε(uε). 2

We first use this lemma to studyα-points ofuε . Recall from Section 2 thatx is anα-point if
uε(x) = α.

PROPOSITION4.3 Whenε is small,u′
ε(xε) 6= 0 at everyα-pointxε .

Proof. From Lemma 4.2,uε(εt + xε) → G locally in C1, whereG is heteroclinic or±1. Since
uε(xε) = α, G(0) = α. ThenG(t) = H(t) or G(t) = H(−t) (H is defined in (2.3).) Then
εu′
ε(xε) → ±H ′(0) 6= 0. 2

The proof actually says more:u′
ε(xε) → ±∞. Proposition 4.3 implies that theα-points ofuε

arenondegenerate, meaning that every time the graph ofuε touches the horizontal levelα, it crosses
it. The next application of Lemma 4.2 shows thatα-points do not appear in any neighborhood of the
boundary of(0,1) whose size is of orderε.
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PROPOSITION4.4 If xε is anα-point ofuε , then

ε

xε
= o(1) and

ε

1 − xε
= o(1).

Proof. Of course one ofε/xε = o(1) andε/(1 − xε) = o(1) must hold. Suppose the former is true
and the latter is false. Then we can assume(1 − xε)/ε → b > 0. LetUε(t) = uε(εt + xε). Again
by Lemma 4.2,Uε(t) converges toH(t) orH(−t) locally inC1. However 0= U ′((1 − xε)/ε) →

±H ′(b) 6= 0. A contradiction. 2

These two propositions imply that the number ofα-points is finite for each smallε. Denote
them byx1, . . . , xNε , in increasing order. We suppress the dependence of thexi ’s on ε to simplify
notation. Throughout the rest of the paper we assume without loss of generality thatuε > 0 on
(0, x1) andNε is even. We setMε = Nε/2. Let{

p1 = x1, p2 = x3 − x2, . . . , pMε+1 = 1 − xNε ,

q1 = x2 − x1, q2 = x4 − x3, . . . , qMε = xNε − xNε−1.
(4.7)

When no confusion exists we call the interval whose length ispi thepi interval, and the interval
whose length isqi theqi interval. Because of the nondegeneracy of thexi ’s, uε > α on everypi
interval anduε < α on everyqi interval. The last interval(xNε ,1) ispMε+1. Again thepi ’s andqi ’s
depend onε. With this setting theα-pointx2i−2 is followed by thepi interval, which is followed by
x2i−1, which is followed by theqi interval.

PROPOSITION4.5 ε/pi = o(1) andε/qi = o(1).

Proof. The cases ofp1 andpMε+1 are already covered by Proposition 4.4. Suppose this proposition
is false. There exist adjacentα-points xε and x∗

ε such that(x∗
ε − xε)/ε → d > 0. Again the

convergence is really along a sequenceεn of ε, but we stay withε. We can assumeuε > α on
(xε, x

∗
ε ). LetUε(t) = uε(εt + xε).

If d = 0, then there existstε ∈ (0, (x∗
ε − xε)/ε) such thatU ′

ε(tε) = 0. As ε ↘ 0, we have
(x∗
ε − xε)/ε → 0 andtε → 0. Also by Lemma 4.2 and the facts thatUε(0) = α andUε > α on

(0, (x∗
ε − xε)/ε), Uε(t) → H(t) locally inC1. Then 0= U ′

ε(tε) → H ′(0) 6= 0. A contradiction.
If d > 0, then againUε(t) → H(t). Soα = Uε((x

∗
ε − xε)/ε) → H(d). But H(d) = α is

impossible, sinceH(0) = α andH is strictly increasing. 2

LEMMA 4.6 1. Fori = 2, . . . ,Mε + 1,

‖uε(εt + x2i−2)−H(t)‖C2[0,pi/(2ε)] = O(ε1/3)+O(e−νpi/(2ε)),

‖uε(εt + x2i−2)−H(t)‖C2[−qi−1/(2ε),0] = O(ε1/3)+O(e−νqi−1/(2ε)).

2. Fori = 1, . . . ,Mε ,

‖uε(εt + x2i−1)−H(−t)‖C2[0,qi/(2ε)] = O(ε1/3)+O(e−νqi/(2ε)),

‖uε(εt + x2i−1)−H(−t)‖C2[−pi/(2ε),0] = O(ε1/3)+O(e−νpi/(2ε)).

In this lemma, if an estimate is on the end intervalp1 or pMε+1, then the(2ε)’s on both sides of
the estimate should readε.
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Proof. We only prove the first estimate of Lemma 4.61, since the other three are similar. There are
two different cases. Wheni = 1, . . . ,Mε , uε is estimated on api interval with twoα-pointsx2i−2
andx2i−1 as the boundary. Wheni = Mε + 1, uε is estimated on(x2Mε ,1), an end interval. In
order to study the two cases in a unified way, in this proof we extend the domain ofuε andvε to
(0,1 + pMε+1) by settinguε(x) = uε(2 − x) andvε(x) = vε(2 − x) for x ∈ (1,1 + pMε+1). then
uε andvε still solve (1.5) on(0,1 + pMε+1), anduε(1 + pMε+1) = α. Let x = εt + x2i−2, and
Uε(t) = uε(εt + x2i−2). The proof consists of four steps.

Step 1: ‖Uε − H‖L∞(0,pi/(2ε)) = o(1). As ε ↘ 0, by Proposition 4.5,pi/(2ε) → ∞, and by
Lemma 4.2,Uε → H locally in C1. If this convergence is not inL∞(0, pi/(2ε)), there exists
hε ∈ (0, pi/(2ε)) such that|Uε(hε)−H(hε)| 6→ 0 andhε → ∞. ThusUε(hε) stays away from 1.
ShiftUε(t) toUε(t +hε). LetG be such thatUε(t +hε) → G locally inC1 and−G′′

+f (G) = 0.
ThenG is either 1 or heteroclinic by Lemma 4.2. IfG = 1, thenUε(hε) → 1. A contradiction. If
G is heteroclinic,G(ζ) < α at someζ . ThenUε(ζ + hε) < α whenε is small. This is impossible
since fort = ζ + hε , x = ε(ζ + hε)+ x2i−2 ∈ (x2i−2, x2i−1) whereuε > α.

Step 2: ‖Uε −H‖L∞(0,pi/(2ε)) = O(ε1/3)+O(e−νpi/(2ε)). LetGpi/(2ε) be the increasing solution
of −G′′

+ f (G) = 0 with the boundary conditionsGpi/(2ε)(0) = α andG′

pi/(2ε)
(pi/ε) = 0. Note

thatGpi/(2ε) is part of a periodic trajectory in the phase plane andGpi/(2ε)(pi/ε) = α. We first
show that‖Uε −Gpi/(2ε)‖L∞(0,pi/ε) = O(ε1/3).

On the contrary suppose that‖Uε −Gpi/(2ε)‖L∞(0,pi/ε)ε
−1/3

→ ∞. Let

Ψε =
Uε −Gpi/(2ε)

‖Uε −Gpi/(2ε)‖L∞(0,pi/ε)
.

By Proposition 4.11,2, −U ′′
ε + f (Uε) = O(ε1/3). So−Ψ ′′

ε + f ′(. . .)Ψε = o(1), Ψε(0) = Ψε(pi/ε)

= 0, wheref ′ is evaluated at a number betweenUε andGpi/(2ε), whose exact value is not important
for us. We can assume that the maximum of|Ψε | is achieved athε ∈ [0, pi/ε], and it is a global
maximum, i.e.Ψε(hε) = 1. There are three possibilities for the location ofhε :

A: There existsη > 0 such thathε < η for all ε.
B: There existsη > 0 such thathε > pi/ε − η for all ε.
C: Neither of the above.

If case A occurs, by the fact thatGpi/(2ε) → H in L∞(0, pi/(2ε)) asε → 0, Lemma 2.12, and
Step 1, we findΨε → Ψ locally in C1 whereΨ satisfies−Ψ ′′

+ f ′(H)Ψ = 0 on (0,∞). Since
|Ψ | 6 1, Lemma 2.21 assertsΨ = cH ′ for somec. AlsoΨ (0) = lim Ψε(0) = 0. SinceH ′(0) 6= 0,
c = 0 andΨ = 0. This is clearly inconsistent withΨε(hε) = 1 andhε < η for all smallε.

Case B can be ruled out in the same manner. When case C occurs we assumehε ∈ (0, pi/ε),
hε → ∞ andpi/ε−hε → ∞. By Step 1, or a similar assertion‖Uε−H(pi/ε−·)‖L∞(pi/(2ε),pi/ε) =

o(1), we find that in the equation forΨε , −Ψ ′′
ε (hε) > 0 (since hε is a maximum) and

f ′(. . .)Ψε(hε) → f ′(1) > 0. Thus the equation cannot be satisfied athε when ε is small. So
we have proved that‖Uε −Gpi/(2ε)‖L∞(0,pi/ε) = O(ε1/3). Lemma 2.12 then completes Step 2.

Step 3: ‖U ′′
ε −H ′′

‖L∞(0,pi/(2ε)) = O(ε1/3)+O(e−νpi/ε). From Steps 1, 2 and the equations (4.1)
and (2.3) satisfied byUε andH respectively,

(U ′′
ε −H ′′) = f ′(. . .)(Uε −H)+O(ε1/3) = O(ε1/3)+O(e−νpi/ε).
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Step 4: ‖U ′
ε −H ′

‖L∞(0,pi/(2ε)) = O(ε1/3)+O(e−νpi/ε). LetSε = Uε −H . ThenS = O(ε1/3)+

O(e−νpi/ε) andS′′
= O(ε1/3) + O(e−νpi/ε) by Steps 2 and 3. Assume without loss of generality

h, h+ 1 ∈ (0, pi/(2ε).) (Otherwise considerh, h− 1). Then

O(ε1/3)+O(e−νpi/ε) = Sε(h+ 1) = Sε(h)+ S′
ε(h)+

1

2
S′′
ε (. . .)

= S′
ε(h)+O(ε1/3)+O(e−νpi/ε),

HenceS′
ε(h) = O(ε1/3)+O(e−νpi/ε). 2

5. A lower bound of Iε(uε)

A scaling in Lemma 2.32,3,5 yields a lower bound for the local part ofIε(uε).

LEMMA 5.1 On api or qi interval the local part ofIε(uε) has the lower bound∫
pi

[
ε2

2
|u′
ε |

2
+W(uε)

]
dx >

{
c1ε + piO(e−µpi/ε), i = 1,Mε + 1,

2c1ε + piO(e−µpi/ε), i 6= 1,Mε + 1,∫
qi

[
ε2

2
|u′
ε |

2
+W(uε)

]
dx > 2c−1ε + qiO(e

−µqi/ε).

More difficult to find are the lower bounds for the nonlocal part ofIε(uε).

LEMMA 5.2 On api or qi interval the nonlocal part ofIε(uε) has the lower bound

1

2

∫
pi

|v′
ε |

2 >
(1 −m)2

6
p3
i + p3

iO(ε
1/3)+ p2

iO(ε), i = 1,Mε + 1,

1

2

∫
pi

|v′
ε |

2 >
(1 −m)2

24
p3
i +

pi

2

[
v′
ε(x2i−2)−

(1 −m)pi

2
+ piO(ε

1/3)+O(ε)

]2

+ p3
iO(ε

1/3)+ p2
iO(ε), i 6= 1,Mε + 1,

1

2

∫
qi

|v′
ε |

2 >
(1 +m)2

24
q3
i +

qi

2

[
v′
ε(x2i−1)+

(1 +m)qi

2
+ qiO(ε

1/3)+O(ε)

]2

+ q3
i O(ε

1/3)+ q2
i O(ε), i = 1, . . . ,Mε .

Proof. On (0, x1), with the help of Lemma 4.6, we have

v′
ε(x) = v′

ε(0)−

∫ x

0
(uε −m)dy

= −

∫ x

0
(1 −m)dy +

∫ x

0

[
H

(
p1 − y

ε

)
− uε

]
dy +

∫ x

0

[
1 −H

(
p1 − y

ε

)]
dy

= −(1 −m)x + p1O(ε
1/3)+ p1O(e

−νp1/ε)+O(ε)

= −(1 −m)x + p1O(ε
1/3)+O(ε),
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where the reduction to the last line follows from the estimatep1O(e−νp1/ε) = εO((p1/ε)e−νp1/ε)

= o(ε). This leads to

1

2

∫
p1

|v′
ε |

2 dx =
(1 −m)2p3

1

6
+ p3

1O(ε
1/3)+ p2

1O(ε).

On (x1, x2),

v′
ε(x) = v′

ε(x1)−

∫ x

x1

(uε −m)dy = v′
ε(x1)+ (1 +m)(x − x1)+ q1O(ε

1/3)+O(ε), (5.1)

which implies

1

2

∫
q1

|v′
ε |

2 dx =
1

2

∫
q1

[v′
ε(x1)+ (1 +m)(x − x1)+ q1O(ε

1/3)+O(ε)]2 dx

=
1

2

∫
q1

[v′
ε(x1)+ (1 +m)(x − x1)]

2 dx

+ v′
ε(x1)[q

2
1O(ε

1/3)+ q1O(ε)] + q3
1O(ε

1/3)+ q2
1O(ε)

=
[v′
ε(x1)+ (1 +m)(x − x1)]3

6(1 +m)

∣∣∣∣x=x2

x=x1

+ v′
ε(x1)[q

2
1O(ε

1/3)+ q1O(ε)] + q3
1O(ε

1/3)+ q2
1O(ε)

=
1

6(1 +m)

[
2

(
(1 +m)q1

2

)3

+ 3(1 +m)q1

(
v′
ε(x1)+

(1 +m)q1

2

)2]
+ v′

ε(x1)[q
2
1O(ε

1/3)+ q1O(ε)] + q3
1O(ε

1/3)+ q2
1O(ε)

=
(1 +m)2q3

1

24
+
q1

2

[
v′
ε(x1)+

(1 +m)q1

2
+ q1O(ε

1/3)+O(ε)

]2

+ q3
1O(ε

1/3)+ q2
1O(ε).

We continue this argument until we reach theqMε interval(xNε−1, xNε ). Finally, on(xNε ,1) we use
an estimate similar to the one on(0, x1), i.e. write

v′
ε(x) = v′

ε(1)−

∫ x

1
(uε −m)dy = (1 −m)(1 − x)+ pMε+1O(ε

1/3)+O(ε),

to derive
1

2

∫
pMε+1

|v′
ε |

2 dx =
(1 −m)2p3

Mε+1

6
+ p3

Mε+1O(ε
1/3)+ p2

Mε+1O(ε). 2

Two remarks are in order. First, the two square terms in the lemma involvingv′
ε(x2i−1,2) will be

only used once, though critically, in the proof of Proposition 7.2. In the other applications they will
simply be dropped.

Second, we have presented this lemma arguing first with(0, x1) and then proceeding to the right.
As a consequencev′

ε(xNε ) does not appear in the estimates. Naturally, there is another version of the
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lemma where we start with(xNε ,1) and proceed backwards. Then the second and third inequalities
become

1

2

∫
pi

|v′
ε |

2 >
(1 −m)2

24
p3
i +

pi

2

[
v′
ε(x2i+1)+

(1 −m)pi

2
+ piO(ε

1/3)+O(ε)

]2

+ p3
iO(ε

1/3)+ p2
iO(ε), i 6= 1,Mε + 1,

1

2

∫
qi

|v′
ε |

2 >
(1 +m)2

24
q3
i +

qi

2

[
v′
ε(x2i)−

(1 +m)qi

2
+ qiO(ε

1/3)+O(ε)

]2

+ q3
i O(ε

1/3)+ q2
i O(ε).

(5.2)

In this versionv′
ε(x1) does not appear.

Lemma 5.2 yields a very rough upper bound forpi andqi .

PROPOSITION5.3 pi = O(ε2/9) andqi = O(ε2/9).

Proof. Let us consider the case ofpi , i 6= 1,Mε + 1. The other two cases can be handled similarly.
According to Lemma 5.2,

Iε(uε) >
(1 −m)2

24
p3
i + p3

iO(ε
1/3)+ p2

iO(ε).

Because of Proposition 4.5, the last two terms on the right side can be written asp3
i o(1), which is

small compared to the first term on the right side. Also because of the upper bound, Lemma 3.12,
for Iε(uε), something of orderO(ε2/3), we find thatp3

i = O(ε2/3) and q3
i = O(ε2/3). 2

Sum overi in Lemmas 5.1 and 5.2 to obtain our first lower bound ofIε(uε).

LEMMA 5.4

Iε(uε) > c0εNε +

Mε+1∑
i=1

piO(e
−µpi/ε)+

Mε∑
i=1

qiO(e
−µqi/ε)

+
(1 −m)2

24

[
4p3

1 +

Mε∑
i=2

p3
i + 4p3

Mε+1

]
+
(1 +m)2

24

Mε∑
i=1

q3
i

+

[Mε+1∑
i=1

p3
i +

Mε∑
i=1

q3
i

]
O(ε1/3)+

[Mε+1∑
i=1

p2
i +

Mε∑
i=1

q2
i

]
O(ε).

An important consequence of Lemma 5.4 is that 1/Nε ∼ ε1/3. We need a simple technical
lemma first.

LEMMA 5.5 1. In the set{(p1, . . . , pM+1) : pi > 0, i = 1, . . . ,M + 1, p1 + · · · + pM+1 = d,
d > 0}, 4p3

1 +
∑M
i=2p

3
i + 4p3

M+1 is minimized when 2p1, p2, . . . , pM , and 2pM+1 are all
equal top = d/M. Moreover

4p3
1 +

M∑
i=2

p3
i + 4p3

M+1 > 4

(
p

2

)3

+

M∑
i=2

p3
+ 4

(
p

2

)3

+ 4p

(
p1 −

p

2

)2

+

M∑
i=2

2p(pi − p)2 + 4p

(
pM+1 −

p

2

)2

.
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2. In the set{(q1, . . . , qM) : qi > 0, i = 1, . . . ,M, q1 + · · · + qM = d, d > 0},
∑M
i=1 q

3
i is

minimized whenq1, . . . , qM are all equal toq = d/M. Moreover

M∑
i=1

q3
i >

M∑
i=1

q3
+

M∑
i=1

2q(qi − q)2.

Proof. We only treat case 1. Note that

p3
i = p3

+ 3p2(pi − p)+ 2p(pi − p)2 + pi(pi − p)2 > p3
+ 3p2(pi − p)+ 2p(pi − p)2

wheni 6= 1,M + 1. And wheni = 1 orM + 1,

4p3
i = 4

(
p

2

)3

+ 3p2
(
pi −

p

2

)
+ 4p

(
pi −

p

2

)2

+ 4pi

(
pi −

p

2

)2

> 4

(
p

2

)3

+ 3p2
(
pi −

p

2

)
+ 4p

(
pi −

p

2

)2

.

The lemma then follows after we sum overi. 2

We also need the facts that

Mε+1∑
i=1

pi =
1 +m

2
+O(ε1/3

+ εNε),

Mε∑
i=1

qi =
1 −m

2
+O(ε1/3

+ εNε). (5.3)

To see (5.3) we note that

m =

∫ 1

0
uε dx =

Mε+1∑
i=1

∫
pi

uε dx +

Mε∑
i=1

∫
qi

uε dx.

Everypi or qi interval is further divided in the middle, except the end intervals. Then, for example,
with Uε(t) = uε(εt + x2i−2),∫ x2i−2+pi/2

x2i−2

uε dx = ε

∫ pi/(2ε)

0
Uε dt

= ε

∫ pi/(2ε)

0
(Uε −H)dt + ε

∫ pi/(2ε)

0
(H − 1)dt +

pi

2
.

The first term of the last line is of order

piO(ε
1/3)+ piO(e

−νpi/ε) = piO(ε
1/3)+ εO

(
pi

ε
e−νpi/ε

)
= piO(ε

1/3)+ o(ε)

by Lemma 4.6. The second term is of orderO(ε), because|H−1| is integrable on(0,∞). Summing
over all thepi andqi intervals, we deduce

Mε+1∑
i=1

pi −

Mε∑
i=1

qi = m+O(ε1/3)+O(εNε).
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On the other hand,
Mε+1∑
i=1

pi +

Mε∑
i=1

qi = 1.

(5.3) follows after we solve these two equations.

PROPOSITION5.6 1/Nε ∼ ε1/3.

Proof. We only need a weaker version of Lemma 5.4. Note that

Mε∑
i=1

piO(e
−µpi/ε) = ε

Mε∑
i=1

pi

ε
O(e−µpi/ε) = Nεo(ε),

since(pi/ε)O(e−µpi/ε) = o(1). By Proposition 4.5,

p3
iO(ε

1/3)+ p2
iO(ε) = p3

i

(
O(ε1/3)+

ε

pi
O(1)

)
= p3

i o(1).

Then by Lemma 5.4,

Iε(uε) > c0εNε +Nεo(ε)+
(1 −m)2

24

[
4p3

1 +

Mε∑
i=2

p3
i + 4p3

Mε+1

]
+
(1 +m)2

24

Mε∑
i=1

q3
i +

[Mε+1∑
i=1

p3
i +

Mε∑
i=1

q3
i

]
o(1)

= c0εNε +Nεo(ε)+

(
(1 −m)2

24
+ o(1)

)[
4p3

1 +

Mε∑
i=1

p3
i + 4p3

Mε+1

]
+

(
(1 +m)2

24
+ o(1)

) Mε∑
i=1

q3
i . (5.4)

According to Lemma 5.5 and (5.3), 4p3
1 + p3

2 + · · · + 4p3
Mε+1 achieves its minimum if all 2p1, p2,

. . . ,2pMε+1 happen to be

p =
1

Mε

Mε+1∑
i=1

pi =

1+m
2 +O(ε1/3

+ εNε)

Mε

=

1+m
2 + o(1)

Mε

. (5.5)

Therefore

4p3
1 +

Mε∑
i=2

p3
i + 4p3

Mε+1 > M−2
ε

(
1 +m

2
+ o(1)

)3

. (5.6)

After applying the same argument toqi , we deduce from (5.4) that

Iε(uε) > c0εNε +Nεo(ε)+
(1 −m)2

24

(
1 +m

2

)3

M−2
ε

+
(1 +m)2

24

(
1 −m

2

)3

M−2
ε +M−2

ε o(1)

= c0εNε +Nεo(ε)+
(1 −m2)2

24N2
ε

+N−2
ε o(1). (5.7)
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Recall the upper bound, Lemma 3.12, for Iε(uε). We find

c0εNε +Nεo(ε)+
(1 −m2)2

24N2
ε

+N−2
ε o(1) = O(ε2/3).

Therefore
Nε = O(ε−1/3), N−2

ε = O(ε2/3),

which completes the proof. 2

6. The first estimation ofpi and qi

The crude lower and upper bounds forpi andqi in Propositions 4.5 and 5.3 are improved in this and
the next sections. The upper bound is lowered toO(ε1/3) first. To prove this we have to treatlong
pi andqi intervals and possibleshortpi andqi intervals differently. Letc2 be a positive number
large enough so that whenpi > −c2ε logε,

pie
−µpi/ε = O(ε13/9), e−νpi/ε = o(ε1/3). (6.1)

Whenpi (or qi) is not an end interval, we saypi (or qi) is long if pi > −c2ε logε (or qi >
−c2ε logε). Whenpi (or qi) is an end interval, we saypi (or qi) is long if pi > −(c2/2)ε logε (or
qi > −(c2/2)ε logε). Otherwise we saypi (or qi) is short. LetPL andPS be the numbers of long
and shortpi intervals respectively, andQL andQS be the numbers of long and shortqi intervals
respectively. Here we count an end interval as 1/2, soPL, PS ,QL,QS are integers or half-integers.

In the next section we will show that short intervals do not exist (see (7.6)).

PROPOSITION6.1 pi = O(ε1/3) andqi = O(ε1/3).

Proof. On a shortpi or qi interval we ignore the nonlocal part of the energy and use Lemma 5.1 to
obtain∫
pi

[
ε2

2
|u′
ε |

2
+W(uε)+

1

2
|v′
ε |

2
]

dx > c1ε,

∫
qi

[
ε2

2
|u′
ε |

2
+W(uε)+

1

2
|v′
ε |

2
]

dx > c−1ε. (6.2)

Here we have again used the fact that

2c1ε + piO(e
−µpi/ε) = 2c1ε + εO

(
pi

ε
e−µpi/ε

)
= 2c1ε + o(ε) > c1ε

whenε is small. If an end interval,p1 or pMε+1, happens to be short, replacec1ε by (c1/2)ε in
(6.2).

On a long interval we note by Proposition 5.3 thatO(ε)p2
i which appears in Lemma 5.2 is

O(ε13/9). Then by Lemmas 5.1, 5.2 and the definition (6.1) of long intervals,∫
pi

[
ε2

2
|u′
ε |

2
+W(uε)+

1

2
|v′
ε |

2
]

dx

> 2c1ε +O(e−µpi/ε)+

[
(1 −m)2

24
+O(ε1/3)

]
p3
i +O(ε)p2

i

= 2c1ε +

[
(1 −m)2

24
+O(ε1/3)

]
p3
i +O(ε13/9), (6.3)
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qi

[
ε2

2
|u′
ε |

2
+W(uε)+

1

2
|v′
ε |

2
]

dx > 2c−1ε +

[
(1 +m)2

24
+O(ε1/3)

]
q3
i +O(ε13/9). (6.4)

If pi happens to be the end intervalp1 or pMε+1, then (6.3) is replaced by

c1ε +

[
(1 −m)2

6
+O(ε1/3)

]
p3
i +O(ε13/9). (6.5)

Sum (6.2) through (6.4) overi:

Iε(uε) > c1εPS + c−1εQS +O(ε10/9)

+

∑
i : long

{
2c1ε +

[
(1 −m)2

24
+O(ε1/3)

]
p3
i

}

+

∑
i : long

{
2c−1ε +

[
(1 +m)2

24
+O(ε1/3)

]
q3
i

}
, (6.6)

whereO(ε10/9) follows from (PL +QL)O(ε
13/9) = NεO(ε

13/9) = O(ε10/9) by Proposition 5.6.
Again if i in the first sum of the last inequality happens to be 1 orMε + 1, the quantity in the sum
should read the first two terms of (6.5).

Note that with Proposition 5.6, (5.3) is simplified to

Mε+1∑
i=1

pi =
1 +m

2
+O(ε1/3),

Mε∑
i=1

qi =
1 −m

2
+O(ε1/3). (6.7)

Therefore ∑
i : long

pi =
1 +m

2
+O(ε1/3),

∑
i : long

qi =
1 −m

2
+O(ε1/3), (6.8)

since ∑
i : long

pi =

Mε+1∑
i=1

pi −

∑
i : short

pi =
1 +m

2
+O(ε1/3)+NεO(−ε logε).

We again use Lemma 5.5 to deduce, using the same convention when an end interval is involved,

Iε(uε) > c1εPS + c−1εQS +O(ε10/9)

+

∑
i : long

{
2c1ε +

[
(1 −m)2

24
+O(ε1/3)

]
p3

}

+

∑
i : long

{
2c1ε +

[
(1 +m)2

24
+O(ε1/3)

]
q3

}
> c1εPS + c−1εQS +O(ε10/9)+ 2c1εPL + 2c−1εQL

+ P−2
L

[
(1 −m)2

24
+O(ε1/3)

](
1 +m

2
+O(ε1/3)

)3

+Q−2
L

[
(1 +m)2

24
+O(ε1/3)

](
1 −m

2
+O(ε1/3)

)3

, (6.9)
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where the last step follows from (6.8) and

p = P−1
L

∑
i : long

pi, q = Q−1
L

∑
i : long

qi .

The upper bound ofIε(uε), Lemma 3.12, then implies

2c1εPL = O(ε2/3), P−2
L

[
(1 −m)2

24
+O(ε1/3)

](
1 −m

2
+O(ε1/3)

)3

= O(ε2/3).

Therefore, after applying a similar argument toqi , we find

PL ∼ ε−1/3, QL ∼ ε−1/3. (6.10)

(6.10) in turn simplifies (6.9) to

Iε(uε) > c1εPS + c−1εQS +O(ε)

+ 2c1εPL + P−2
L

(1 −m)2

24

(
1 +m

2

)3

+ 2c−1εQL +Q−2
L

(1 +m)2

24

(
1 −m

2

)3

. (6.11)

Now the mysterious definition (2.5) ofα comes into play. Relation (2.7) implies that the last two
lines in (6.11) areproportional. They are simultaneously minimized ifPL andQL happen to be the
integer or half-integer that minimizes them. Denote this integer or half-integer byRε . As in Lemma
3.12, Rε ∼ ε−1/3. Then we deduce from (6.11), replacing bothPL andQL byRε ,

Iε(uε) > c1εPS + c−1εQS +O(ε)+ 2c0εRε +
(1 −m2)2

96R2
ε

. (6.12)

Now useN = 2Rε in Lemma 3.11 to obtain an upper bound

Iε(uε) 6 2c0εRε +
(1 −m2)2

96R2
ε

+O(ε4/3 logε),

which, combined with (6.12), givesc1εPS + c−1εQS = O(ε). Therefore

PS = O(1), QS = O(1). (6.13)

We now revisit (6.6) with the full power of Lemma 5.5. Because we know from (6.10) that

p ∼ ε1/3, q ∼ ε1/3, (6.14)

and also because of (6.10) and (6.13), using them to handle the error terms we find that (6.6) yields

Iε(uε) > O(ε)+

∑
i : long

{
2c1ε +

[
(1 −m)2

24
+O(ε1/3)

]
p3
i

}

+

∑
i : long

{
2c1ε +

[
(1 +m)2

24
+O(ε1/3)

]
q3
i

}
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> O(ε)+

∑
i : long

{
2c1ε +

[
(1 −m)2

24
+O(ε1/3)

]
[p3

+ 2p(pi − p)2]

}

+

∑
i : long

{
2c1ε +

[
(1 +m)2

24
+O(ε1/3)

]
[q3

+ 2q(qi − q)2]

}

= O(ε)+ 2c1εPL + P−2
L

(1 −m)2

24

(
1 +m

2

)3

+ 2c−1εQL +Q−2
L

(1 +m)2

24

(
1 −m

2

)3

+ 2
∑
i : long

[
(1 +m)2

24
+O(ε1/3)

]
p(pi − p)2

+ 2
∑
i : long

[
(1 −m)2

24
+O(ε1/3)

]
q(qi − q)2.

If pi is an end intervalp1 orpMε+1, then in the second last linep(pi−p) should read 2p(pi−p/2).
We again replacePL andQL byRε , introduced before (6.12), to have a quantity less than or equal
to Iε(uε). Also takeN = 2Rε in Lemma 3.11 to boundIε(uε) from above. Combining these two
bounds, as in the argument before (6.13), we obtain

O(ε)+

∑
i : long

(1 +m)2

24
p(pi − p)2 +

∑
i : long

(1 −m)2

24
q(qi − q)2 6 O(ε4/3 logε),

i.e. ∑
i : long

(1 +m)2

24
p(pi − p)2 +

∑
i : long

(1 −m)2

24
q(qi − q)2 = O(ε), (6.15)

which impliesp(pi − p)2 = O(ε), q(qi − q)2 = O(ε). The proposition follows sincep ∼ ε1/3

andq ∼ ε1/3, by (6.14). 2

With the help of Proposition 6.1, Lemma 4.6 is sharpened to

LEMMA 6.2 1. Fori = 2, . . . ,Mε + 1, if theqi−1 interval beforex2i−2 and thepi interval after
x2i−2 are both long then

‖uε(εt + x2i−2)−H(t)‖C2[0,pi/(2ε)] = o(ε1/3),

‖uε(εt + x2i−2)−H(t)‖C2[−qi−1/(2ε),0] = o(ε1/3).

2. Fori = 1, . . . ,Mε , if thepi interval beforex2i−1 and theqi interval afterx2i−1 are both long
then

‖uε(εt + x2i−1)−H(−t)‖C2[0,qi/(2ε)] = o(ε1/3),

‖uε(εt + x2i−1)−H(−t)‖C2[−pi/(2ε),0] = o(ε1/3).
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Proof. It follows from
∫ 1

0 |v′
ε |

2
= O(ε2/3) andv′′

ε = O(1) thatv′
ε = o(1) on (0,1). Letx2i−2 be an

α-point between two long intervalsqi−1 andpi . For everyx ∈ (a, b) := (x2i−2 − qi−1/2, x2i−2 +

pi/2), by Proposition 6.1,

vε(x) = vε(x2i−2)+

∫ x

x2i−2

v′
ε dx = vε(x2i−2)+ o(1) ·O(ε1/3) = vε(x2i−2)+ o(ε1/3). (6.16)

Let uε = wε + φε wherewε = H((x − x2i−2)/ε). Lemma 4.6 and the definition (6.1) of long
intervals imply that

‖φε(εt + x2i−2)‖C2[a,b] = O(ε1/3)+O(e−νpi/ε)+O(e−νqi−1/ε) = O(ε1/3). (6.17)

Rewrite (1.51) as

−ε2(w′′
ε + φ′′

ε )+ f (wε)+ f ′(wε)φε +
1

2
f ′′(. . .)φ2

ε + vε(x2i−2)− λε + o(ε1/3) = 0,

which is simplified to

−ε2φ′′
ε + f ′(wε)φε + vε(x2i−2)− λε + o(ε1/3) = 0

if we use (6.17) forφε in thef ′′ term. Multiply this equation byw′
ε and integrate over(a, b):∫ b

a

[−ε2φ′′
εw

′
ε + f ′(wε)φ

′
εw

′
ε ] +

∫ b

a

[vε(x2i−2)− λε + o(ε1/3)]w′
ε = 0.

Then integrate by parts to get

(−ε2φ′
εw

′
ε + ε2φεw

′′
ε )|

x=b
x=a + [vε(x2i−2)− λε + o(ε1/3)](2 + o(1)) = 0. (6.18)

Use (6.17) again to deduce

[vε(xi)− λε + o(ε1/3)](2 + o(1))

= −

[
−O(ε2ε1/3ε−1ε−1)H ′

(
x − x2i−2

ε

)
+O(ε2ε1/3ε−2)H ′′

(
x − x2i−2

ε

)]x=b
x=a

= O(ε1/3) · o(1)+O(ε1/3) · o(1) = o(ε1/3).

Thereforevε(xi)− λε = o(ε1/3). Combining this with (6.16), we deduce that on(0,1), vε − λε =

o(ε1/3) anduε satisfies−ε2u′′
ε + f (uε) = o(ε1/3).

Now we follow the proof of Lemma 4.6, with all theO(ε1/3),O(e−νpi/ε) andO(e−νqi ε) terms
replaced byo(ε1/3), to complete the proof of this lemma. 2

This upgrade to Lemma 4.6 gives us a much needed improvement of the lower bound in
Lemma 5.2.

LEMMA 6.3 On a longpi (qi respectively) interval which is not adjacent (to the left or right) to a
short interval, the nonlocal part ofIε(uε) has the lower bound

1

2

∫
pi

|v′
ε |

2 >
(1 −m)2

6
p3
i + o(ε4/3), i = 1,Mε + 1,
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1

2

∫
pi

|v′
ε |

2 >
(1 −m)2

24
p3
i +

pi

2

[
v′
ε(x2i−2)−

(1 −m)pi

2
+ o(ε2/3)

]2

+ o(ε4/3),

i 6= 1,Mε + 1

1

2

∫
qi

|v′
ε |

2 >
(1 +m)2

24
q3
i +

qi

2

[
v′
ε(x2i−1)+

(1 +m)qi

2
+ o(ε2/3)

]2

+ o(ε4/3).

Proof. We follow the proof of Lemma 5.2 with all theO(ε1/3)’s replaced byo(ε1/3), using
Proposition 6.1 along the way to simplify error terms. 2

As pointed out in the second remark following the proof of Lemma 5.2, there is another version
of Lemma 6.3 analogous to (5.2):

1

2

∫
pi

|v′
ε |

2 >
(1 −m)2

24
p3
i +

pi

2

[
v′
ε(x2i+1)+

(1 −m)pi

2
+ o(ε2/3)

]2

+ o(ε4/3),

i 6= 1,Mε + 1, (6.19)

1

2

∫
qi

|v′
ε |

2 >
(1 +m)2

24
q3
i +

qi

2

[
v′
ε(x2i)−

(1 +m)qi

2
+ o(ε2/3)

]2

+ o(ε4/3).

7. The second estimation ofpi and qi

The goal of this section is to improve Proposition 6.1 topi ∼ ε1/3 andqi ∼ ε1/3. In particular
we need to show that there are no short intervals. When dealing with the end intervals, this section
adopts the same convention as in the last section.

We now redo the proof of Proposition 6.1 with this new lower bound, Lemma 6.3, to improve
the proposition to

PROPOSITION7.1 pi ∼ ε1/3 andqi ∼ ε1/3.

Proof. We follow the argument in the proof of Proposition 6.1 leading to (6.6), using Lemma 6.3
instead of Lemma 5.2.

More specifically on a short interval we use the same estimates (6.2). For a long interval, there
are two possibilities: either it is adjacent to a short interval, or it is not. In the first case, we retain
the estimates (6.3) and (6.4), which are simplified by Proposition 6.1 to∫

pi

[
ε2

2
|u′
ε |

2
+W(uε)+

1

2
|v′
ε |

2
]

dx > 2c1ε +
(1 −m)2

24
p3
i +O(ε4/3), (7.1)∫

qi

[
ε2

2
|u′
ε |

2
+W(uε)+

1

2
|v′
ε |

2
]

dx > 2c−1ε +
(1 +m)2

24
q3
i +O(ε4/3).

In the second case we apply Lemma 6.3 to obtain∫
pi

[
ε2

2
|u′
ε |

2
+W(uε)+

1

2
|v′
ε |

2
]

dx > 2c1ε +
(1 −m)2

24
p3
i + o(ε4/3), (7.2)∫

qi

[
ε2

2
|u′
ε |

2
+W(uε)+

1

2
|v′
ε |

2
]

dx > 2c−1ε +
(1 +m)2

24
q3
i + o(ε4/3).
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As we sum over (6.2), (7.1) and (7.2) we note that there are at mostO(1) terms from (7.1) because
of (6.13), andPL ∼ ε−1/3 (andQL ∼ ε−1/3 by (6.10)) terms from (7.2). Therefore

Iε(uε) > c1εPS + c−1εQS + o(ε)+

∑
i : long

[
2c1ε +

(1 −m)2

24
p3
i

]

+

∑
i : long

[
2c1ε +

(1 +m)2

24
q3
i

]
. (7.3)

Formula (6.8) needs to be improved as well. Because of (6.13) and the definition of short intervals,

m =

∫ 1

0
uε dx =

∑
i : long

∫
pi

uε dx +

∑
i : long

∫
qi

uε dx +O(ε logε).

Again every longpi or qi interval is further divided in the middle, except the end intervals. For
example, withUε(t) = uε(εt + x2i−2),∫ x2i−2+pi/2

x2i−2

uε dx = ε

∫ pi/(2ε)

0
Uε dt

= ε

∫ pi/(2ε)

0
(Uε −H)dt + ε

∫ pi/(2ε)

0
(H − 1)dt +

pi

2
.

Now if one of the intervals before or afterx2i−2 is short, we use the same estimate as in the proof
of Proposition 6.1, i.e.∫ x2i−2+pi/2

x2i−2

uε dx =
pi

2
+ piO(ε

1/3)+O(ε) =
pi

2
+O(ε2/3).

There are at mostO(1) suchx2i−2’s. If neither of the intervals before or afterx2i−2 is short, we use
Lemma 6.2 to find∫ x2i−2+pi/2

x2i−2

uε dx = pio(ε
1/3)+O(ε)+

pi

2
=
pi

2
+ o(ε2/3).

There arePL ∼ ε−1/3 suchx2i−2’s.
Now we sum over all long intervals to find∑

i : long

pi −

∑
i : long

qi = m+ o(ε1/3).

On the other hand, by (6.13),∑
i : long

pi +

∑
i : long

qi = 1 −

∑
i : short

pi −

∑
i : short

qi = 1 −O(1) ·O(ε logε) = 1 + o(ε1/3).

The last two equations imply∑
i : long

pi =
1 +m

2
+ o(ε1/3),

∑
i : long

qi =
1 −m

2
+ o(ε1/3). (7.4)

Again we set
p = P−1

L

∑
i : long

pi, q = Q−1
L

∑
i : long

qi,



220 X . REN & J. WEI

and continue from (7.3) with the help of Lemma 5.5 and (7.4):

Iε(uε) > c1εPS + c−1εQS + o(ε)

+

∑
i : long

[
2c1ε +

(1 −m)2

24
p3

]
+

∑
i : long

[
2c1ε +

(1 +m)2

24
q3

]
> c1εPS + c−1εQS + o(ε)+ 2c1εPL + 2c−1εQL

+ P−2
L

(1 −m)2

24

(
1 +m

2
+ o(ε1/3)

)3

+Q−2
L

(1 +m)2

24

(
1 −m

2
+ o(ε1/3)

)3

= c1εPS + c−1εQS + o(ε)+ 2c1εPL + 2c−1εQL

+ P−2
L

(1 −m)2

24

(
1 +m

2

)3

+Q−2
L

(1 +m)2

24

(
1 −m

2

)3

, (7.5)

where the simplification of error terms to the last two lines uses the estimate (6.10) ofPL andQL.
The last quantity is further reduced after we replacePL andQL both byRε , introduced before

(6.12). Also takeN = 2Rε in Lemma 3.11 to have an upper bound. Combine these two bounds to
deduce

2c0εRε +
(1 −m2)2

96R2
ε

+O(ε4/3 logε) > c1εPS + c−1εQS + o(ε)+ 2c0εRε +
(1 −m2)2

96R2
ε

,

which leads toc1εPS + c−1εQS = o(ε). Hence

PS = QS = 0. (7.6)

There are no short intervals andPL = QL = Mε = Nε/2 ∼ ε−1/3.
Revisit (7.3) to deduce, using (7.4), (7.6) and Lemma 5.5,

Iε(uε) >
Mε+1∑
i=1

[
2c1ε +

(1 −m)2

24
p3
i

]
+

Mε∑
i=1

[
2c−1ε +

(1 +m)2

24
q3
i

]
+ o(ε)

>
Mε+1∑
i=1

[
2c1ε +

(1 −m)2

24
p3

]
+

Mε∑
i=1

[
2c−1ε +

(1 +m)2

24
q3

]
+ o(ε)

+
(1 −m)2

24

Mε+1∑
i=1

p(pi − p)2 +
(1 +m)2

24

Mε∑
i=1

q(qi − q)2

= o(ε)+ 2c1εMε +
(1 −m)2

24

(
1 +m

2

)3

M−2
ε

+ 2c−1εMε +
(1 +m)2

24

(
1 −m

2

)3

M−2
ε

+
(1 −m)2

24

Mε+1∑
i=1

p(pi − p)2 +
(1 +m)2

24

Mε∑
i=1

q(qi − q)2
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= o(ε)+ c0εNε +
(1 −m2)2

24N2
ε

+
(1 −m)2

24

Mε+1∑
i=1

p(pi − p)2 +
(1 +m)2

24

Mε∑
i=1

q(qi − q)2. (7.7)

UseNε for N in Lemma 3.11, and deduce, as in (6.15),

(1 −m)2

24

Mε+1∑
i=1

p(pi − p)2 +
(1 +m)2

24

Mε∑
i=1

q(qi − q)2 = o(ε). (7.8)

This implies, sincep ∼ ε1/3 andq ∼ ε1/3 by (6.14), thatpi − p = o(ε1/3), qi − q = o(ε1/3).
Thereforepi ∼ ε1/3 andqi ∼ ε1/3. 2

We turn our attention to the zeros ofv′
ε from theα-points ofuε .

PROPOSITION7.2 Letx1, . . . , xNε be theα-points ofuε . Thenv′
ε has exactlyNε−1 zeros, denoted

by y1, . . . , yNε−1, in (0,1), distributed between theα-points ofuε , i.e.

0< x1 < y1 < x2 < y2 < . . . < xNε−1 < yNε−1 < xNε < 1,

with the propertyyi = (xi + xi+1)/2 + o(ε1/3). In particularyi+1 − yi ∼ ε1/3.

Proof. We first claim that fori = 1, . . . ,Mε ,

v′
ε(x2i−1) = −

(1 +m)qi

2
+ o(ε1/3), v′

ε(x2i−2) =
(1 −m)pi

2
+ o(ε1/3). (7.9)

The careful reader may have noticed thatv′
ε(xNε ) is not covered here. We will fix this problem

later. We assemble a lower bound forIε(uε) one last time, using Lemmas 5.1, 6.3, (7.6) and
Proposition 7.1,

Iε(uε) > c0εNε +
(1 −m)2

24

[
4p3

1 +

Mε∑
i=2

p3
i + 4p3

Mε+1

]
+
(1 +m)2

24

Mε∑
i=1

q3
i

+

Mε∑
i=2

pi

2

[
v′
ε(x2i−2)−

(1 −m)pi

2
+ o(ε2/3)

]2

+

Mε∑
i=1

qi

2

[
v′
ε(x2i−1)+

(1 +m)qi

2
+ o(ε2/3)

]2

+ o(ε)

> c0εNε +
(1 −m2)2

24N2
ε

+ o(ε)

+

Mε∑
i=2

pi

2

[
v′
ε(x2i−2)−

(1 −m)pi

2
+ o(ε2/3)

]2

+

Mε∑
i=1

qi

2

[
v′
ε(x2i−1)+

(1 +m)qi

2
+ o(ε2/3)

]2

, (7.10)
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where the last inequality follows from Lemma 5.5, (7.4) as in (7.7). Note that this is the only place
where the full power of Lemma 6.3 is realized. We match this lower bound with the upper bound,
Lemma 3.11, settingN = Nε . Then

Mε∑
i=2

pi

2

[
v′
ε(x2i−2)−

(1 −m)pi

2
+ o(ε2/3)

]2

+

Mε∑
i=1

qi

2

[
v′
ε(x2i−1)+

(1 +m)qi

2
+ o(ε2/3)

]2

= o(ε).

Sincepi , qi ∼ ε1/3 (Proposition 7.1), we obtain (7.9).
We now fix the problem aboutv′

ε(xNε ) in this claim. Simply repeat the same argument with
(6.19), the other version of Lemma 6.3 mentioned after its proof. Then we find that fori =

1, . . . ,Mε ,

v′
ε(x2i−1) = −

(1 −m)pi

2
+ o(ε1/3), v′

ε(x2i) =
(1 +m)qi

2
+ o(ε1/3). (7.11)

We take up the example ofx1 andx2 between which we will findy1. Other cases can be handled
similarly. Estimatev′

ε(x1) by (7.9) andv′
ε(x2) by (7.11):

v′
ε(x1) = −

(1 +m)q1

2
+ o(ε1/3), v′

ε(x2) =
(1 +m)q1

2
+ o(ε1/3). (7.12)

We make a note here that estimatingv′
ε(x2) by (7.9) will give (1 + m)q1 = (1 − m)p2 + o(ε1/3).

By (7.12) there existsy1 ∈ (x1, x2) such thatv′
ε(y1) = 0, sinceq1 ∼ ε1/3 by Proposition 7.1.

Next we estimatey1 − x1. For this purpose we use (5.1) to find

0 = v′
ε(y1) = v′

ε(x1)+ (1 +m)(y1 − x1)+O(ε2/3),

which implies, with the help of (7.12),

y1 − x1 = −
v′
ε(x1)

1 +m
+O(ε2/3) =

q1

2
+ o(ε1/3).

Finally, we see thaty1, which must be in ano(ε1/3) neighborhood of(x1 + x2)/2, is unique. For by
Lemma 6.2 in this neighborhoodv′′

ε ∼ 1 +m, sov′
ε is strictly increasing there. 2

8. The one layer local minima ofJε,l

Let li = yi − yi−1, i = 1, . . . , Nε , wherey0 = 0, yNε = 1. Between two zero points ofv′
ε we

integrate the equation−v′′
ε = uε − m to find l−1

i

∫ yi
yi−1

uε dx = m. This allows us to localize the

energy ofuε on (yi−1, yi). If we setliz+ yi−1 = x, Uε,i(z) = uε(x), andVε,i(z) = l−2
i vε(x), then∫ 1

0 Uε,i dz = m, −V ′′

ε,i = Uε,i −m, V ′

ε,i(0) = V ′

ε,i(1) = 0. More importantly,

Iε(uε) =

Nε∑
i=1

∫ yi

yi−1

[
ε2

2
|u′
ε |

2
+W(uε)+

1

2
|v′
ε |

2
]

dx

=

Nε∑
i=1

li

∫ 1

0

[
ε2

2l2i
|U ′

ε,i |
2
+W(Uε,i)+

l2i

2
|V ′

ε,i |
2
]

dz =

Nε∑
i=1

liJε,li (Uε,i), (8.1)
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if we define a new variational functional:

Jε,l(U) =

∫ 1

0

[
ε2

2l2
|U ′

|
2
+W(U)+

l2

2
|(−D2)−1/2(U −m)|2

]
dz, U ∈ Xm. (8.2)

This functional has two parameters,ε andl. Because of Proposition 7.2, we only need to consider
the range ofε andl that satisfiesl ∼ ε1/3, i.e. we assume that there existC1 andC2 such that

ε → 0, C1ε
1/3 6 l 6 C2ε

1/3. (8.3)

It is sometimes more convenient to use a different pair of parameters,ε andd, where

ε = ε/ l ∼ ε2/3
→ 0, d = l3/ε ∼ 1. (8.4)

With respect to these new parametersJε,l in (8.2) takes the form

Jε,d(U) =

∫ 1

0

[
ε2

2
|U ′

|
2
+W(U)+

εd

2
|(−D2)−1/2(U −m)|2

]
dz. (8.5)

The Euler–Lagrange equation of this functional is{
−ε2U ′′

+ f (U)+ εd(−D2)−1(U −m) = λ,

U ′(0) = U ′(1) = 0,
∫ 1

0 U dz = m.
(8.6)

It was proved in Theorem 1.1 of [13] thatJε,d has a number of local minima. We focus on the ones
with one transition layer. The theorem asserts that there existsδ > 0, independent ofε andd, such
that in the ball

Bδ = {U ∈ L2(0,1) : ‖U − U0‖2 < δ}

there isUε with
Jε,d(Uε) = inf{Jε,d(U) : U ∈ Bδ},

for all ε andd in the range (8.4). HereU0 ∈ Xm is the same function as in (3.3).
Note that in its notation the local minimumUε ’s dependence ond is suppressed. Also it was

proved in Theorem 1.1 of [13] that

lim
ε→0

‖Uε − U0‖L2(0,1) = 0, (8.7)

lim
ε→0

ε−1Jε,d(Uε) = c0 +

∫ 1

0

d

2
|(−D2)−1/2(U0 −m)|2 dz. (8.8)

The reversalURε of Uε, i.e.URε (z) = Uε(1 − z), is a local minimum ofJε,d in

BRδ = {U ∈ L2(0,1) : ‖U − UR0 ‖ < δ},

whereUR0 is the reversal ofU0. URε has properties similar to (8.7) and (8.8). Hereδ is sufficiently
small so thatBδ ∩ BRδ = ∅.
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GivenUε letVε = (−D2)−1(Uε−m), andλε the Lagrange multiplier of (8.6) associated withUε.
Following the argument of Proposition 4.1, with the help of (8.8), we find

‖Vε‖L∞(0,1) = O(1),

λε = O(ε1/2),

−1 +O(ε1/2) 6 Uε 6 1 +O(ε1/2).

(8.9)

As in the earlier sections, we often studyUε on a smaller scale. Letzε ∈ (0,1). IntroduceUε(t) =

Uε(εt + zε). Then (8.61) and (8.91,2,3) imply that−U ′′
ε + f (Uε) = O(ε1/2) andUε → G locally

in C1 (at least), whereG is a solution of−G′′
+ f (G) = 0. Similarly to Lemma 4.2 we find thatG

is heteroclinic or±1. For if this is not true, thenG = ω, the local maximum ofW , or is periodic. In
either case, forθ > 0,

lim inf
ε→0

ε−1Jε,d(Uε) > lim inf
ε→0

ε−1
∫ zε+εθ

zε−εθ

W(Uε)dz =

∫ θ

−θ

W(G)dt.

The last quantity can be made arbitrarily large if we chooseθ large. This contradicts (8.8).
In this section we do not need to useα to characterize transition layers. But for the sake of

consistency we continue to do so. Following the same arguments in Propositions 4.3, 4.4 and 4.5,
we obtain

PROPOSITION8.1 1. At everyα-point zε, U ′
ε(zε) 6= 0.

2. If zε is anα-point, thenε/zε = o(1) andε/(1 − zε) = o(1).
3. If zε andz∗ε are twoα-points, thenε/|zε − z∗ε | = o(1).

PROPOSITION8.2 Whenε is small,Uε has a uniqueα-point, denoted byzε. As ε ↘ 0,

zε →
1 −m

2
and

∥∥∥∥Uε −H

(
· − zε

ε

)∥∥∥∥
L∞(0,1)

→ 0.

Proof. To prove the existence of anα-point, note that
∫ 1

0 Uε = m implies that there existsz′ε where
Uε(z′ε) = m. Similarly to the location ofα-points (Proposition 8.12), ε/z′ε = o(1) andε/(1 − z′ε)

= o(1). MoreoverUε(εt + z′ε) converges inC1 to a heteroclinic solution of−G′′
+ f (G) = 0 with

G(0) = m by the remarks following (8.9). ThenUε(zε) = α at a pointzε such that|zε−z′ε| = O(ε).
To show the uniqueness ofzε, suppose on the contrary there are twoα-points,zε andz∗ε , of Uε.

Without loss of generality assumeU ′
ε(zε) > 0 andU ′

ε(z
∗
ε) < 0 by Proposition 8.11. Then by

Proposition 8.12,3 and the remarks after (8.9), for everyθ > 0, asε ↘ 0,

ε−1
∫ 1

0

[
ε2

2
|U ′
ε|

2
+W(Uε)

]
dz

>
∫ θ

−θ

[
1

2

∣∣∣∣ d

dt
Uε(εt + zε)

∣∣∣∣2 +W(Uε(εt + zε))

]
dt

+

∫ θ

−θ

[
1

2

∣∣∣∣ d

dt
Uε(εt + z∗ε)

∣∣∣∣2 +W(Uε(εt + z∗ε))

]
dt

→

∫ θ

−θ

[
1

2
|H ′(t)|2 +W(H(t))

]
dt +

∫ θ

−θ

[
1

2
|H ′(−t)|2 +W(H(−t))

]
dt >

3c0

2
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if we chooseθ large enough. On the other hand,∫ 1

0

d

2
|(−D2)−1/2(Uε −m)|2 dz →

∫ 1

0

d

2
|(−D2)−1/2(U0 −m)|2 dz,

because of (8.7) and the continuity of the nonlocal part ofJε,d in theL2 norm. Therefore

lim inf
ε→0

ε−1Jε,d(Uε) >
3c0

2
+

∫ 1

0

d

2
|(−D2)−1/2(U0 −m)|2 dz,

contradicting (8.8).
Uε(εt + zε) converges locally inC1 toH(t) orH(−t). We show that the first case implies the

conclusions of this proposition, and the second case does not occur. Assume thatH(t) is the local
limit. If ‖Uε − H( ·−zε

ε
)‖∞ = o(1) is false, there existshε ∈ (0,1) such that|zε − hε|/ε → ∞

and|Uε(hε)−H((hε − zε)/ε)| stays away from 0. Thus|Uε(hε)| stays away from 1. Now consider
Uε(εt +hε), which converges locally inC1 to a heteroclinic solution of−G′′

+f (G) = 0. Because
the derivative of the heteroclinic solution is never zero andU ′

ε(0) = U ′
ε(1) = 0, hε/ε → ∞ and

(1 − hε)/ε → ∞. There existstε = O(1) such thatεtε + hε ∈ (0,1) andUε(εtε + hε) = α. But
|εtε+hε−zε|/ε → ∞. So we have found twoα-pointszε andεtε+hε, contradicting the uniqueness
of zε. Finally ‖Uε −H((· − zε)/ε)‖∞ = o(1) and

∫ 1
0 Uε dz = m show thatzε → (1 −m)/2.

If Uε(εt + zε) converges locally inC1 to H(−t), then the same argument leads to‖Uε −

H((zε − ·)/ε)‖∞ = o(1) andzε → (1 + m)/2. ThereforeUε ∈ BRδ for small ε, contradicting
Bδ ∩ BRδ = ∅. 2

We define

φ0(z) =


−
d[V0(z)− V0(

1−m
2 )]

f ′(−1)
, 0< z 6 1−m

2 ,

−
d[V0(z)− V0(

1−m
2 )]

f ′(1)
, 1−m

2 < z < 1,

(8.10)

whereV0 = (−D2)−1(U0 − m) (see (3.4)). This function’s derivative has a jump discontinuity at
(1 −m)/2, unlessf ′(−1) = f ′(1).

PROPOSITION8.3

Uε(z) = H

(
z− zε

ε

)
+ φ0(z)ε +O(ε2),

zε =
1 −m

2
+ c3ε +O(ε2),

wherec3 =
1
2(

∫ 0
−∞

(H + 1)dt +
∫

∞

0 (H − 1)dt +
∫ 1

0 φ0 dz).

Proof. The first several steps are similar to those in the proof of Lemma 4.6. Anticipating an
asymptotic expansion, we write

Uε(z) = H

(
z− zε

ε

)
+ φε(z)ε.
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By (8.91,2), φεε satisfies−ε2(φεε)
′′

+ f ′(. . .)(φεε) = O(ε1/2). Arguing as in Step 2 of the proof
of Lemma 4.6 on the intervals(0, zε) and(zε,1) separately, with the help of Proposition 8.2 which
assertsφεε = o(1), we deduce

φεε = O(ε1/2). (8.11)

Then argue as in Steps 3 and 4 of the same lemma to obtain

(φεε)
′
= ε−1O(ε1/2). (8.12)

Because of (8.11), rewrite the equation forφεε as

−ε2(φεε)
′′

+ f ′(H)(φεε)+O(ε) = λε.

Multiply this by ε−1H ′((z− zε)/ε) and integrate by parts (as in the proof of Lemma 6.2):[
−ε(φεε)

′H ′

(
z− zε

ε

)
+ (φεε)H

′′

(
z− zε

ε

)]1

0
= [λε −O(ε)]

∫ (1−zε)/ε

−zε/ε

H ′(t)dt.

The exponential decay rates ofH ′ andH ′′, (8.11), and (8.12) improve (8.92) to

λε = O(ε). (8.13)

This estimate implies thatφε satisfies−ε2φ′′
ε + f ′(. . .)φε = O(1). The argument before (8.11) and

(8.12) gives
φε = O(1), φ′

ε = ε−1O(1), (8.14)

improving (8.11) and (8.12).
At this point we make a preliminary estimate ofzε. From (8.14) we see thatUε(z) =

H((z− zε)/ε)+O(ε). Integrating this over(0,1) yields

m =

∫ 1

0
H

(
z− zε

ε

)
dz+O(ε) = ε

∫ (1−zε)/ε

−zε/ε

H(t)dt +O(ε)

= ε

[∫ 0

−zε/ε

(H(t)+ 1)dt +
∫ (1−zε)/ε

0
(H(t)− 1)dt +

1 − 2zε
ε

]
+O(ε)

= 1 − 2zε +O(ε).

Therefore

zε =
1 −m

2
+O(ε). (8.15)

By (8.14) we write the equation forφε as

−ε2φ′′
ε + f ′(H)φε +O(ε)+ dVε =

λε

ε
.

Again multiply it by ε−1H ′((z− zε)/ε) and integrate by parts:[
−εφ′

εH
′

(
z− zε

ε

)
+ φεH

′′

(
z− zε

ε

)]1

0
=

∫ 1

0
ε−1

[
λε

ε
− dVε +O(ε)

]
H ′

(
z− zε

ε

)
dz

=

∫ (1−zε)/ε

−zε/ε

[
λε

ε
− dVε(zε)+O(1)εt +O(ε)

]
H ′(t)dt

= 2

[
λε

ε
− dVε(zε)

]
+O(ε).
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We have used the factV ′
ε = O(1), which follows from (8.93) and the regularity theory for(−D2)−1,

to reach the second line. The exponential decay rates ofH ′ andH ′′ in line one imply that

λε = εdVε(zε)+O(ε2), (8.16)

upgrading (8.13).
With (8.16) we obtain−ε2φ′′

ε + f ′(H)φε + d(Vε − Vε(zε)) = O(ε). On(0, zε) set

φε(z) = −
d(Vε(z)− Vε(zε))

f ′(−1)
+ ψε.

Thenψε satisfies

−ε2ψ ′′
ε + f ′(H)ψε +

f ′(−1)− f ′(H)

f ′(−1)
d[Vε − Vε(zε)] = O(ε),

with the boundary conditionsψ ′
ε(0) = −ε−2H ′(−zε/ε) = ε−2O(e−C/ε) andψε(zε) = 0. Note

that because ofV ′′
ε = O(1) by (8.93), and the exponential convergence rate ofH to −1 at−∞,∣∣∣∣[f ′(−1)− f ′

(
H

(
z− zε

ε

))]
(Vε(z)− Vε(zε))

∣∣∣∣ 6 C|(H(t)+ 1)εt | 6 Cε.

So the equation forψε is further simplified to−ε2ψ ′′
ε + f ′(H)ψε = O(ε). Then argue as in (8.11)

to conclude thatψε = O(ε).
In summary we have shown, after a similar argument on(zε,1),

Uε(z) =


H

(
z− zε

ε

)
−
εd(Vε(z)− Vε(zε))

f ′(−1)
+O(ε2), z ∈ (0, zε),

α, z = zε,

H

(
z− zε

ε

)
−
εd(Vε(z)− Vε(zε))

f ′(1)
+O(ε2), z ∈ (zε,1).

To complete the proof of the first estimate of this proposition, we compareVε to V0. LetZ =

Vε − V0 = (−D2)−1(Uε − U0). According to (8.14) and (8.15),

‖Uε − U0‖1 =

∫ 1

0

∣∣∣∣H(
z− zε

ε

)
− U0

∣∣∣∣ dz+O(ε)

= ε

∫ (1+m)/(2ε)

−(1−m)/(2ε)

∣∣∣∣H(t +O(1))− U0

(
εt +

1 −m

2

)∣∣∣∣ dt +O(ε) = O(ε).

Integrating the linear differential equation forZ we see that

Vε = V0 +O(ε), V ′
ε = V ′

0 +O(ε). (8.17)

The first estimate of the proposition then follows.
To establish the second estimate, integrate the first estimate over(0,1):

m+O(ε2) =

∫ 1

0
H

(
z− zε

ε

)
dz+ ε

∫ 1

0
φ0 dz

= ε

[∫ 0

−zε/ε

(H(t)+ 1)dt +
∫ (1−zε)/ε

0
(H(t)− 1)dt +

1 − 2zε
ε

+

∫ 1

0
φ0 dz

]
= 1 − 2zε + ε

[∫ 0

∞

(H + 1)dt +
∫

∞

0
(H − 1)dt +

∫ 1

0
φ0 dz+O(e−C/ε)

]
. 2
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The next result will be very handy later.

LEMMA 8.4 LetF ∈ C2(−∞,∞) be such thatF(±1) = 0. Then∫ 1

0
F(Uε)dz = ε

∫
∞

−∞

F(H)dt + ε

∫ 1

0
F ′(±1)φ0 dz+O(ε2),

where±1 is−1 on(0, (1 −m)/2) and 1 on((1 −m)/2,1).

Proof. According to Proposition 8.3,∫ 1

0
F(Uε)dz =

∫ 1

0
F

(
H

(
z− zε

ε

)
+ εφ0 +O(ε2)

)
dz

= ε

∫ (1−zε)/ε

−zε/ε

F(H(t))dt + ε

∫ 1

0
F ′

(
H

(
z− zε

ε

))
φ0 dz+O(ε2)

= ε

∫
∞

−∞

F(H)dt + ε

∫ 1

0
F ′(±1)φ0 dz+O(ε2). 2

9. The second variation ofJε,d

We now study the second variation ofJε atUε and give a bound on the principal eigenvalue of the
linearized operator of (8.6).

PROPOSITION9.1 There isc4 > 0 such that for allϕ ∈ W1,2(0,1) with Ave(ϕ) = 0,∫ 1

0
[ε2

|ϕ′
|
2
+ f ′(Uε)ϕ2

+ εd|(−D2)−1/2ϕ|
2] dz > c4ε

∫ 1

0
ϕ2 dz.

Proof. All we need to prove is that ifΛ is an eigenvalue of the eigenvalue problem{
−ε2ψ ′′

+ f ′(Uε)ψ + εd(−D2)−1ψ = η +Λψ,

ψ ′(0) = ψ ′(1) = 0, Ave(ψ) = 0, ψ 6≡ 0,
(9.1)

thenΛ > c4ε for some constantc4 > 0. SinceUε minimizesJε locally,Λ must be> 0. Suppose
the assertion of the proposition is false. ThenΛ = o(ε).

We normalize the eigenfunctionψ so that‖ψ‖2 = 1. LetHε be a modification ofH so that
Hε(t) = −1 if t 6 −zε/(2ε) andHε(t) = 1 if t > (1 − zε)/(2ε). MoreoverHε = H +O(e−C/ε),
H ′
ε = H ′

+ O(e−C/ε), andH ′′
ε = H ′′

+ O(e−C/ε). Then lethε(z) = ε−1H ′
ε((z − zε)/ε). Thishε

has compact support. It follows from Lemma 2.22 that for allϕ ∈ W1,2(0,1) with
∫ 1

0 ϕhε = 0,∫ 1

0
[ε2

|ϕ′
|
2
+ f ′(H)ϕ2] dz > c5

∫ 1

0
ϕ2 dz. (9.2)

We decomposeψ = chε + ψ⊥ with
∫ 1

0 hεψ
⊥ dz = 0. LetA = (−D2)−1(hε − Ave(hε)) and

B = (−D2)−1(ψ⊥
− Ave(ψ⊥)). Note that

A = O(1), B = ‖ψ⊥
‖2O(1), (9.3)
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and(−D2)−1ψ = cA+ B. By integrating the decomposition ofψ we find∫ 1

0
ψ⊥

= −2c. (9.4)

By integrating (9.1) we observe

η =

∫ 1

0
f ′(Uε)ψ dz =

∫ 1

0
[f ′(H)+O(ε)](chε + ψ⊥)dz.

After estimating the right side, we deduce

|η| = |c|O(ε)+ ‖ψ⊥
‖2O(1). (9.5)

The equation forψ⊥ is

−ε2(ψ⊥)′′ + f ′(Uε)ψ⊥
+ εd(cA+B)+ c[f ′(Uε)− f ′(H)]hε +O(e−C/ε) = η+Λ(chε +ψ⊥).

Multiply this byψ⊥ and integrate by parts to obtain∫ 1

0
[ε2

|(ψ⊥)′|2 + f ′(Uε)|ψ⊥
|
2
+ εd|B ′

|
2
−Λ|ψ⊥

|
2] dz

=

∫ 1

0
[−c(f ′(Uε)− f ′(H))hεψ

⊥
− cεdAψ⊥

+ ηψ⊥
+ ψ⊥O(e−C/ε)] dz.

By (9.2) and the assumption onΛ we find that the first line is> c6
∫ 1

0 |ψ⊥
|
2 dz. To estimate the

second line we note, with the help of (9.3),∣∣∣∣∫ 1

0
−c(f ′(Uε)− f ′(H))hεψ

⊥ dz

∣∣∣∣ = |c| · ‖ψ⊥
‖2O(ε

3/2),∣∣∣∣∫ 1

0
−cεdAψ⊥ dz

∣∣∣∣ = |c| · ‖ψ⊥
‖2O(ε),∣∣∣∣∫ 1

0
ηψ⊥ dz

∣∣∣∣ = 2|η| · |c|,∣∣∣∣∫ 1

0
O(e−C/ε)ψ⊥ dz

∣∣∣∣ = ‖ψ⊥
‖2O(e

−C/ε).

The first one here is less obvious. Note that

‖(f ′(Uε)− f ′(H))hε‖
2
2 6 C

∫ 1

0
(εφ0 +O(ε2))2h2

ε dz

= Cε3
∫ (1−zε)/ε

−zε/ε

[
φ0(εt + zε)− φ0((1 −m)/2)

ε
+O(1)

]2

H ′
ε(t)

2 dt

6 Cε3
∫ (1−zε)/ε

−zε/ε

(|t | +O(1))2H ′
ε(t)

2 dt = O(ε3) (9.6)

by Proposition 8.3,φ0((1 −m)/2) = 0 and the Lipschitz continuity ofφ0.
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Therefore the last integral identity implies

c6‖ψ
⊥
‖

2
2 6 |c| · ‖ψ⊥

‖2O(ε)+ 2|η| · |c| + ‖ψ⊥
‖2O(e

−C/ε),

which, combined with (9.5), leads to

‖ψ⊥
‖2 6 |c|O(1)+O(e−C/ε), (9.7)

|η| 6 |c|O(1)+O(e−C/ε). (9.8)

It also leads, with the help of 2|c| = |
∫ 1

0 ψ
⊥ dz| 6 ‖ψ⊥

‖2, to

|c| 6 |η|O(1)+O(e−C/ε). (9.9)

Next we multiply the equation forψ⊥ by hε and integrate by parts to obtain∫ 1

0
[ψ⊥O(e−C/ε)+ εd(cA+ B)hε + (f ′(Uε)− f ′(H))hεψ ] dz =

∫ 1

0
(ηhε +Λch2

ε)dz.

We estimate each term, using (9.7):∣∣∣∣∫ 1

0
ψ⊥O(e−C/ε)dz

∣∣∣∣ = |c|O(e−C/ε)+O(e−C/ε),∣∣∣∣∫ 1

0
εdcAhε dz

∣∣∣∣ = |c|O(ε),∣∣∣∣∫ 1

0
εdBhε dz

∣∣∣∣ = |c|O(ε)+O(e−C/ε),∣∣∣∣∫ 1

0
(f ′(Uε)− f ′(H))hεψ dz

∣∣∣∣ = |c|O(ε)+O(e−C/ε),∫ 1

0
ηhε dz = −2η,∫ 1

0
Λch2

ε dz = |c|o(1).

All of the above are easy with the possible exception of the fourth estimate. One writesψ = chε +

ψ⊥, so∣∣∣∣∫ 1

0
(f ′(Uε)− f ′(H))hεψ

⊥ dz

∣∣∣∣ 6 ‖(f ′(Uε)− f ′(H))hε‖2‖ψ
⊥
‖2 = |c|O(ε3/2)+O(e−C/ε),

by (9.6). And arguing as in (9.6) we find∣∣∣∣∫ 1

0
(f ′(Uε)− f ′(H))h2

ε dz

∣∣∣∣ = O(ε).

The last integral identity then impliesη = |c|o(1)+O(e−C/ε). Because of (9.7), (9.8) and (9.9) we
have|c| = O(e−C/ε) and‖ψ⊥

‖2 = O(e−C/ε). So‖ψ‖2 = O(e−C/ε), contradicting‖ψ‖2 = 1. 2
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The related result in [5] has noε after c4. The reason is that the extra condition thatϕ(1/2)
= 0 was assumed. Here without this condition we have small eigenvalues. A consequence of this
proposition is thatUε is unique.

PROPOSITION9.2 For smallε, if Uε,U∗
ε ∈ Bδ satisfy Jε,d(Uε) = Jε,d(U∗

ε ) = inf{Jε,d(U) :
U ∈ Bδ}, thenUε = U∗

ε . The same is also true inBRδ .

Proof. Let Uε andU∗
ε be as in the statement. We first show thatUε − U∗

ε = O(ε2), and then use
Proposition 9.1 to conclude that they are identical.

The first estimate of Proposition 8.3 asserts that

U∗
ε − Uε = H

(
z− z∗ε

ε

)
−H

(
z− zε

ε

)
+O(ε2),

wherezε (z∗ε respectively) is theα-point ofUε (U∗
ε respectively). The second estimate of Proposition

8.3 saysz∗ε − zε = O(ε2). Therefore

U∗
ε − Uε =

zε − z∗ε

ε
H ′

(
z− zε

ε

)
+O(ε2) = κ(ε)H ′

(
z− zε

ε

)
ε +O(ε2), (9.10)

whereκ(ε) = (zε − z∗ε)/ε
2

= O(1).
We next show thatκ(ε) = O(ε1/2). Let Wε = U∗

ε − Uε, Zε = V∗
ε − Vε, whereVε =

(−D2)−1(Uε −m) andV∗
ε = (−D2)−1(U∗

ε −m). ThenWε satisfies

−ε2W ′′
ε + f ′(Uε)Wε + εdZε + [f (U∗

ε )− f (Uε)− f ′(Uε)Wε] = λ∗
ε − λε.

Multiply by Wε and integrate by parts to deduce, with the help of (9.10):∫ 1

0
[ε2

|W ′
ε|

2
+ f ′(Uε)W2

ε + εd|Z ′
ε|

2] dz

= −

∫ 1

0
[f (U∗

ε )− f (Uε)− f ′(Uε)Wε]Wε dz

= −
1

2

∫ 1

0
f ′′

(
H

(
z− zε

ε

)
+O(ε)

)(
κ(ε)H ′

(
z− zε

ε

)
ε +O(ε2)

)3

dz

= −
ε4

2

∫ (1−zε)/ε

−zε/ε

f ′′(H(t)+O(ε))(κ(ε)H ′(t)+O(ε))3 dt

= −
κ(ε)ε4

2

∫
∞

−∞

f ′′(H)(H ′)3 dt +O(ε5) = O(ε5), (9.11)

since by (2.4) and integration by parts∫
∞

−∞

f ′′(H)(H ′)3 dt =

∫ 1

−1
2f ′′(H)W(H)dH = −(f (H))2|H=1

H=−1 = 0.

Note that when the Taylor expansion is used in line three of (9.11), by Proposition 8.3 and (9.10)
bothUε andU∗

ε areH((z− zε)/ε)+O(ε). So we put it inf ′′(. . .).



232 X . REN & J. WEI

Combining (9.11) with Proposition 9.1 we obtain
∫ 1

0 |Wε|
2 dz = O(ε4). But on the other hand

(9.10) implies∫ 1

0
|Wε|

2 dz =

∫ 1

0

∣∣∣∣κ(ε)H ′

(
z− zε

ε

)
ε +O(ε2)

∣∣∣∣2 dz = ε3
∫ (1−zε)/ε

−zε/ε

|κ(ε)H ′(t)+O(ε)|2 dt

= κ2(ε)ε3
∫

∞

−∞

|H ′
|
2 dt +O(ε4).

Thereforeκ(ε) = O(ε1/2). And henceWε = O(ε3/2) by (9.10).
Finally, we revisit the first two lines of (9.11), which imply∫ 1

0
[ε2

|W ′
ε|

2
+ f ′(Uε)W2

ε + εd|Z ′
ε|

2] dz 6 C

∫ 1

0
|Wε|

3 dz

6 C‖Wε‖L∞(0,1)

∫ 1

0
W2
ε dz 6 Cε3/2

∫ 1

0
W2
ε dz.

Proposition 9.1 yieldsc4ε
∫ 1

0 W
2
ε dz 6 Cε3/2

∫ 1
0 W

2
ε dz. ThusWε = 0. 2

We return to the parametersε and l. RenameUε, the unique minimum inBδ, Uε,l . The non-
degeneracy implied by Proposition 9.1 allows us to apply the implicit function theorem to conclude
thatUε,l is differentiable inl under theW1,2 norm. LetWε,l = ∂Uε,l/∂l.

PROPOSITION9.3

Wε,l = H ′

(
l(z− zε)

ε

)
z− zε

ε
− Ave

(
H ′

(
l(z− zε)

ε

)
z− zε

ε

)
+ φ,

with ‖φ‖2 = O(1/l). And

φ = cH ′

(
l(z− zε)

ε

)
l

ε
+ φ⊥,

with
∫ 1

0 H
′(l(z− zε)/ε)φ

⊥ dz = 0, c = O(1) and‖φ⊥
‖2 = O(l).

Proof. Differentiate (8.6) with respect tol to obtain the equation

−

(
ε

l

)2

W ′′

ε,l + f ′(Uε,l)Wε,l + l2(−D2)−1Wε,l +
2

l
f (Uε,l)+ 4lVε,l −

2λε
l

= λl (9.12)

forWε,l , whereλl is the derivative ofλε with respect tol.
As in the proof of Proposition 9.1 we replaceH byHε. Definegε = H ′

ε(l(z− zε)/ε)(z− zε)/ε,
andϕ = Wε,l − (gε − Ave(gε)). Thengε satisfies the equation

−

(
ε

l

)2

g′′
ε + f ′(H)gε +

2

l
f (H) = O(e−C/ε).

Subtract this from (9.12) and use the fact Ave(gε) = O(l) to deduce the equation forϕ:

− (ε/ l)2ϕ′′
+ f ′(Uε,l)ϕ + l2(−D2)−1Wε,l +O(l) = λl . (9.13)
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After definingA = (−D2)−1(gε − Ave(gε)) andB = (−D2)−1(ϕ − Ave(ϕ)), we multiply the
above equation byϕ and integrate by parts:∫ 1

0
[(ε/ l)2|ϕ′

|
2
+ f ′(Uε,l)ϕ2

+ l2ϕ(A+ B)+ ϕO(l)] dz = 0.

Note that
∫ 1

0 ϕB dz =
∫ 1

0 |B ′
|
2 dz andA = O(1/l). By Proposition 9.1 we find

c7l
2
∫ 1

0
ϕ2 dz 6

∫ 1

0
[(ε/ l)2|ϕ′

|
2
+ f ′(Uε,l)ϕ2

+ l2ϕB] dz 6
∫ 1

0
|ϕ| dzO(l).

Hence
‖ϕ‖2 = O(1/l). (9.14)

Since‖gε‖2 = O(1/l), we conclude that‖Wε,l‖2 = O(1/l). HenceA + B = O(1/l). This
simplifies (9.13) to

− (ε/ l)2ϕ′′
+ f ′(Uε,l)ϕ +O(l) = λl . (9.15)

Multiply this by hε = (l/ε)H ′
ε(l(z − zε)/ε) (as in the proof of Proposition 9.1), and integrate by

parts: ∫ 1

0
[−ϕh′′

ε + ϕf ′(Uε,l)hε] dz = 2(λl −O(l)).

Thus by (9.14) and (9.6),

2(λl −O(l)) 6 ‖ϕ‖2‖O(e
−C/ε)+ (f ′(Uε,l)− f ′(H))hε‖2 = O(1/l)O(l3) = O(l2),

which implies
λl = O(l). (9.16)

The equation (9.15) becomes

− (ε/ l)2ϕ′′
+ f ′(Uε,l)ϕ = O(l). (9.17)

We decomposeϕ = chε + ϕ⊥ with
∫ 1

0 hεϕ
⊥ dz = 0. By (9.14),

c =

∫ 1
0 ϕhε dz

‖hε‖
2
2

6
‖ϕ‖2

‖hε‖2
= O(1).

ϕ⊥ satisfies the equation

−(ε/ l)2(ϕ⊥)′′ + f ′(Uε,l)ϕ⊥
+ c(f ′(Uε,l)− f ′(H))hε = O(l).

However, similarly to the argument leading to (9.6),

|(f ′(Uε,l)− f ′(H))hε| 6 C|εφ0(z)+O(ε2)||hε(z)|

= Cε

∣∣∣∣φ0(εt + zε)− φ0((1 −m)/2)

ε
+O(1)

∣∣∣∣ · |H ′
ε(t)|

= Cε||t | +O(1)| · |H ′
ε(t)| = O(ε).

So the equation forϕ⊥ is
−(ε/ l)2(ϕ⊥)′′ + f ′(Uε,l)ϕ⊥

= O(l).

Multiply this equation byϕ⊥, integrate by parts, and use (9.2) to find‖ϕ⊥
‖2 = O(l). 2
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10. The convexity ofE andE/l

As suggested in (8.1) we define

E(ε, l) = inf{lJε,l(U) : U ∈ Bδ} = lJε,l(Uε,l).

Through reversal we observe

E(ε, l) = inf{lJε,l(U) : U ∈ BRδ } = lJε,l(URε,l),

whereURε,l is the reversal ofUε,l .
PROPOSITION10.1 In the range (8.3) bothE andE/l are strictly convex with respect tol. More
precisely,

∂2E

∂l2
=
(1 −m2)2

4
l +O(ε2/3),

∂2

∂l2

(
E

l

)
= 2c0

(
ε

l3

)
+
(1 −m2)2

12
+O(ε1/3).

Proof. Multiplying (8.6) byUε,l −m and integrating by parts, we find the useful integral identity∫ 1

0
[(ε/ l)2|U ′

ε,l |
2
+ f (Uε,l)(Uε,l −m)+ l2|V ′

ε,l |
2] dz = 0, (10.1)

whereVε,l = (−D2)−1(Uε,l −m). This identity and Lemma 8.4 turnE to

E(ε, l) = l

∫ 1

0

[
W(Uε,l)−

f (Uε,l)(Uε,l −m)

2

]
dz

= ε

∫
∞

−∞

(
W(H)−

f (H)(H −m)

2

)
dt

+ ε

∫ 1

0

(
f (±1)−

f ′(±1)(±1 −m)+ f (±1)

2

)
φ0 dz+O(ε5/3)

= c0ε +
(1 −m2)2

24
l3 +O(ε5/3). (10.2)

The integral in the second line isc0 because of (2.3) and (2.4). The computation of the integral in
the third line uses the definition (8.10) ofφ0 and the expression (3.4) ofV0.

DifferentiatingE with respect tol yields

∂E

∂l
=

∫ 1

0

[
−
ε2

2l2
|U ′

ε,l |
2
+W(Uε,l)+

3l2

2
|V ′

ε,l |
2
]

dz. (10.3)

We have used the fact thatUε,l is a critical point ofJε,l . By (10.1) and Lemma 8.4 this becomes

∂E

∂l
=

∫ 1

0

[
W(Uε,l)+

f (Uε,l)(Uε,l −m)

2

]
dz+

∫ 1

0
2l2|V ′

ε,l |
2 dz

=
ε

l

∫
∞

−∞

[
W(H)+

f (H)(H −m)

2

]
dt +

ε

l

∫ 1

0

f ′(±1)(±1 −m)

2
φ0 dz

+

∫ 1

0
2l2|V ′

ε,l |
2 dz+O(ε4/3).
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The first integral in the second line is 0 again by (2.3) and (2.4). The second integral equals
−(1 − m2)2/24 multiplied by l2/ε as in the estimate ofE. To estimate the integral in the last
line note (8.17), so using (3.4) we deduce∫ 1

0
2l2|V ′

ε,l |
2 dz =

∫ 1

0
2l2|V ′

0|
2 dz+O(ε4/3) =

(1 −m2)2

6
l2 +O(ε4/3).

Altogether
∂E

∂l
=
(1 −m2)2

8
l2 +O(ε4/3). (10.4)

Differentiate (10.3) with respect tol. Denote the derivative ofUε,l with respect tol byWε,l and the
derivative ofVε,l with respect tol byZε,l . Then

∂2E

∂l2
=

∫ 1

0

[
ε2

l3
|U ′

ε,l |
2
+ 3l|V ′

ε,l |
2
]

dz+

∫ 1

0

[
−
ε2

l2
U ′

ε,lW
′

ε,l + f (Uε,l)Wε,l + 3l2V ′

ε,lZ
′

ε,l

]
dz.

Call the first term on the rightT1 and the second termT2. The estimation ofT1 is similar to the
earlier ones. Using (10.1) we find

T1 =
1

l

∫ 1

0
[−f (Uε,l)(Uε,l −m)+ 2l2|V ′

ε,l |
2] dz

=
ε

l2

∫
∞

−∞

−f (H)(H −m)dt +
(1 −m2)2

12
l +

(1 −m2)2

6
l +O(ε)

=
ε

l2

∫
∞

−∞

−f (H)H dt +
(1 −m2)2

4
l +O(ε).

To estimateT2, first use (8.6) andZε,l = (−D2)−1Wε,l to simplify it to

T2 =

∫ 1

0
[2f (Uε,l)Wε,l + 4l2Vε,lWε,l ] dz.

By Propositions 8.3 and 9.3,

T2 =

∫ 1

0
[2f (H)+O(ε2/3)]

(
z− zε

ε
H ′

+ φ⊥
+O(ε1/3)

)
dz

=
ε

l2

∫ (1−zε)/ε

−zε/ε

2f (H(t))H ′(t)t dt +O(ε2/3) =
ε

l2

∫
∞

−∞

−2W(H)dt +O(ε2/3).

We have used the estimates∫ 1

0

∣∣∣∣z− zε

ε
H ′

∣∣∣∣ dz =
ε

l2

∫ (1−zε)/ε

−zε/ε

|H ′(t)t | dt = O(ε1/3),∫ 1

0
|f (H)| dz =

ε

l

∫ (1−zε)/ε

−zε/ε

|f (H(t))| dt = O(ε2/3),

‖2f (H)+O(ε2/3)‖2 = O(ε1/3).
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AddingT1 andT2, since
∫

∞

−∞
(f (H)H + 2W(H))dt = 0 as in the estimation for∂E/∂l, we arrive

at
∂2E

∂l2
=
(1 −m2)2

4
l +O(ε2/3), (10.5)

proving the estimate for∂2E/∂l2. From (10.2), (10.4) and (10.5), we deduce

∂2

∂l2

(
E

l

)
=

∂2E

∂l2
l2 − 2∂E

∂l
l + 2E

l3
= 2c0

(
ε

l3

)
+
(1 −m2)2

12
+O(ε1/3). 2

We now prove the three theorems stated in Section 1. Recall that a global minimum ofIε is
denoted byuε , with Nε α-points, denoted byx1, . . . , xNε . Between them there areNε − 1 zeros of
the derivative ofvε = (−D2)−1(uε − m), denoted byy1, . . . , yNε−1, satisfying 0< x1 < y1 <

x2 < y2 < . . . < xNε−1 < yNε−1 < xNε < 1. We setli = yi − yi−1 for i = 1, . . . , Nε with y0 = 0
andyNε = 1. There are two possibilities foruε on (0, x1): uε > α or uε < α.

Proof of Theorem 1.1. Without loss of generality we suppose thatuε > α on (0, x1). We construct
a particular periodic solutionu∗

ε with Nε α-points (i.e.Nε/2 periods), and show thatuε = u∗
ε .

Let Uε,1/Nε be the unique minimum ofJε,l in Bδ (Proposition 9.2), withl = 1/Nε , and
let URε,1/Nε , its reversal, be the unique minimum ofJε,1/Nε in BRδ . Setu∗

ε (x) = URε,1/Nε (Nεx)
for x ∈ (0,1/Nε). Extendu∗

ε anti-periodically to(0,1), i.e. u∗
ε (x) = Uε,1/Nε (Nεx − 1) for

x ∈ (1/Nε,2/Nε), u∗
ε (x) = URε,1/Nε (Nεx − 2) for x ∈ (2/Nε,3/Nε), etc. Clearlyu∗

ε is periodic
with Nε/2 periods.

For smallε by Lemma 4.6 and Propositions 7.1 and 7.2,uε(li ·+yi−1) ∈ Bδ wheni is even, and
∈ BRδ wheni is odd. Using the strict convexity ofE in Proposition 10.1 and (8.1) we find

Iε(u
∗
ε ) > Iε(uε) >

Nε∑
i=1

liJε,li (uε(li · +yi−1)) >
Nε∑
i=1

E(ε, li) > NεE(ε,1/Nε) = Iε(u
∗
ε ).

All the inequalities above must be equalities. Thereforeli = 1/Nε for all i, anduε(li · +yi−1) =

Uε,1/Nε wheni is even, and= URε,1/Nε wheni is odd, by Proposition 9.2. Thusuε = u∗
ε .

If on (0, x1), uε < α, thenuε must be the reversal ofu∗
ε . 2

Proof of Theorem 1.2. In the previous proof we have shown that ifNε is known, there are exactly
two global minima ofIε , u∗

ε and its reversal, withNε α-points. Here we determine whetherNε is
unique.

By the strict convexity ofE/l (Proposition 10.1),E/l attains its minimum at a uniquel∗. But
for Iε(uε) = NεE(ε,1/Nε), its minimum with respect toNε is achieved at one or two integers.

If 1/l∗ happens to be an integer, then there is only oneNε = 1/l∗. If 1/l∗ is not an integer, there
exist two consecutive integers, sayN andN + 1, such thatN < 1/l∗ < N + 1. If NE(ε,1/N) 6=

(N + 1)E(ε,1/(N + 1)), then again there is only oneNε . It must be the one ofN andN + 1 which
offers the smaller ofNE(ε,1/N) and(N + 1)E(ε,1/(N + 1)). In these two cases we have two
global minima ofIε .

In the less likely third case that 1/l∗ is not an integer, andNE(ε,1/N)=(N+1)E(ε,1/(N+1)),
we have two values,N andN + 1, forNε . Then there are four global minima ofIε . 2

Proof of Theorem 1.3. Collecting the estimates (10.2) and (10.4), we have

∂

∂l

(
E

l

)
=

∂E
∂l
l − E

l2
=

−c0ε +
(1−m2)2

12 l3 +O(ε5/3)

l2
.
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If E/l is minimized atl = l∗, the above estimate implies

−c0ε +
(1 −m2)2

12
l3∗ +O(ε5/3) = 0,

which in turn yields

l∗ =

(
12c0

(1 −m2)2

)1/3

ε1/3
+O(ε). (10.6)

Nε , the number ofα-points ofuε , is either 1/l∗ if it happens to be an integer, or one of the two
consecutive integers,N andN + 1, such that 1/(N + 1) < l∗ < 1/N . In the first case the theorem
is proved since 2l∗ = 2/Nε is the period. In the second case, since

1

N
−

1

N + 1
<

l2∗

1 − l∗
= O(ε2/3),

the period 2/N or 2/(N + 1) of uε is 2l∗ +O(ε2/3), proving the theorem by (10.6). 2
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