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On level-set approach to motion of manifolds of arbitrary codimension
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Ambrosio and Soner [1] have shown that level-set methods can be used to characterize classical, and
define generalized, evolution by mean curvature of manifolds of arbitrary codimension inRn. We
investigate for what (other) normal velocities, and how, the level-set methods can be used to treat
motion of manifolds of arbitrary codimension by the given velocity. Two variants of the level-set
approach are studied. One uses the properties of the distance function to describe the motion. In the
other one, the moving manifolds are represented as a zero-level set of a solution to a parabolic
differential equation. Necessary conditions and sufficient conditions for these approaches to be
applicable are given. The motion of curves inRn, by a velocity that is parallel to the normal vector, is
studied in greater detail and the velocities to which the level-set methods apply are partially classified.
We also compare the level-set approach with the use of minimal barriers of De Giorgi, and show
that for many velocities the two approaches are essentially equivalent. That in turn provides new
information on applicability of barriers of De Giorgi.

1. Introduction

The focus of this paper is on the motion by normal velocity of manifolds of codimension greater
than one embedded inRn. Such motions are encountered in models of superconductivity, medical
imaging and motion of vortex filaments in fluids. Our aim is to investigate which of the motions can
be treated via the level-set approach. In a sense, we investigate what motions can be described via a
single parabolic partial differential equation.

The inspiration for this investigation came from the work of Ambrosio and Soner [1] on the
level-set approach. Following an idea by De Giorgi, they showed that evolution by the mean
curvature vector of manifolds of arbitrary codimension inRn can be characterized by level-set
methods. Geometrically, the idea is to describe the evolution of codimensionn − k > 1 manifolds
using the evolution of their tubular neighborhoods. To be more precise, let{Γt }t∈[0,T ] be a smooth
family of k-dimensional manifolds inRn, and letVk be a codimension 1 velocity equal to (minus) the
sum of thek smallest principal curvatures at a point on a hypersurface. Ambrosio and Soner proved
that the manifoldsΓt evolve by the mean curvature vector if and only if the tubes of points of fixed
distanceε to Γt evolve with (outward normal) velocity less thanVk, for all ε small enough. The
latter property is equivalent to the distance function being a viscosity supersolution of a parabolic
partial differential equation (the level-set equation that corresponds to the codimension 1 motion
by velocity Vk). They also showed that manifold evolving by mean curvature is the zero-level
set of a nonnegative function,u, whose level sets (for positive levels) evolve by velocityVk, in
a generalized sense. In this caseu is the viscosity solution of the level-set equation that corresponds
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to velocityVk. The important point is that the evolution of manifolds of arbitrary codimension by
the mean curvature vector can be recast in terms of the level-set approach to codimension 1 motion.

The motion (propagation, evolution, flow) of manifolds (fronts, interfaces) of codimension 1
has been studied extensively. Particularly the motion by (outward) normal velocities of the form
V (Dn, n), wheren is the unit outward normal vector andDn its derivative, and the velocityV
is continuous and nonincreasing in theDn argument. One of the main difficulties in treating these
motions is that the moving fronts can develop singularities and change topological type. This creates
the need to introduce a notion of a weak (generalized) motion, past the singularities. One successful
approach to that problem is the level-set approach, which was introduced by Osher and Sethian
in [16] for numerical purposes. Viscosity solutions of the level-set equations were first used by
Evans and Spruck [11] to define generalized front propagation for motion by mean curvature, and
simultaneously by Chen, Giga and Goto [8] to define generalized front propagation for a large class
of velocities. Ishii and Souganidis [14] have extended the level-set approach to all the velocities,V ,
described at the beginning of this paragraph.

Let us briefly recall the level-set approach. At each time the front,Υt , is described as the zero-
level set of a functionu, while the interior of the front,Ωt , is the set whereu is less than zero. When
the functionu is differentiable and|Du| 6= 0 on the front then

n =
Du

|Du|
, Dn =

1

|Du|

(
I −

Du⊗Du

|Du|2

)
D2u, V =

−ut

|Du|
.

For a symmetric matrixX and a nonzero vectorp we define

F(X, p) := |p|V

(
1

|p|
(I − p̂ ⊗ p̂)X(I − p̂ ⊗ p̂), p̂

)
, (1.1)

wherep̂ = p/|p|. The equalityV = −ut/|Du| then readsut + F(D2u,Du) = 0 onΓt . If we
require that all the level sets ofu propagate by velocityV then we get an equation on the whole
space. That motivates the following definition.

We say that the family{(Ωt , Υt )}t∈[0,T ] is the generalized evolution by velocityV if Ωt = {x :
u(x, t) < 0} andΥt = {x : u(x, t) = 0}, whereu is the unique viscosity solution of the level-set
equation

ut + F(D2u,Du) = 0,

u(x,0) = u0(x).
(1.2)

Hereu0 is any uniformly continuous function, negative inΩ0, zero onΥ0, and positive on the
complement ofΩ0 ∪ Υ0.

Another, similar way to define generalized motion is by using the properties of the signed
distance function to the front. This approach was developed by Soner [17], and further investigated
by Barles, Soner and Souganidis in [3], and Ishii and Souganidis in [14]. LetOt be the set enclosed
by the front at timet , andΓt = ∂Ot the front. The signed distance function is defined by

d±(x, t) :=

{
−dist(x, Γt ) if x ∈ Ot ,

dist(x, Γt ) otherwise.
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The family{(Ot , Γt )} is said to be the generalized evolution by velocityV if

∂(d± ∧ 0)

∂t
+ F(D2(d± ∧ 0),D(d± ∧ 0)) 6 0,

∂(d± ∨ 0)

∂t
+ F(D2(d± ∨ 0),D(d± ∨ 0)) > 0,

(1.3)

in the viscosity sense. Herea ∧ b = min{a, b} anda ∨ b = max{a, b}.
These two approaches are in large part equivalent; the difference being in how they represent

the evolution when it is not unique, for example, the evolution by the mean curvature of the union
of two coordinate axes inR2. In such cases, there is more than one front propagating by the given
velocity in the sense of the definition via the distance function, while there is just one generalized
evolution that comes from the level-set equation, since it has a unique solution. However, the setΥt
is no longer the boundary ofΩt ; it itself has a nonzero measure. This phenomenon is called front
fattening. The precise relationship between two approaches is the following: Let{(Ωt , Υt )}t be the
generalized evolution of the front by velocityV using the former definition. Then{(Ωt , ∂Ωt )}t is
the minimal (in the sense of the set inclusion of the front interiors) and{(int(Ωt ∪Υt ), ∂(Ωt ∪Υt ))}t
the maximal generalized evolution (starting from(Ω0, Υ0)) in the sense of the latter definition.

The results of Ambrosio and Soner can now be restated as follows: LetFk be the function that
by the equation (1.1) corresponds to the velocityVk. A smooth family ofk-dimensional manifolds,
Γt , in Rn evolves by the mean curvature vector if and only if the distance function toΓt satisfies

dt + Fk(D
2d,Dd) > 0

in the viscosity sense. Also, manifoldsΓt move by the mean curvature vector if and only ifΓt =

{x : u(x, t) = 0} whereu is the viscosity solution of the level-set equation (1.2). In this case the
initial condition, u0, is any uniformly continuous function equal to 0 onΓ0 and positive on the
complement ofΓ0. Both of these characterizations can then be used to define generalized evolution
by mean curvature vector. Note, however, that there are important differences in the way the level-set
equation is used to describe codimension 1 and codimension greater than 1 motions. In particular,
for codimension 1 motions, a generic level set is a hypersurface evolving with the given velocity,
while only the zero-level set evolves with the given codimension greater than 1 velocity. Also, no
set is enclosed by a moving manifold of codimension greater than 1, and there is no geometric
comparison principle that the moving manifolds satisfy directly.

Our objective is to study if characterizations similar to the ones described above can be obtained
for general codimensionn − k velocities. We say that a codimension 1 velocityV gives a distance
representation to a codimensionn − k velocity v if for every smooth family ofk-dimensional
manifolds inRn, {Γt }t∈[0,T ] , the following holds: The manifoldsΓt evolve by velocityv if and
only if the distance function toΓt satisfies

dt + F(D2d,Dd) > 0

in the viscosity sense. HereF is again given by (1.1). In a similar fashion, we say that a codimension
1 velocityV surrounds a codimensionn− k velocityv if manifolds moving with velocityv can be
characterized as the zero-level set of the solution of the level-set equation (1.2). Our main goal is to
find out what codimensionn− k velocitiesv have a distance representation (or can be surrounded),
as well as how to find the “best” codimension 1 velocityV that gives a distance representation tov.



420 D. SLEPČEV

The paper is organized as follows: In Section 2 we review the level-set approach to motion
of manifolds of codimension 1. In addition, we show that for any smooth codimension 1 velocity,
V (Dn, n), nonincreasing in theDn argument, and any compact closed smooth hypersurface without
boundary, there exists a unique short time classical evolution by velocityV . In Section 3 we establish
some properties of the distance function in a tubular neighborhood of a codimensionn−k manifold
Γ embedded inRn. In particular, we computeDd andD2d nearΓ .

In Section 4 we begin investigating the motion by codimension greater than 1 velocities. We
define notions we use (distance representation, surrounding etc.), establish relationships among
them, and find some sufficient conditions and a necessary condition that the velocitiesv andV
have to satisfy, in order forV to give a distance representation tov and forV to surroundv.
The techniques we use here are inspired by the work of Ambrosio and Soner on motion by mean
curvature vector. Our approach is, however, more direct and hence yields simpler proofs.

Completely classifying which velocities have a distance representation appears to be a difficult
task, as even the special case of motion of curves inRn has a rich structure. We investigate the
motion of curves inRn in Section 5. For motion of curves by a velocity that is parallel to the normal
vector we are able to find conditions that are very close to being both necessary and sufficient for
a velocityV to give a distance representation tov. We then discuss when a given velocityv has a
distance representation, and find (the “best”) velocityV that gives the distance representation. After
that, we partially classify the velocities that have a distance representation. In particular we prove
that the only velocities of the formf (k)En (wherek is the curvature andEn the normal vector) that
have a distance representation are constant multiples of the curvature vector (i.e.v = CkEn). For
the velocities of the formf (k, Et )En (whereEt is the tangent vector) the results are more intriguing.
Under a technical condition, we show that velocities of that form have a distance representation if
f (k, Et ) = g(Et )k, whereg is a nonnegative even function whose set of zeroes satisfies an interesting,
geometric condition related to convexity (inSn−1). Let us just mention that, for example, the
velocity withg(Et ) = 1 − |Ee · Et |2, whereEe is an arbitrary unit vector, has a distance representation,
while the velocity withg(Et ) = |Ee · Et |2 does not.

In Section 6 we turn our attention to the barriers of De Giorgi, which offer an abstract way to
define generalized evolution by a given velocity. For motion of fronts of codimension 1 this approach
was developed by De Giorgi, Bellettini, Novaga and Paolini (see [5] and references therein). They
proved that the barriers give the same information about the front as the level-set approach. De
Giorgi conjectured that for the motion by mean curvature vector in any codimension the level-
set approach and the barriers approach are essentially equivalent as well. A part of the conjecture
was proven by Ambrosio and Soner in [1], while the complete conjecture was proven by Bellettini
and Novaga in [6]. The main topic of Section 6 is comparing the level-set approach and the barriers
approach. We concentrate on the motion of curves inRn, and prove that for a large class of velocities
the two approaches are equivalent. We also show that for many velocities for which the level-set
approach is not applicable, neither is the barriers approach. At the end we offer a simple proof of
De Giorgi’s conjecture.

2. Motion of manifolds of codimension 1

In this section we recall the level-set approach to motion (propagation, evolution, flow) of manifolds
(fronts, interfaces) of codimension 1 inRn. The normal velocities that we consider have the form
V (Dn, n), wheren is the outward normal vector to the front, andDn its derivative. We furthermore
require thatV is nonincreasing in theDn argument. To consider evolution (flow) of a manifold by
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a given velocity we first define the classical notion of evolution (flow, propagation) by given normal
velocity:

DEFINITION 2.1 Let Υ be a compact, connected,n − 1-dimensional,C2 manifold without
boundary and letψ ∈ C2(Υ × [0, T ],Rn) be an embedding for every fixedt ∈ [0, T ]. Let
Υt := ψ(Υ × {t}) and letΩt be the bounded component ofRn\Υt . We say that{(Ωt , Υt )}t∈[0,T ] is
theclassical evolution( flow) of (Ω0, Υ0) by velocityV if

∂ψ

∂t
(x, t) · n = V (Dn, n),

wheren is the outward normal vector toΥt atψ(x, t).
We say that{(Ωt , Υt )}t∈[0,T ] is aclassical subflow(resp.superflow) by velocityV if the equality

in the condition above is replaced by6 (resp.>).

However, the classical motion of a front often exists for only a short time, since the front can
develop singularities. We use the viscosity solutions of level-set equations for the given motion
to define generalized front propagation. More precisely, we use the definition of viscosity solutions
introduced by Ishii and Souganidis in [14] that allows us to consider velocities with arbitrary growth
of the curvature tensor.

DEFINITION 2.2 LetΩ0 be a bounded open set andΥ0 = ∂Ω0 be the front at timet = 0. Letu0 be
a uniformly continuous function such thatΥ0 = {x ∈ Rn : u0(x) = 0} andΩ0 = {x : u0(x) < 0}.
We say that{(Ωt , Υt )}t∈[0,T ] is thegeneralized evolution of(Ω0, Υ0) by velocityV for t ∈ [0, T ) if
Υt := {x : u(x, t) = 0} andΩt := {x : u(x, t) < 0}, whereu is the viscosity solution (as defined in
[14]) of the level-set equation:

ut + F(D2u,Du) = 0 onRn × (0, T ),

u(x,0) = u0(x) for all x ∈ Rn.
(2.1)

with F given by (1.1).

Since the exact definition of viscosity solutions in [14] is rather technical, we refer the reader to the
Appendix for details. It is, however, important to keep in mind that solutions of [14] are the same
as the standard viscosity solutions of level-set equations (see, for example, [8]) whenF ∗(0,0) =

F∗(0,0) = 0. HereF ∗ (resp.F∗) is the upper (resp. lower) semicontinuous envelope ofF . Ishii and
Souganidis have shown that the equation (2.1) has a unique uniformly continuous viscosity solution
(for anyT ∈ (0,∞]) and that the definition above does not depend on the choice of the functionu0.

2.1 Properties of generalized evolution

We now list some important properties of generalized evolution and viscosity solutions, that were
either (in this generality) proven in [14] or have simple proofs. In all these properties (where
relevant){(Ωt , Υt )}t∈[0,T ] is assumed to be a generalized evolution by a velocityV .

(P1) Invariance under nondecreasing transformations.Or in other words, invariance under
relabeling of level sets. Letρ be a nondecreasing function. Ifu is a viscosity supersolution
(resp. subsolution) of (2.1) then so isρ(u)∗ (resp.ρ(u)∗). If ρ is continuous andu is a
uniformly continuous solution of (2.1), thenρ(u) is a continuous solution, with initial data
ρ(u0).
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(P2) Comparison of viscosity solutions.If u is an (upper semicontinuous) subsolution of (2.1),
v a (lower semicontinuous) supersolution of (2.1), andu(·,0) 6 v(·,0) thenu(·, t) 6 v(·, t)

for all timest > 0.

(P3) Comparison of evolving fronts.Let {(Ω ′
t , Υ

′
t )}t∈[0,T ] be a generalized evolution by

velocityV . If Ω0 ⊆ Ω ′

0 thenΩt ⊆ Ω ′
t andΥt ⊆ Ω ′

t ∪ Υ ′
t for all t > 0.

(P4) Comparison of evolutions with different velocities.Let V2 be a velocity such thatV2 > V ,
and{(Ω ′

t , Υ
′
t )}t∈[0,T ] the generalized evolution of(Ω0, Υ0) by velocityV2. ThenΩt ⊆ Ω ′

t

andΥt ⊂ Ω ′
t ∪ Υ ′

t for all t ∈ [0, T ].

(P5) Agreement with classical evolution I.If Υt are C2 manifolds for all t ∈ [0, T ] then
{(Ωt , Υt )}t∈[0,T ] is a classical evolution by velocityV .

(P6) Agreement with classical evolution II.Let {(Ω ′
t , Υ

′
t )}t∈[0,T ] be a classical evolution ofΥ0 by

velocityV . ThenΥ ′
t = Υt for all t ∈ [0, T ].

(P7) Comparison with sub- and superflows.Let {(Ω ′
t , Υ

′
t )}t∈[0,T ] be a (classical) superflow (or

subflow) by velocityV . If Ω0 ∪ Υ0 ⊂ Ω ′

0 (resp.Ω ′

0 ∪ Υ ′

0 ⊂ Ω0) thenΩt ∪ Υt ⊂ Ω ′
t (resp.

Ω ′
t ∪ Υ ′

t ⊂ Ωt ) for all t ∈ [0, T ].

2.2 Short time existence of classical evolutions

In addition to generalized evolution, we need the short time existence of classical evolutions by
smooth velocitiesV (Dn, n) that are nonincreasing in theDn argument. There are, of course, a
number of results on short time existence of classical evolutions. Giga and Goto have shown in
[12] that if the velocityV is strictly decreasing (in a uniform way) in theDn argument and the
initial manifold is smooth, then there exists a short time smooth evolution. Here we show that the
classical evolutions (recall that we require them to be onlyC2) exist for short time even whenV
is only nonincreasing in theDn argument. The main tool that we use are the results by Lions and
Souganidis in [15]. The following lemma is a corollary of Theorem V.1 from their paper.

LEMMA 2.3 LetG : Sym(n) × R → R be a smooth, degenerate elliptic function such that
‖G‖C4(K×Rn) is bounded for every compact setK ⊂ Sym(n). Let u0 ∈ C6(Rn) with ‖u0‖C6

finite. Then there exists a timet0 > 0 such that the Cauchy problem

ut +G(D2u,Du) = 0 onRn × (0, t0),

u(x,0) = u0(x) for all x ∈ Rn,

has aC2 solution.

We are now ready to prove the short time existence of classical evolutions:

THEOREM 2.4 Let V (Dn, n) be a smooth codimension 1 velocity (nonincreasing in theDn

argument). LetΩ0 be a bounded open set andΥ0 = ∂Ω0 a C6 manifold in Rn. Then for some
time t0 > 0 there exists a unique classical evolution,{(Ωt , Υt )}t∈[0,t0), by velocityV .

Proof. LetV ,Ω0, andΥ0 be as above and letd0(x) := d±(x, Υ0) (negative inΩ0). We can assume
that 0∈ Ω0. LetM := diamΩ0. There existsσ ∈ (0,1) such thatd0 is aC6 function on the set
where|d0| < 4σ . Let η1 ∈ C∞(R, [−1,1]) be a nonincreasing function such thatη1(s) = −2σ if
s 6 −2σ , η1(s) = s if |s| < σ , andη1(s) = 2σ if s > 2σ . Let η2 ∈ C∞([0,∞), [0,1]) be such
thatη2(s) = 1 for s ∈ [1/2,2] andη2(s) = 0 for s ∈ [0,1/4] ∪ [4,∞). Let η3 ∈ C∞(R, [0,1])
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be a nonincreasing function such thatη3(s) = 1 if s < 3M andη3(s) = 0 if s > 3M + 1. For a
symmetric matrixX and vectorp we define

G(X,p) := η2(|p|)F (X, p).

Note thatG is smooth and degenerate elliptic. Consider the Cauchy problem

ut +G(D2u,Du) = 0,

u(x,0) = η1(d0(x))η3(|x|).

By Lemma 2.3 this equation has aC2 solution,u, for some timet0 > 0. LetΩt := {x : u(x, t) < 0}

andΥt := ∂Ωt . By makingt0 smaller if necessary we can assume that diamΩt < 2M for every
t ∈ [0, t0), and if |u(x)| < σ/2 andx < 2M then |Du|(x, t) ∈ (1/2,2). It is then easy to check
that {(Ωt , Υt )}t∈[0,t0) is a classical evolution by velocityV . Let us show that{(Ωt , Υt )}t∈[0,t0) is a
unique classical evolution for timet ∈ [0, t0). Assume that there exists another classical evolution
{(Ω ′

t , Υ
′
t )}t∈[0,t1) for some timet1 > 0. Then there exists a timet ′ and a pointx′

∈ Υ ′

t ′
such

that u(x′, t ′) 6= 0. Assume thatu(x′, t ′) < 0. Let a := 1
4(−σ ∨ u(x′, t ′)). Note that the level

sets{u(·, t) = a} move with velocityV in the classical sense. Therefore, by comparison,Υ ′

t ′
⊂

{u(·, t ′) > a}, which is in contradiction with the fact thatu(x′, t ′) < a. The caseu(x′, t ′) > 0 is
analogous. 2

3. Geometric preliminaries

Let Γ be a compact,k-dimensional,C2 manifold without boundary, embedded inRn. By TxΓ we
denote the tangent space toΓ atx, and byNxΓ its orthogonal complement (inRn). To describe the
local geometry ofΓ we use the shape operatorSΓ : NxΓ × TxΓ → TxΓ , defined by

SpΓ (v) := −ΠT (∇vp̃), (3.1)

wherep̃ is a local extension ofp ∈ NxΓ such thatp̃(y) is orthogonal toΓ wheny ∈ Γ , and
ΠT is the orthogonal projection toT . If the manifold being considered is known from the context,
we writeS instead ofSΓ . Note thatS contains the same information as the second fundamental
formB, since

Sp(x) · y = B(x, y) · p.

For a pointx in Rn let d(x) be its distance fromΓ . By Γ + a we denote the set of points inRn
whose distance toΓ is less thana. SinceΓ is aC2 submanifold ofRn it has a tubular neighborhood
(see, for example, [13]). Therefore there existsσ1 > 0 such that for every pointx in Γ + σ1, there
exists a unique point onΓ closest tox. Let us denote it byπΓ (x).

LEMMA 3.1 There existsσ > 0 such that for allx0 ∈ Γ , every unit vectorp ∈ Nx0Γ and every
v ∈ Tx0Γ the following holds:

1. D2d(x0 + tp) is a nonincreasing function oft (with values in the set of symmetric matrices)
for t ∈ (0, σ ) and

2. limt→0+ D2d(x0 + tp)v = −Spv.
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Proof. We can assume thatx0 = 0, T0Γ = span{e1, . . . , ek}, andp = en, where [e1, . . . , en] are
the coordinate unit vectors inRn. Set

σ := min{σ1, 1/(1 + max{‖Sw‖ : x ∈ Γ, w ∈ NxΓ, |w| = 1})}.

Let πk be the orthogonal projection fromΓ to T0Γ . When restricted to a neighborhood of 0 it is a
bijection (onto a neighborhood,V , of 0 in T0Γ ). Letψ be the inverse of the restriction. Then

ψ(x1, . . . , xk) = (x1, . . . , xk, ψ
k+1(x1, . . . , xk), . . . , ψ

n(x1, . . . , xk)).

Let [n1, . . . , nn−k] be an orthonormal frame onNΓ for points inψ(V ) such that [n1, . . . , nn−k] =

[ek+1, . . . , en] at x = 0. Let us extend it toV2 := π−1
Γ (ψ(V )) by settingni(x) := ni(πΓ (x)) for

i = 1, . . . , n− k.
We now introduce new coordinates onV2. Letϕ : V2 → Rn be defined by

ϕ(x1, . . . , xk, t1, . . . , tn−k) := ψ(x1, . . . , xk)+

n−k∑
j=1

tj nj (x1, . . . , xk).

Note thatϕ is a differentiable bijection betweenV2 andϕ(V2). Let us computeDϕ(ϕ−1(tp)). We
have

Dϕ =

[
∂ψ

∂x1
+ t

∂nn−k

∂x1
, . . . ,

∂ψ

∂xk
+ t

∂nn−k

∂xk
, n1, . . . , nn−k

]
=

[
Ik − tSp 0

0 In−k

]
. (3.2)

Note that the choice ofσ ensures that the matrixI − tSp is invertible. We now compute

Dd ◦ ϕ =
t1n1 + · · · + tknk√
t21 + · · · + t2k

D(Dd ◦ ϕ)(ϕ−1(tp)) =

[
∂nn−k

∂x1
, . . . ,

∂nn−k

∂xk
,
n1

t
, . . . ,

nn−k−1

t
,0

]

=

−Sp 0 0
0 1

t
In−k−1 0

0 0 01×1

 .
Using (3.2), we now obtain

D2d(tp) = D((Dd ◦ ϕ) ◦ ϕ−1)(tp) =

−Sp 0 0
0 1

t
In−k−1 0

0 0 0

[(Ik − tSp)
−1 0

0 In−k

]

=

−Sp(Ik − tSp)
−1 0 0

0 1
t
In−k−1 0

0 0 0

 . (3.3)
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Note that the matrixA(t) := D2d(tp) satisfies the matrix Riccati equation

dA

dt
= −A2.

ThereforeD2d(tp) is nonincreasing fort ∈ (0, σ ). Since(I−tSp)
−1 approaches the identity matrix

ast approaches 0, the second claim of the lemma follows from (3.3) as well. 2

REMARKS. 1. Claim 2 of the lemma proves the conjecture that Ambrosio and Soner made on page
707 of [1].

2. The matrixD2d(tp) has the form (3.3) under the assumption thatT0Γ = span{e1, . . . , ek}

andp = en. In general, forx ∈ Γ andp ∈ NxΓ , let [t1, . . . , tk] be an orthonormal basis ofTxΓ
and [tk+1, . . . , tn] an orthonormal basis ofNxΓ , wheretn = p. Let R be the matrix [t1, . . . , tn].
Then

D2d(tp) = R

−Sp(Ik − tSp)
−1 0 0

0 1
t
In−k−1 0

0 0 0

R−1. (3.4)

HereSp is the matrix of the shape operator in [t1, . . . , tk] coordinates.

The following lemma is partly a corollary of the previous one.

LEMMA 3.2 Letψ ∈ C2(Γ × [0, T ],RN ) be an embedding for every fixedt ∈ [0, T ]. Let Γt :=
ψ(Γ × {t}) andd(x, t) := dist(x, Γt ). Then

σ := 1/max{2‖Sp‖ : x ∈ Γ, t ∈ [0, T ], p ∈ Nψ(x,t)Γt , |p| = 1}

is a positive number and the functiond(x, t) is twice differentiable on the setA := {(x, t) ∈

Rn × [0, T ] : d(x, t) ∈ (0, σ )}. Furthermore, if for any(z, t) ∈ A we denote byΠ(z, t) the closest
point toz onΓt , then

∂d

∂t
(z, t) = −p ·

∂ψ

∂t
(ψ(·, t)−1(Π(z, t)), t), (3.5)

wherep := (z−Π(z, t))/|z−Π(z, t)|.

Proof. The proof of the first part of the lemma is elementary, so we only prove the second part. Fix
(z, t) ∈ A. Let y := Π(z, t) andX(s) := ψ(·, s)−1(Π(z, s)). Note thatΠ andX are differentiable
functions. Also note thatd(z, t) = |z−Π(z, t)|. We compute:

∂d

∂t
(z, t) = −

z−Π(z, t)

|z−Π(z, t)|
·
∂Π

∂t
(z, t)

= −p ·
d

dt
ψ(X(t), t)

= −p ·

(
Dψ(X(t), t) X′(t)+

∂ψ

∂t
(X(t), t)

)
= −p ·

∂ψ

∂t
(X(t), t)

sincep ∈ NyΓt andDψ X′(t) ∈ TyΓt . 2
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4. Motion of manifolds of codimension greater than 1

We consider the motion of manifolds of codimensionn−k > 1 with normal velocityv that depends
on the tangent space to the manifold,T , and the second order properties of the manifold described
by the shape operatorS.

DEFINITION 4.1 Let Γ be ak-dimensionalC2 manifold without boundary, letψ ∈ C2(Γ ×

[0, T ],Rn) be an embedding for every fixedt ∈ [0, T ], and letΓt := ψ(Γ × {t}). We say that
the manifoldsΓt move(evolve) with normal velocityv(SΓt , T Γt ), wherev(SΓt , T Γt ) is orthogonal
to Γt , if for all x ∈ Γ andt ∈ [0, T ],

πNyΓt

(
∂ψ

∂t
(x, t)

)
= v(SΓt , TyΓt ).

HereπNyΓt is the orthogonal projection ofRn onto the normal space toΓt aty = ψ(x, t).

Here are some examples of velocities as above,

1. Motion by (k times) mean curvature vector:

v(S, T ) :=
n−k∑
i=1

(traceSni )ni,

where [n1, . . . , nn−k] is an arbitrary orthonormal basis forN , the orthogonal complement
of T . For the proof that the formula above is (k times) the mean curvature vector see, for
example, do Carmo’s book [7].

2. Anisotropic motion by mean curvature

v(S, T ) :=
n−k∑
i=1

(trace(A(T )Sni ))ni .

If k = 1 then the manifolds are curves and the velocity can be written asv(κ, T ), whereκ is
the curvature vector andT the tangent line.

3. v(κ, T ) = |κ|ακ for α > −1.
4. v(κ, T ) = f (T )κ, wheref is a positive function.
5. v(κ, T ) = |κ| Ef (T ), where Ef is a vector-valued function such thatEf (T ) is orthogonal toT .

4.1 Barriers, distance representation, and surrounding

We first investigate the relationship between the codimensionn − k motion by velocityv and
the codimension 1 motion by velocityV . Unless otherwise specified, we always assume that the
codimensionn − k velocity v is smooth and that the codimension 1 velocityV is continuous and
nonincreasing in theDn argument. We denote codimensionn − k velocities by small letters, and
codimension 1 velocities by capital letters. Therefore we call them both just velocities, as it is clear
what the codimension is.

Recall that to the velocityV we always associate a functionF by

F(X, p) = |p|V

(
1

|p|
(I − p̂ ⊗ p̂)X(I − p̂ ⊗ p̂), p̂

)
. (4.1)

Let us define the properties that we investigate.
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DEFINITION 4.2 Letv andV be velocities (as above). We say thatV is abarrier for v if for every
(generalized) evolution{(Ωt , Υt )}t∈[0,T ] by velocityV , and every classical evolution{Γt }t∈[0,T ] by
velocityv, the following implication holds: IfΓ0 ⊂ Ω0 ∪ Υ0 thenΓt ⊂ Ωt ∪ Υt for all t ∈ [0, T ].

DEFINITION 4.3 Let v andV be velocities. We say thatV gives adistance representationto
v if for every compact connectedk-dimensional manifold without boundary,Γ , and everyψ ∈

C2(Γ × [0, T ],RN ) that is an embedding for every fixedt ∈ [0, T ], the following two conditions
are equivalent forΓt := ψ(Γ × {t}):

(a) The manifoldsΓt move (in the classical sense) with velocityv for t ∈ (0, T ); that is, for all
t ∈ (0, T ) and allx ∈ Γ ,

πNyΓt

(
∂ψ

∂t
(x, t)

)
= v(SΓt , TyΓt ).

Herey = ψ(x, t).

(b) dt + F(D2d,Dd) > 0 onA := {(z, t) : t ∈ [0, T ], d(z, t) ∈ (0, σ )} for someσ > 0. Here
d(x, t) := dist(x, Γt ).

DEFINITION 4.4 Let V and v be velocities. We say thatV surroundsv if for every compact,
connectedk-dimensional manifold without boundary,Γ , and everyψ ∈ C2(Γ × [0, T ],RN ) that
is an embedding for every fixedt ∈ [0, T ], the following equivalence holds forΓt := ψ(Γ × {t}):
The manifoldsΓt evolve by velocityv if and only if Γt = {x : u(x, t) = 0}, whereu is the unique
viscosity solution of the equation

ut + F(D2u,Du) = 0,

u(x,0) = u0(x).

Hereu0 is a nonnegative uniformly continuous function that is equal to zero onΓ0 and positive on
the complement ofΓ0.

We now list some general properties of these notions, and state the relations between them. But
first we recall a useful lemma. For motion by mean curvature it follows from Lemma 3.11 and step 7
of the proof of Theorem 3.9 in [1]. For general motions the definition of viscosity solution by Ishii
and Souganidis [14] needs to be used. The required modifications are straightforward.

LEMMA 4.5 LetV be a velocity,Γ a compactC2 manifold without boundary, andψ ∈ C2(Γ ×

[0, T ],Rn) an embedding for every fixedt ∈ [0, T ]. Let Γt := ψ(Γ, t). Let d(x, t) := dist(x, Γt ).
If for someσ > 0,

dt + F(D2d,Dd) > 0 onA := {(x, t) : d(x, t) ∈ (0, σ ), t ∈ (0, T )}

then

dt + F(D2d,Dd) > 0 onRn × (0, T ) in the viscosity sense.

LEMMA 4.6 If the velocityV gives a distance representation tov, thenV is a barrier forv.

Proof. Assume thatV gives a distance representation tov. Let {Γt }t∈[0,T ] be a classical evolution
by velocityv and{(Ωt , Υt )}t∈[0,T ] a generalized evolution by velocityV , such thatΓ0 ⊂ Ω0 ∪ Υ0.

Let d(x, t) := dist(x, Γt ). SinceV gives a distance representation tov, for someσ > 0 we have

dt (x, t)+ F(D2d(x, t),Dd(x, t)) > 0 if 0 < d(x, t) < σ,
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for all t ∈ [0, T ]. Lemma 4.5 implies thatdt + F(D2d,Dd) > 0 onRn × [0, T ] in the viscosity
sense.

By definition of generalized (codimension 1) evolutions,Ωt ∪ Υt = {x : u(x, t) 6 0}, whereu
is the viscosity solution of the equation

ut + F(D2u,Du) = 0,

u(x,0) = dist±(x, Υ0),

where dist± is the signed distance toΥ0, negative inΩ0. Sinceu 6 d at t = 0, the comparison
principle implies thatu 6 d for all t ∈ [0, T ]. Therefore

Γt = {x : d(x, t) = 0} ⊆ {x : u(x, t) 6 0} = Ωt ∪ Υt . 2

The next lemma shows that surrounding implies giving a distance representation. The question
when giving distance representation implies surrounding is open.

LEMMA 4.7 Letv be such that for every compact, connectedk-dimensionalC2 manifold without
boundary embedded inRn there exists a short timeC2 evolution by velocityv. If the velocityV
surroundsv, then it gives a distance representation tov.

REMARK . One of the reasons that we need to assume the short time existence is that surrounding
and distance representation were both defined in a general way, without imposing any requirements
on the existence of a classical evolution by velocityv. Although short time evolution exists for many
velocitiesv, it clearly does not exist for all smooth velocities. For a velocityv for which there are
few manifolds that can evolve by it the equivalences in the definitions of surrounding and distance
representation might not carry much information on relationship betweenV andv. Our interest is
clearly in the velocities by which many manifolds can evolve. Appropriate assumptions on short
time existence are also needed in several other results, but the one that we need in this lemma is the
strongest.

Proof. Assume thatV surroundsv. LetΓt be as in the definition of distance representation.
((a) ⇒ (b)) Assume that the manifoldsΓt move with velocityv. SinceV surroundsv, Γt =

{x : u(x, t) = 0}, whereu is the viscosity solution of (2.1) with initial datau(x,0) = dist(x, Γ0).
Let d(x, t) := dist(x, Γt ).

Let ϕ be an admissible (test) function such thatd − ϕ has a minimum at(x0, t0). Let x1 be a
point onΓt0 such thatd(x0, t0) = |x0 − x1|. Consider the functioñϕ(x, t) := ϕ(x + x0 − x1, t).
Thend − ϕ̃ has a minimum at(x1, t0). We can assume thatϕ̃(x1, t0) = 0 and thatϕ̃ < 1. Consider
the functionH(d), whereH is defined byH(x) = 1 if x > 0 andH(x) = 0 if x 6 0. Note that
H(d)− ϕ̃ has a minimum at(x1, t0). SinceH(d) = H(u) = H(u)∗, by property (P1) the function
H(d) is a supersolution of (2.1). Therefore

ϕ̃t (x1, t0)+ F(D2ϕ̃(x1, t0),Dϕ̃(x1, t0)) > 0 if Dϕ̃(x1, t0) 6= 0,

ϕ̃t (x1, t0) > 0 if Dϕ̃(x1, t0) = 0,

Consequently,ϕt (x0, t0)+F(D
2ϕ(x0, t0),Dϕ(x0, t0)) > 0 if Dϕ(x0, t0) 6= 0, andϕt (x0, t0) > 0 if

Dϕ(x0, t0) = 0. Therefored is a viscosity supersolution of (2.1). By Lemma 3.2, there existsσ > 0
such thatd is twice differentiable on the set where 0< d < σ . Therefore (b) holds, since viscosity
supersolutions that are differentiable, are classical supersolutions.
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((b) ⇒ (a)) Assume that

dt + F(D2d,Dd) > 0 when 0< d < σ

for someσ > 0. By Lemma 4.5 we know thatd is a viscosity supersolution on the whole space.
Let {Γ̃t }t∈[0,tmax) be theC2 evolution ofΓ0 by velocityv, where [0, tmax) is the maximal interval

on which theC2 evolution exists (note that it has to be open on the right).
For u as above, by definition of surrounding{x : u(x, t) = 0} = Γ̃t for t ∈ [0, tmax). By

the comparison principled(x, t) > u(x, t) for all x ∈ Rn and t ∈ [0, T ]. ThereforeΓt ⊆ Γ̃t for
t ∈ [0, T ] ∩ [0, tmax). SinceΓt is both open and closed iñΓt , andΓ̃t is connected, we conclude that
Γt = Γ̃t for t ∈ [0, T ] ∩ [0, tmax). To finish the proof we need thattmax> T . But if tmax 6 T then
by definingΓ̃tmax = Γtmax we can extend theC2 evolution beyond [0, tmax), which is impossible.2

LEMMA 4.8 Velocity V is a barrier for velocityv if and only if for every classical evolution
{Γt }t∈[0,T ] by velocityv, there existsσ > 0 such that

dt (x, t)+ F(D2d(x, t),Dd(x, t)) > 0 whend(x, t) ∈ (0, σ ),

whered(x, t) := dist(x, Γt ).

Proof. Assume thatV is a barrier forv. Let {Γt }t∈[0,T ] be a classical evolution by velocityv.
Assume that the conclusion of the lemma does not hold. Then forσ as in Lemma 3.2, there exist
t0 ∈ (0, T ) andx0 such that 0< d(x0, t0) < σ and

−2ε := dt (x0, t0)+ F(D2d(x0, t0),Dd(x0, t0)) < 0.

Let y ∈ Γt0 be such that|x0 − y| = d(x0, Γt0) and letp := x̂0 − y.
For s ∈ (0,1] let Ωs

t0
:= {x : d(x, Γt0) < sd(x0, Γt0)} and Υ st0 = ∂Ωs

t0
. Denote by

{(Ωs
t , Υ

s
t )}t∈[t0,T ] the generalized evolution of(Ωs

t0
, Υ st0) by velocityV .

Let τx be the translation (inRn) by vectorx. LetΓ st := τs(x0−y)(Γt ). Note that{Γ st }t∈[0,T ] is an
evolution by velocityv for all s ∈ (0,1]. Also note thatΓ st0 ⊂ Ωs

t0
∪ Υ st0. To obtain a contradiction

it is enough to show that for somes, t ∈ (t0, T ], Γ st 6⊂ Ωs
t ∪ Υ st .

Consider aC2 functionW onΥt0 such that for allx ∈ Υt0,V (D2d(x, t0),Dd(x, t0)) < W(x) <

V (D2d(x, t0),Dd(x, t0))+ ε. LetΨ : Υt0 × [t0, t0 + δ] → Rn be given byΨ (x, t) := x +W(x)t .
SinceΥt0 is compact, there existsδ > 0 such thatΨ (·, t) is an embedding for allt ∈ [t0, t0 + δ],
and the manifolds̃Υt := Ψ (Υt0, t) (along with the open sets̃Ωt they enclose) form a superflow by
velocityV . Therefore by comparison, for alls ∈ (0,1) andt ∈ [t0, t0 + δ], Ωs

t ∪ Υ st ⊆ Ω̃t ∪ Υ̃t .
From the definition ofC and (3.5) it now follows that

v(SΓ 1
t0
, Tx0Γ

1
t0
) · p = v(SΓt0, TyΓt0) · p > V (D2d(x0), p)+ ε.

In other words, the velocity ofΓ 1
t at (x0, t0) in the direction of vectorp (which is the normal vector

to Υ̃t0 at x0) is greater than the normal velocity ofΥ̃t at (x0, t0). Therefore there existst ∈ (t0, T )

such thatΓ 1
t \(Ω̃t ∪ Υ̃t ) 6= ∅. Hence fors close enough to 1,Γ st \(Ω̃t ∪ Υ̃t ) 6= ∅. But sinceV is a

barrier forv, Γ st ⊂ Ωs
t ∪ Υ st ⊆ Ω̃t ∪ Υ̃t . Contradiction.

To show the other implication, let{Γt }t∈[0,T ] be a classical flow by velocityv for which for some
σ > 0,

dt (x, t)+ F(D2d(x, t),Dd(x, t)) > 0 whend(x, t) ∈ (0, σ ).

From this point on the argument is identical to the one in Lemma 4.6. 2
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The following observation follows from the definitions, the properties of viscosity solutions and
the previous lemma.

LEMMA 4.9 If V1 is a barrier forv andV2 is a barrier for (resp. gives a distance representation
to, surrounds)v thenV := min{V1, V2} is a barrier for (resp. gives a distance representation to,
surrounds)v.

We now turn our attention to discussing necessary and sufficient conditions for velocityV to
give a distance representation tov.

Conditions(♦) and(F). LetT be ak-dimensional plane inRn,N its orthogonal complement, and
p a unit vector inN . Let [t1, . . . , tk] be an orthonormal basis ofT and [tk+1, . . . , tn] an orthonormal
basis ofN such thattn = p. LetS : N×T → T be a bilinear mapping. BySp we denote the matrix
of S(p, ·) written in the basis [t1, . . . , tk]. Let R be the matrix [t1, . . . , tn].

We say that condition (♦) is satisfied if for allT , S,R, p as above,

lim
s→0+

V

(
R diag

(
−Sp(Ik − sSp)

−1,
1

s
In−k−1,0

)
R−1, p

)
> v(S, T ) · p.

We say that condition (F) holds if for allT , S,R, p as above,

lim
s→0+

V

(
R diag

(
−Sp(Ik − sSp)

−1,
1

s
In−k−1,0

)
R−1, p

)
= v(S, T ) · p.

Here diag(A1, . . . , Am) is a quasidiagonal matrix with matricesA1, . . . , Am along the diagonal.

THEOREM 4.10 If for velocitiesV andv condition (♦) holds thenV is a barrier forv. If condition
(F) holds thenV gives a distance representation tov.

Proof. Assume that forv andV condition (♦) holds. Let{Γt }t∈[0,T ] be a classical evolution by
velocity v. Let σ , A, X(t) andΠ be as in Lemma 3.2. Letz ∈ A, y := Π(z, t), s = |z − y|, and
p := ẑ− y. From (3.5) it follows that

∂d

∂t
(z, t) = −p ·

∂ψ

∂t
(X(t), t) = −p · v(SΓt , TyΓt ) (4.2)

sinceΓt evolve by velocityv. Therefore, using the fact thatF is degenerate elliptic and condition
(♦), we obtain

dt (z, t)+ F(D2d(z, t),Dd(z, t))

= dt (z, t)+ F

(
R diag

(
−Sp(Ik − sSp)

−1,
1

s
In−k−1,0

)
R−1, p

)
> dt (z, t)+ lim

s→0+
F

(
R diag

(
−Sp(Ik − sSp)

−1,
1

s
In−k−1,0

)
R−1, p

)
= −p · v(SΓt , TyΓt )+ p · v(SΓt , TyΓt ) = 0. (4.3)

Lemma 4.8 then implies thatV is a barrier forv.
Let us now assume that condition (F) holds.
((a) ⇒ (b)) Assume that the condition (a) of the definition of distance representation holds.

Since condition (F) implies (♦) the calculation above shows that (b) holds.
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((b) ⇒ (a)) Assume that (b) holds. Letx ∈ Γ andt ∈ (0, T ) be arbitrary. Lety := ψ(x, t).
To show (a) it is enough to show that for everyp ∈ NyΓt ,

∂ψ

∂t
(x, t) · p = v(SΓt , TyΓt ) · p. (4.4)

So letp ∈ NyΓt be arbitrary. From (3.5) we havedt (z, t) = −p ·
∂ψ
∂t
(x, t). For all s ∈ (0, σ ), by

the assumption that (b) holds, we have

−p ·
∂ψ

∂t
(x, t)+ F(D2d(y + sp), p) > 0.

We have computedD2d in (3.4). By using that and taking the limit ass → 0 we obtain

−p ·
∂ψ

∂t
(x, t)+ lim

s→0+
F

(
R diag

(
−Sp(Ik − sSp)

−1,
1

s
In−k−1,0

)
R−1, p

)
> 0,

which by assumption (F) implies

p ·

(
∂ψ

∂t
(x, t)+ v(SΓt , TyΓt )

)
> 0.

Sincep was an arbitrary normal vector, the previous claim holds for vector−p as well:

−p ·

(
∂ψ

∂t
(x, t)+ v(SΓt , TyΓt )

)
> 0.

Therefore (4.4) holds. 2

EXAMPLE 1. This theorem can be applied to the motion by mean curvature vector:

v(S, T ) =

n−k∑
i=1

(traceSni )ni .

Here [n1, . . . , nn−k] is an arbitrary orthonormal basis ofN . LetV be minus the sum of thek smallest
principal curvatures. To be more precise let us defineF : Sym(n)× Rn\{0} → R. ForX ∈ Sym(n)
andp ∈ Rn\{0} let λ1 6 · · · 6 λn−1 be the eigenvalues of(I − p̂ ⊗ p̂)X(I − p̂ ⊗ p̂) that
correspond to eigenvectors orthogonal top. LetF(X, p) := −(λ1 + · · · + λk). Note that condition
(F) is satisfied:

lim
s→0+

V

(
R diag

(
−Sp(Ik − sSp)

−1,
1

s
In−k−1,0

)
R−1, p

)
= lim
s→0+

trace(Sp(Ik − sSp)
−1) = traceSp = v(S, T ) · p.

Therefore the conclusion of the lemma applies. This distance representation of mean curvature
motion was first obtained by Ambrosio and Soner [1, Theorem 3.8]. Note that theV we used is not
the only velocity that satisfies condition (F) for the mean curvature velocity. For example

F̃ (X, p) = −(λ1 + · · · + λk)+

{
1/λn−1 if λn−1 > 1,
1 otherwise,
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gives another velocity that satisfies (F). However, note that̃F > F . We show later (for the evolution
of curves) thatV is the smallest velocity that satisfies (F), and furthermore that it is the smallest
velocity that gives a distance representation tov.

EXAMPLE 2. Further examples of velocities that satisfy (F) can be obtained from the previous
example by making a linear transformation of the space and expressing the normal component of
the velocity in the new variables. Let us just illustrate that in the case of the motion of curves inRn.
Let P be a nondegeneraten× n matrix. Let

vP (κ, t) :=
1

|P−1t |2
κ,

whereκ is the curvature vector andt a unit tangent vector, and letVP (Dn, n) be the greatest
eigenvalue of the matrix

A := −

(
I −

P T n⊗ P T n

|P T n|2

)
P TDnP

(
I −

P T n⊗ P T n

|P T n|2

)
that corresponds to an eigenvector orthogonal toP T n. It is not difficult (using the fact that
VP (Dn, n) = max{Ax · x : |x| = 1, x · P T n = 0}) to check thatVP andvP satisfy condition (F).

We have shown that condition (F) is sufficient for conditions (a) and (b) to be equivalent. As can
be seen in Section 5 it is not a necessary condition. In this generality we cannot say what condition
is both sufficient and necessary. Nevertheless, some improvements to condition (F) can be made.
For example, it is enough to require that

lim
s→0+

V

(
R diag

(
−Sp(Ik − sSp)

−1,
1

s
In−k−1,0

)
R−1, p

)
= v(S, T ) · p (4.5)

only for all p ∈ {p1, . . . , pn−k,−p1, . . . ,−pn−k} where [p1, . . . , pn−k] is an arbitrary ortho-
normal basis ofN . The proof that this is a sufficient condition as well is essentially the same as the
one given for (F).

LEMMA 4.11 Letv be a velocity by which every smooth, connected, and compactk-dimensional
manifold without boundary embedded inRn has a short time classical evolution. IfV is a barrier
for v then condition (♦) holds.

Proof. Assume otherwise. Then there existT , S andp for which condition (♦) does not hold.
Hence there existss0 > 0 such that for alls ∈ (0, s0),

V

(
R diag

(
−Sp(Ik − sSp)

−1,
1

s
In−k−1,0

)
R−1, p

)
< v(S, T ) · p.

Let Γ0 be a smooth, connected, and compactk-dimensional manifold embedded inRn such that
0 ∈ Γ0 andT is the tangent plane toΓ0 at 0, andS the shape operator at 0. LetΓt be the classical
short time evolution ofΓ0 by velocityv. Let s ∈ (0, s0). By using (3.5) and computing as in (4.1)
we get

dt (sp,0)+ V (D2d(sp,0), p) < −p · v(S, T )+ p · v(S, T ) = 0.

But then, by Lemma 4.8,V is not a barrier forv. Contradiction. 2
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COROLLARY 4.12 Letv be a velocity that satisfies the assumptions of the previous lemma. For
velocityV to give a distance representation tov it is necessary that condition (♦) holds.

At the end of this section we present a sufficient condition for a velocityV to surround a
velocityv.

Condition (N). We say that velocityV satisfies condition (N) if for every M > 0 there exists
K > 0 such that for allk × k matricesS such that‖S‖ < M and all orthogonal matricesR =

[l1, . . . , ln−1, p] the following holds for 0< s′ < s < 1/K:

V

(
R diag

(
−S(Ik − sS)−1,

1

s
In−k−1,0

)
R−1, p

)
−V

(
R diag

(
−S(Ik − s′S)−1,

1

s′
In−k−1,0

)
R−1, p

)
6 O(s′)+Ks.

LEMMA 4.13 If velocitiesV andv satisfy condition (F) andV satisfies (N) thenV surroundsv.

The proof of this lemma is a straightforward generalization of the proof of Corollary 3.9 in [1].
Let us also remark that velocitiesVP and vP given in Example 2 satisfy the conditions of this
lemma, and henceVP surroundsvP .

5. Motion of curves along the normal vector

We now turn our attention to the motion of curves inRn, the case that we can more fully investigate.
In this case the tangent space is one-dimensional and therefore the shape operator has a very simple
form.

In general, for a one-dimensional subspace,T , of Rn, its orthogonal complementN , and a
bilinear mappingS : N × T → T there exists a vectorκ ∈ N such thatS(a, b) = (κ · a)b for all
a ∈ N , b ∈ T . For a point on a curve, and the shape operatorS, κ is the curvature vector. Therefore
the velocities that we are considering can be written as a function of the tangent spaceT and the
curvature vectorκ.

We devote most of this section to studying velocities that have the direction of the normal vector,
but let us begin with a proposition that gives a necessary condition for a general velocity to have a
distance representation.

PROPOSITION5.1 Let v(κ, T ) be a velocity by which every circle can evolve for a short time.
If it has a distance representation then the component ofv(κ, T ) orthogonal toκ is bounded, and
furthermore, there exists a constantC such that|v(κ, T )| 6 C|κ| when|κ| > 1.

Proof. Let V be a velocity that gives a distance representation tov. Note that condition (♦) then
holds (see the proof of Lemma 4.11). From (♦) it follows that forp a unit vector orthogonal toκ,

V (0, p) > v(κ, T ) · p.

For a vectorx denote byx⊥ the set of unit vectors orthogonal tox. Then

M := sup
p∈Sn−1

V (0, p) > sup
κ,T

sup
p∈κ⊥

v(κ, T ) · p.

To prove the second claim we only need to bound the component ofv(κ, T ) in the direction
of κ. Given κ such that|κ| > 1 andT , let n := κ̂. Choosep such thatn · p = 1/|κ|, let
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R = [l1, . . . , ln−1, p] be an orthogonal matrix such thatT = span{l1}, and lets = 1/2. Then (♦)
yields

V (R diag(−2,2, . . . ,2,0)R−1, p) > v(κ, T ) · p >
v(κ, T ) · n

|κ|
−M,

while choosingp so that−n · p = 1/|κ| yields

−V
(
R diag(2/3,2, . . . ,2,0) R−1, p

)
6 −v(κ, T ) · p 6

v(κ, T ) · n

|κ|
+M.

SettingC := max{M + |V (R diag(−2,2, . . . ,2,0)R−1, p)| + |V (R diag(2
3,2, . . . ,2,0)R

−1, p)| :
p ∈ Sn−1, R−1

= RT , Ren = p} completes the proof. 2

The velocities that have the direction of the unit normal vector can be described by a scalar
function that we now introduce. Fork > 0 and mutually orthogonal vectorsn andt let

v(k, n, t) := v(kn, span{t}) · n.

Note thatv(k, n, t) is even in thet variable, and that sincev(κ, T ) is smooth, so isv(k, n, t). Also
note that continuity ofv(κ, T ) at κ = 0 implies thatv(0, ·) = 0 and hencev(k, ·, ·) = 0. Let us
now loosen the requirements onv(k, n, t) a bit. From now on, we only require thatv(k, n, t) is
continuous on its domain and smooth fork > 0. Also, from now on, when we say velocityv we
have in mind velocityv(k, n, t) along the normal vector.

For velocitiesV that we are considering, we assume that

V

(
R diag

(
0,

1

s
In−2,0

)
R−1, p

)
= 0 (5.1)

for all s > 0, all unit vectorsp, and all orthogonal matricesR for whichRp = en. Let us show that
this condition is not restrictive, in the following sense: For a given velocityv for which every circle
has a short time evolution, in Lemma 5.2 we build a velocityV ′ that is a barrier forv and satisfies
condition (5.1). For every velocityV that gives a distance representation tov, Lemma 4.9 tells us
that min{V, V ′

} also gives a distance representation tov. So, ifv has a distance representation then
there exists a velocity that satisfies (5.1) and givesv a distance representation.

LEMMA 5.2 Let v(k, n, t) be a velocity that has a distance representation and by which every
circle has a short time classical evolution. Thenv has a barrierV ′ such that

V ′

(
R diag

(
0,

1

s
In−2,0

)
R−1, p

)
= 0

for all s > 0, all unit vectorsp, and all orthogonal matricesR such thatRen = p.

The proof of this lemma relies on Theorem 5.4 and constructions of Definition 5.9, so the reader
may wish to postpone reading the proof.

Proof. Sincev has a distance representation, by Theorem 5.4 it is nonnegative and nondecreasing
in k. By Proposition 5.1 there existsC > 0 such that ifk > 1 thenCk > v(k, n, t). Let v1(k) :=
max{v(k, n, t) : |n| = |t | = 1, n · t = 0}. Let v2 := Uv1, whereU is defined in Definition 5.9.
Note thatv2 is continuous. Let

V ′(R diag(k1, . . . , kn−1,0)R
−1, p) :=

{
0 if ki > 0 for all i,
v2(− min{k1, . . . , kn−1}) otherwise.
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Let k > 0, letn, t , andp be unit vectors such thatn · t = 0, and letR be an orthogonal matrix such
thatRen = p. Let us check if condition (♦) holds. Ifn · p > 0 then for alls > 0 small enough

V ′

(
R diag

(
−kn · p

1 − skn · p
,

1

s
In−1,0

)
R−1, p

)
= v2

(
kn · p

1 − skn · p

)
>

n · p

1 − skn · p
v2(k) > v(k, n, t)n · p. (5.2)

If n · p < 0 ands > 0 is small enough then

V ′

(
R diag

(
−kn · p

1 − skn · p
,

1

s
In−1,0

)
R−1, p

)
= 0 > v(k, n, t)n · p.

By Theorem 4.10, we now conclude thatV ′ is a barrier forv. 2

5.1 Necessary and sufficient conditions for distance representation

Let us introduce the following notation: For a vectorx let x+ := {y ∈ Sn−1 : x · y > 0} and
x− := (−x)+. Recall thatx⊥ is the set of unit vectors orthogonal tox. For given velocityV , k > 0
and mutually orthogonal unit vectorsn andt let

v[V ](k, n, t) := inf
p∈t⊥∩n+

lim
s→0+

V (R diag(− kn·p
1−s kn·p

, 1
s
In−2,0)R−1, p)

n · p
,

v[V ](k, n, t) := sup
p∈t⊥∩n−

lim
s→0+

V (R diag(− kn·p
1−s kn·p

, 1
s
In−2,0)R−1, p)

n · p
,

(5.3)

whereR is an orthogonal matrix such thatRe1 = t andRen = p.

Condition(FF). We say that velocitiesv andV satisfy condition (FF) if for all k > 0, and all
mutually orthogonal vectorsn andt , v(k, n, t) is nonnegative and

v[V ](k, n, t) = v[V ](k, n, t) = v(k, n, t).

REMARK. We are about to show that this condition is sufficient, and close to being necessary, for
a velocityV to give a distance representation to a velocityv. Nonetheless, it can still be weakened
a bit (and still remain sufficient). Requiring thatv(k, n, t) is nonnegative and thatv̄[V ](k, n, t) >
v(k, n, t) andv[V ](k, n, t) 6 v(k, n, t) is necessary. But instead of equality it is enough to require
that for everyk0 > 0, and mutually orthogonal vectorsn0 and t0, there exists a neighborhoodU
of (k0, n0, t0) such that either for all(k, n, t) ∈ U such thatt 6= t0, or for all (k, n, t) ∈ U such
thatn 6= n0, v̄[V ](k, n, t) 6 v(k, n, t) andv[V ](k, n, t) > v(k, n, t). Or better yet, it is enough to
require the following: For every smooth curveρ : (−a, a) → Sn−1 such thatρ′(0) 6= 0, zero is
an accumulation point of the set{s : (|ρ′(s)|, ρ̂′(s), ρ(s)) ∈ W }. HereW is the set of(k, n, t) for
which v̄[V ](k, n, t) 6 v(k, n, t) andv[V ](k, n, t) > v(k, n, t). Theorem 5.3 would remain true if
the weakened condition was used. Heuristics is that, knowing the velocity on a dense set of points on
aC2 evolving curve determines the velocity at every point. These small improvements of condition
(FF) are somewhat cumbersome, so we chose to use (FF) instead, and occasionally comment on
possible improvements.
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THEOREM 5.3 Let v be a velocity andV a velocity that satisfies condition (5.1). If condition
(FF) holds thenV gives a distance representation tov.

Proof. ((a)⇒ (b)) The proof is the same as in Theorem 4.10 since condition (FF) implies (♦).
((b) ⇒ (a)) We begin as in the proof of Theorem 4.10. Assume that claim (b) holds. Letx ∈ Γ

and t ∈ (0, T ) be arbitrary. Lety := ψ(x, t) and letp ∈ NyΓt be arbitrary. From (3.5) we have
dt (z, t) = −p ·

∂ψ
∂t
(x, t). For alls ∈ (0, σ ), by the assumption that (b) holds, we have

−p ·
∂ψ

∂t
(x, t)+ F(D2d(y + sp), p) > 0. (5.4)

Consider first the vectorsp orthogonal ton. In (3.4) we computed thatD2d(y + sp) =

R diag(0, 1
s
In−2,0)R−1 for an appropriate orthogonal matrixR. From condition (5.1) it follows

thatF(D2d(y + sp), p) = 0 and so−p ·
∂ψ
∂t
(x, t) > 0. Since the same holds ifp is replaced by

−p we conclude that

p ·
∂ψ

∂t
(x, t) = 0 for all p ∈ NyΓt such thatn · p = 0.

If k = 0 this completes the proof, sincev(0, T ) = 0. So we can assume thatk 6= 0. We know by
now thatπN

∂ψ
∂t
(x, t) = ṽn for some real number̃v. From (5.4) it now follows that for allp ∈ NyΓt ,

−ṽp · n+ F(D2d(y + sp), p) > 0.

Using (3.4), dividing byn · p and taking the infimum and the limit yields

inf
p∈t⊥∩n+

lim
s→0+

V (R diag(− kn·p
1−s kn·p

, 1
s
In−2,0)R−1, p)

n · p
> ṽ.

Assumption (FF) impliesv(k, n, t) > ṽ. On the other hand, dividing by−n · p and repeating the
procedure yields−v(k, n, t) > −ṽ. ThereforeπN

∂ψ
∂t
(x, t) = ṽn = v(k, n, t)n. 2

We are now about to prove that (FF) is, in a sense, almost a necessary condition forV to
give a distance representation tov. This time we require that every circle can evolve for short
time. More precisely, we require that for every circleγ : [0,1] → Rn there existsT > 0 and
ψ ∈ C2([0,1] × [0, T ],Rn) that is aC2 embedding for everyt ∈ [0, T ] such thatψ(·,0) = γ ,
and such that the curvesΓt := ψ([0,1], t) move with velocityv in the classical sense. Under that
assumption the following theorem gives almost the converse of Theorem 5.3.

THEOREM 5.4 Letv be a velocity by which every circle inRn can evolve for some time, andV
be a velocity. IfV gives a distance representation tov then

1◦ v[V ] > v > v[V ].
2◦ v is a nonnegative function, nondecreasing ink.
3◦ For all ε > 0, k0 > 0, all mutually orthogonal unit vectorsn0, t0, and every open

neighborhoodU of (k0, n0, t0) there exists(k, n, t) ∈ U ∩ (R+
× span{n0, t0}) such that

v[V ](k, n, t) 6 v(k, n, t)+ ε

and there exists(k, n, t) ∈ U ∩ (R+
× span{n0, t0}) such that

v[V ](k, n, t) > v(k, n, t)− ε.
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COROLLARY 5.5 Letv be a velocity by which every circle inRn can evolve for short time. LetV
be a velocity that satisfies condition (5.1) such thatv[V ] andv[V ] are continuous functions. Then
V gives a distance representation tov if and only if condition (FF) holds.

Proof of Theorem 5.4. Let v be a velocity for which every circle has a short time evolution andV

a velocity that gives a distance representation tov.

Claim 1◦. From the proof of Lemma 4.11 we see that condition (♦) holds. By combining (♦) and
the definitions ofv[V ] andv[V ] one obtains

v[V ](k, n, t) > inf
p∈t⊥∩n+

v(k, n, t)n · p

n · p
= v(k, n, t),

v[V ](k, n, t) 6 sup
p∈t⊥∩n−

v(k, n, t)n · p

n · p
= v(k, n, t).

Claim 2◦. Assumev(k, n, t) is not a nondecreasing function ofk. Then there exists an open setU

such that for all(k, n, t) ∈ U , ∂v
∂k
(k, n, t) < 0. Therefore, sincev[V ] is nondecreasing with respect

to k andv[V ] > v, there exists an open subsetU ′ of U andε > 0 such thatv[V ] > v + ε onU ′.
For (k0, n0, t0) ∈ U ′, by assumption on the velocities considered, there exists a circleγ :

[−L,L] → Rn, parameterized by arc length, such thatγ ′(0) = t0 andγ ′′(0) = k0n0, and there
existsψ ∈ C2([−L,L] × [0, T1],Rn), the motion of the curveγ for some timeT1. Let Γt :=
ψ([−L,L] × {t}). We now construct a perturbation ofψ such that condition (b) of the definition of
distance representation holds, while condition (a) fails.

Since the evolution of a planar curve by a velocity that has the direction of the curvature
vector remains in the same plane, we can assume that the image ofψ lies in R2

× {0}. Since
in the argument that follows all the vectors lie in that plane, we only write their first two
coordinates. In a neighborhood of(0,0) one can represent the motion as the graph of aC2

function f : [−3C1,3C1] × [0, T2] → R for someC1 > 0 andT2 < T1. We can assume that
f (0,0) = 0, fx(0,0) = 0. The curvature and the normal vector toΓt at (x, f (x)) are

k =
|fxx |

(1 + f 2
x )

3/2
, p =

(−fx,1)√
1 + f 2

x

.

Near (k0, (0,1), (1,0)), for normal vectors in the plane, the functionv(k, n, t) can be written as
a function of onlyk andn1, wheren1 is the first component ofn. More precisely let̃v(k, n1) :=

v(k, (n1,

√
1 − n2

1), (

√
1 − n2

1,−n1)). Sincef represents the motion by velocityv,

ft =

√
1 + f 2

x ṽ

(
|fxx |

(1 + f 2
x )

3/2
,

−fx√
1 + f 2

x

)
. (5.5)

By assumption onv there existsδ1 > 0 such that if(k, n1) ∈ B((k0,0), δ1) then ∂ṽ
∂k
(k, n1) 6 0

andv[V ](k, ñ, t̃) > ṽ(k, n1) + ε, whereñ = (n1, n2) is a unit vector withn2 > 0, and t̃ is a
unit vector orthogonal tõn. By makingC1 andT2 smaller if necessary we can assume that on
[−3C1,3C1] × [0, T2],

fxx > k0/2, |fx | < 1, (k, n1) ∈ B((k0,0), δ1/2) and xfx > 0 if |x| ∈ [C1,3C1]. (5.6)
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By rescaling

fnew(x, t) =
1

C1
f (C1x, t), ṽnew(k, n1) =

1

C1
ṽ

(
k

C1
, n1

)
we can also assume thatC1 = 1 andfxx < 1 on [−3,3] × [0, T2].

To construct the perturbation we use an even cut-off functionη ∈ C∞(R) that has the following
properties:η(x) = 1 for x ∈ [−1,1], η(x) = 0 if |x| > 2 andxη′(x) 6 0 on R. Furthermore
‖η‖C2 < 10 and limx→2− η′′(x)/(−η′(x)) = ∞. Let c := 4(maxB((k0,1),δ1)(|ṽ| + |Dṽ|)). Consider
now the perturbation (withε1 > 0 to be determined)

g(x, t) := f (x, t)+ ε1tη

(
x

1 + ct

)
. (5.7)

Then

gx = fx + ε1tη
′

(
x

1 + ct

)
1

1 + ct
,

gt = ft + ε1η

(
x

1 + ct

)
− ε1tη

′

(
x

1 + ct

)
cx

(1 + ct)2
,

gxx

(1 + g2
x)

3/2
=

fxx +
ε1t

(1+ct)2
η′′( x

1+ct
)(

1 + f 2
x +

ε1t
1+ct

η′( x
1+ct

)(2fx +
ε1t

1+ct
η′( x

1+ct
))
)3/2 .

By continuity, using (5.6) we can now chooseε1 ∈ (0,1) so that for all(x, t) ∈ [−3,3] × [0, T2],(
gxx

(1 + g2
x)

3/2
,

−gx√
1 + g2

x

)
∈ B((k0,0), δ1), (5.8)

ṽ

(
gxx

(1 + g2
x)

3/2
,

−gx√
1 + g2

x

)
+ ε >

gt√
1 + g2

x

. (5.9)

Using the fact that limx→2− η′′(x)/(−η′(x)) = ∞ we now chooseδ2 ∈ (0,1/2) small enough so
that if x/(1 + ct) ∈ [2 − 2δ2,2] then

gxx

(1 + g2
x)

3/2
>

fxx

(1 + f 2
x )

3/2
. (5.10)

It follows that for t ∈ [0, T3], whereT3 := min{δ2/c, T2}, the inequality (5.10) holds for all
x ∈ [−3,−2 + δ2] ∪ [2 − δ2,3]. Note that fort = 0 andx ∈ [−2 + δ2,2 − δ2],

gt −

√
1 + g2

x ṽ

(
gxx

(1 + g2
x)

3/2
,

−gx√
1 + g2

x

)
> 0. (5.11)

By continuity there existsT4 ∈ (0, T3) such that the above holds for allt ∈ [0, T4]. For x ∈

[−3,−2 + δ2] ∪ [2 − δ2,3], using (5.10) we get

gt −

√
1 + g2

x ṽ

(
gxx

(1 + g2
x)

3/2
,

−gx√
1 + g2

x

)

> gt −

√
1 + f 2

x ṽ

(
fxx

(1 + f 2
x )

3/2
,

−gx√
1 + g2

x

)
−
c

4

∣∣∣∣√1 + f 2
x −

√
1 + g2

x

∣∣∣∣ ,
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which by subtracting (5.5) and using the definition ofc is

> −ε1tη
′

(
x

1 + ct

)
cx

(1 + ct)2
−
c
√

1 + f 2
x

4

(
−gx√
1 + g2

x

−
−fx√
1 + f 2

x

)
−
c

2
|fx − gx |

> ε1tc

∣∣∣∣η′

(
x

1 + ct

)∣∣∣∣− c|fx − gx | > 0.

Combining this with (5.8) we get the following bounds on the normal velocity of the graph ofg:

ṽ

(
gxx

(1 + g2
x)

3/2
,

−gx√
1 + g2

x

)
+ ε >

gt√
1 + g2

x

> ṽ

(
gxx

(1 + g2
x)

3/2
,

−gx√
1 + g2

x

)
. (5.12)

Let ψ̃ : [−L,L] × [0, T4] → Rn be the perturbation ofψ in which the part ofψ given by the graph
of f |[−3,3] is replaced by the graph ofg. Let Γ̃t := ψ̃([−L,L] × {t}). The normal velocity of the
curvesΓ̃t is equal tov outside of the region given by the graph ofg. In the region given by the graph
of g the curvature and tangent line are by (5.8) in the region wherev[V ] > v + ε. That, in addition
to (5.12), after a calculation like the one in the proof of Theorem 4.10, yields for some smallσ̃ ,

dt (z, t)+ F(D2d(z, t),Dd(z, t)) > 0 if 0 < d(z, t) < σ̃ , t ∈ [0, T4].

Hered(z, t) = dist(z, Γ̃t ). But from (5.11) it follows that the evolution of̃Γt is not with velocityv;
thereforeV does not give a distance representation tov.

If there is a point at whichv is negative, thenv is not nondecreasing ink, sincev(0, ·, ·) = 0.
But we have just shown thatv must be nondecreasing ink.

Claim 3◦. Assume that claim 3◦ does not hold. There are two subcases with analogous proofs.
Assume that there existε > 0, k0 > 0, and mutually orthogonal unit vectorsn0 and t0 and a
neighborhoodU of (k0, n0, t0) such that for all(k, n, t) ∈ U ∩ (R+

× span{n0, t0}),

v[V ](k, n, t) > v(k, n, t)+ ε.

Subcase (i). There exists(k, n, t) ∈ U such that∂v
∂k
(k, n, t) > 0. Without loss of generality, we can

assume that∂v
∂k
(k0, n0, t0) > ε1 > 0 and that∂v

∂k
> ε1/2 onU . Let γ : [−L,L] → Rn be a circle,

parameterized by arc length, such thatγ ′(0) = t0 andγ ′′(0) = k0n0. Let η(k, n, t) be a smooth,
nonnegative function supported inU ′

⊆ U such thatηk < ε1/4. Letṽ = v+η. Note thatṽ is smooth
and nondecreasing ink and that if we chooseU ′ small enough thenv[V ](k, n, t) > ṽ(k, n, t)+ ε/2
for (k, n, t) ∈ U ∩ (R+

× span{n0, t0}). By Lemma 2.4 there exist{Γ̃t }t∈[0,T1] , evolution ofγ with
velocity ṽ for some timeT1 > 0. Again, by a calculation like the one in (4.1), one shows that
condition (b) is satisfied for{Γ̃t }t∈[0,T1] , although the curve does not move with velocityv.

Subcase (ii). Assume that∂v
∂k
(k, n, t) = 0 for all (k, n, t) ∈ U . Then the construction of the proof

of claim 2◦ yields the desired result. 2

5.2 Finding a distance representation for given velocityv

The task is now to find for what velocitiesv(k, n, t) there exists a codimension 1 velocity that gives
them a distance representation. So far we have shown that ifv(k, n, t) has a distance representation,
and all circles have a short time evolution byv, then
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• v(0, n, t) = 0,v is nonnegative and nondecreasing ink.
• There exists a constantC such thatv(k, n, t) 6 Ck for k > 1.

Let us call velocitiesv that satisfy these two conditionsadmissible. Note that ifv is admissible then
given a circle, if we think ofv as a velocity in the plane of the circle, it satisfies the conditions of
Theorem 2.4. Thus every circle has a short time evolution by velocityv.

Recall that ifV gives a distance representation tov thenV is also a barrier. If there exists a
minimal barrier for velocityv, then, in the light of Lemma 4.9, it would be the best candidate for
giving a distance representation. For a velocityV to be a barrier (for velocityv) it is necessary that
for every point on an arbitrary smooth hypersurfaceΥ , the velocityV is greater than the projections
on the outward normal vector of the velocities of all the curves, contained in the interior ofΥ ,
that touchΥ at the given point. Hope that this condition is sufficient forV to give a distance
representation tov motivates the following definition.

Given a nonnegative velocityv, let us define a candidate for the minimal barrier. LetX be
a symmetric matrix, andp a unit vector. Then the matrix(I − p ⊗ p)X(I − p ⊗ p) can be
written in the formR diag(k1, . . . , kn−1,0)R−1, wherek1, . . . , kn−1,0 are the eigenvalues and
R = [l1, . . . , ln−1, p] is an orthogonal matrix. We then define:

• If ki > 0 for all i = 1, . . . , n− 1 then

V [v](X, p) := sup
n∈p−

t∈n⊥
∩p⊥

K>k̄

n · p v

(
−K

n · p
, n, t

)
.

• If ki < 0 for somei then

V [v](X, p) := sup
n∈p+

t∈n⊥
∩p⊥

k̄6K60

n · p v

(
−K

n · p
, n, t

)
,

wherek̄ := tT (I − p ⊗ p)X(I − p ⊗ p) t =
∑n−1
i=1 ki(li · t)2.

Note thatV [v] is a lower semicontinuous function with values in(−∞,∞]. Also note thatV [v]
is nonincreasing in the first argument and satisfies the condition (5.1). Let us also point out that ifv

is nondecreasing ink then it is enough to takeK = k̄ (provided that̄k 6 0 in the second equation).

LEMMA 5.6 LetV be a velocity and letv(k, n, t) be a nonnegative velocity such that every smooth
curve in every two-dimensional plane inRn has a short time classical evolution by velocityv. The
following statements are equivalent:

1. V is a barrier forv.
2. V > V [v].
3. Condition (♦) holds.

Note that if v(k, n, t) is a velocity nondecreasing ink, then the required short time classical
evolutions exist by Lemma 2.4.

Proof. (1 ⇒ 2) As explained before the definition ofV [v], this implication is very intuitive. Let
V be a barrier forv. Assume thatV 6> V [v]. Since the two cases that can occur are similar we only
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consider the first one. So we assume that there are numberski for i = 1, . . . , n − 1, an orthogonal
matrixR = [l1, . . . , ln−1, p], unit vectorsn and t such thatn · p < 0, t · n = 0, t · p = 0, and
K > k =

∑n−1
i=1 ki(li · t)2 such that

V (R diag(k1, . . . , kn−1,0)R
−1, p) < n · p v

(
−K

n · p
, n, t

)
. (5.13)

LetΥ0 be a smooth compact hypersurface such that 0∈ Υ0, p is the outward normal vector toΥ0 at
0 andS = R diag(k1, . . . , kn−1,0)R−1 is the matrix of the shape operator at 0. Letγ0 be a smooth
curve in the plane span{n, t} such that near 0,γ0 is the intersection of the plane span{n, t} andΥ0.
Note that the tangent vector toγ0 at 0 is t and that the curvature ofγ0 at 0 is −1

n·p
t · St =

−k̄
n·p

.
Therefore there exists a curveγ ∈ C∞([0, L],Rn) in the same plane, and inside the curveγ0, such
thatγ (0) = 0 and with tangentt and curvatureK at 0.

Let M := 2 max{x∈Υ0} ‖Sp(x)‖. By convolvingV with a smooth cut-off function with small
support, and adding a small constant, it is easy to construct a functionṼ ∈ C(Sym(n) × Sn−1,R)
that is smooth, degenerate elliptic and if the norm of the first entry is less thanM thenṼ > V , and

Ṽ (R diag(k1, . . . , kn−1,0)R
−1, p) < n · p v

(
−K

n · p
, n, t

)
.

By Lemma 2.4 there exists a classical short time evolution,{(Ω̃t , Υ̃t )}t , of Υ0 by velocity Ṽ . Let
{(Ωt , Υt )}t be the generalized evolution ofΥ0 by velocityV . Then, sinceṼ > V onΥ0, for at least
a short timeΩt ⊆ Ω̃t . By assumption there exists a short time classical evolution,{Γt }t , of the
curveγ . SinceV is a barrier forv, Γt ⊂ Ωt . ThereforeΓt ⊂ Ω̃t . But then

Ṽ (R diag(k1, . . . , kn−1,0)R
−1, p) > n · p v

(
−K

n · p
, n, t

)
.

Contradiction.
(2 ⇒ 3) Assume thatV > V [v]. Sincek = 1 condition (♦) now becomes

lim
s→0+

V

(
R diag

(
−kp · n

1 − s kp · n
,

1

s
In−2,0

)
R−1, p

)
> v(k, n, t)n · p,

whereR = [t, l2, . . . , ln−1, p]. Let us consider the casen · p < 0. SinceV > V [v],

lim
s→0+

V

(
R diag

(
−kp · n

1 − s kp · n
,

1

s
In−2,0

)
R−1, p

)

> lim
s→0+

sup
ñ∈p−

t̃∈ñ⊥
∩p⊥

ñ · pv

(
−k̄

ñ · p
, ñ, t̃

)
,

wherek̄ =
−kp·n

1−s kp·n
(t · t̃ )2 +

1
s
(1 − (t · t̃ )2), and the above is

> lim
s→0+

n · p v

(
k

1 − s kp · n
, n, t

)
= v(k, n, t)n · p.

The casen · p > 0 is analogous.
(3 ⇒ 1) This implication was proven in Theorem 4.10. 2



442 D. SLEPČEV

LEMMA 5.7 Letv be an admissible velocity. Ifv depends only onk or if v(k, n, t)/k is a uniformly
continuous function fork > 1 thenV [v] is continuous.

The proof of this lemma is straightforward, but somewhat lengthy, so we omit it. The conditions for
continuity ofV [v] given in the lemma are not optimal, but as the next examples show, the condition
given cannot be significantly improved in general.

EXAMPLES. 1. Letη ∈ C∞(R) be a nonincreasing function such thatη(x) = 1 if x 6 −1 and
η(x) = 0 if x > 0. Letv be a velocity inR3 given by

v(k, n) = kη(ke3 · n).

ThenV [v](diag(1,1,0), e3) = −1, while V [v](R diag(1,1,0)R−1, p) = 0 for p neare3 (but
p 6= e3) andR an orthogonal matrix close toI such thatRe3 = p. SoV [v] is discontinuous at
(diag(1,1,0), e3).

2. Letv(k, t) = kη(k e3 · t). ThenV [v] is discontinuous at(diag(−1,−1,0), e3).

THEOREM 5.8 Letv be an admissible velocity.

1◦ If V [v] is continuous andv = v[V [v]], that is,

v(k, n, t) = inf
p∈t⊥∩n+

lim
s→0+

sup
ñ∈p+

t̃∈ñ⊥
∩p⊥

k̄60

ñ · p

n · p
v

(
−k̄

ñ · p
, ñ, t̃

)
(5.14)

andv = v[V [v]], that is,

v(k, n, t) = sup
p∈t⊥∩n−

lim
s→0+

inf
ñ∈p−

t̃∈ñ⊥
∩p⊥

ñ · p

n · p
v

(
−k̄

ñ · p
, ñ, t̃

)
(5.15)

wherek̄ = −
kn·p

1−skn·p
(t · t̃ )2 +

1
s
(1 − (t · t̃ )2), thenV [v] gives a distance representation tov.

2◦ Regardless of whetherV [v] is continuous, if there existk0, t0, n0, ε > 0, and a neighborhood
U of (k0, n0, t0) such that either

v[V [v]] > v + ε onU ∩ (R+
× span{n0, t0}) or

v[V [v]] < v − ε onU ∩ (R+
× span{n0, t0}),

then there is no velocity that gives a distance representation tov.

Note that for any nonnegativev, v[V [v]] > v > v[V [v]].

Proof. 1◦ SinceV [v] satisfies condition (FF), by Theorem 5.3,V [v] gives a distance represent-
ation tov.

2◦ Assume that there is a velocityV that gives a distance representation tov. ThenV is a barrier
for v, and therefore by Lemma 5.6,V > V [v]. Thereforev[V ] > v[V [v]] and v[V ] 6 v[V [v]].
Hence, eitherv[V ] > v+ε onU ∩(R+

×span{n0, t0}) or v[V ] < v−ε onU ∩(R+
×span{n0, t0}).

Theorem 5.4 now implies thatV does not give a distance representation tov. Contradiction. 2
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5.3 Classification of velocities that have a distance representation

The obvious question is what velocitiesv satisfy the conditions of the theorem. We present a partial
answer to that question. But let us first introduce some useful objects.

DEFINITION 5.9 Letf : [0,∞) → [0,∞) be a continuous function such thatf (0) = 0 and for
which there existsC such that ifx > 1 thenf (x) 6 Cx. Forx ∈ [0,∞) let

Lf (x) := x inf
α∈(0,x)

f (α)

α
, Lf (x) := x inf

α∈(x,∞)

f (α)

α
, Uf (x) := x sup

α∈(x,∞)

f (α)

α
,

and for functionsf for whichf (x) 6 Cx for all x > 0 let

Uf (x) := x sup
α∈(0,x)

f (α)

α
.

We now list some properties of the mappingsL, L, U andU . Their proofs are elementary.

LEMMA 5.10 Letf be a function as in the definition above.

1. The functionsLf , Lf , Uf andUf are continuous.
2. Lf 6 f , Lf 6 f , Uf > f andUf > f .
3. The functionsLf (x)/x andUf (x)/x are nonincreasing (forx > 0), while the functions
Lf (x)/x andUf (x)/x are nondecreasing.

4. The statements thatLf = f andUf = f are both equivalent to the statement thatf (x)/x

is a nonincreasing function. Likewise, the statements thatUf = f andLf = f are both
equivalent to the statement thatf (x)/x is a nondecreasing function.

5. LUf = Uf andULf = Lf (for all f in the domain ofL).

THEOREM 5.11 Velocityv(k) has a distance representation if and only ifv(k) = Ck for some
nonnegative constantC.

Proof. Assume thatv(k) has a distance representation. Sincev is isotropic every circle has a short
time classical evolution. Thereforev has to be admissible. In particular there existsC1 > 0 such
thatv(k) < C1k for k > 1. Let us compute:

v[V [v]](k, n, t) = inf
p∈t⊥∩n+

lim
s→0+

sup
ñ∈p+

t̃∈ñ⊥
∩p⊥

k̄60

ñ · p

n · p
v

(
kn · p (t̃ · t)2

ñ · p (1 − skn · p)
−

1 − (t̃ · t)2

sñ · p

)

= inf
p∈t⊥∩n+

lim
s→0+

sup
ñ∈p+

ñ · p

n · p
v

(
k n · p

ñ · p

1

1 − skn · p

)
= inf
β∈(0,1)

lim
s→0+

sup
α∈(

kβ
1−skβ

,∞)

k

α (1 − skβ)
v(α)

= inf
β∈(0,1)

sup
α∈(kβ,∞)

k

α
v(α) = LUv(k) = Uv(k).

In a similar fashion one computes thatv[V [v]](k, n, t) = Lv(k). Note thatV [v] is a continuous
function, by Lemma 5.7. Since, by Lemma 5.10,v[V [v]] andv[V [v]] are continuous, forv to have a
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distance representation it is necessary thatv[V [v]] = v = v[V [v]]. ThereforeLv(k) = v = Uv(k).
Lemma 5.10 now implies thatv(k)/k is both nondecreasing and nonincreasing ink. Therefore
v(k) = Ck for someC.

On the other hand, ifv(k) = Ck then the above computations yieldv[V [v]] = v = v[V [v]].
SinceV [v] is continuous, Theorem 5.8 implies thatv has a distance representation. We should
remark that a distance representation (V [v] in fact) for v(k) = Ck was obtained first by Ambrosio
and Soner [1]. 2

To describe which velocitiesv(k, t) have a distance representation, we introduce a couple of
notions. Forx ∈ Sn−1 let dual(x) := {y ∈ Sn−1 : x · y = 0}. For a setA ⊆ Sn−1 let dual(A) :=⋃
x∈A dual(x) andS(A) := {x ∈ Sn−1 : dual(x) ⊆ dual(A)}. Note thatA ⊆ S(A) and ifA ⊆ B

thenS(A) ⊆ S(B). Also note that ifA is symmetric with respect to the origin and (or) closed, then
so are dual(A) andS(A).

Here are some examples that illustrate what the mappingS does. IfA is countable thenS(A) =

A. If A is a circle of radius 1 thenS(A) = Sn−1. Fore ∈ Sn−1 andα ∈ (0,1), if A = {x ∈ Sn−1 :
|x · e| = α} thenS(A) = {x ∈ Sn−1 : |x · e| > α}, and ifA = {x ∈ Sn−1 : |x · e| > α} then
S(A) = A. Noting thatS(A) = Sn−1

\
⋃
y 6∈dual(A) dual(y) also offers some insight.

On S2 the mappingS is closely related to taking the convex envelope. A subset of a manifold
is said to beconvexif it contains all the shortest geodesics connecting any two of its points. For
A ⊂ S2 denote byC(A) its convex envelope. Lete be again an arbitrary unit vector,̃A a subset
of S2

∩ e+, andA := Ã ∪ −Ã. Let us prove that ifÃ is pathwise connected and closed then
S(A) = C(Ã) ∪ C(−Ã).

We first show thatC(Ã) ⊆ S(Ã) (= S(A)). Let a, b ∈ Ã and letc be on the shortest geodesic
(arc of a circle) between them. It is enough to show that dual(c) ⊂ dual(Ã). So letx ∈ dual(c).
We can assume thatx 6∈ dual(a) ∪ dual(b). Sincec ∈ dual(x), the pointsa andb are in different
components ofS2

\ dual(x). SinceÃ is connected there existsy ∈ Ã ∩ dual(x). Thereforex ∈

dual(y) ⊂ dual(Ã).
To show the equality it suffices to show thatS(Ã) ∩ e+ ⊆ C(Ã). Assume thatx ∈ S(Ã) ∩ e+.

Note thatS(A) = {x ∈ S2 : (∀y ∈ dual(x)) span{x, y} ∩ A 6= ∅}. We can also assume thatx 6∈ Ã.
LetH = {y ∈ dual(x) : (∃a ∈ Ã) a ∈ span{x, y} anda · y > 0}. SinceÃ is closed andx 6∈ Ã,H is
closed, and sincex ∈ S(Ã),H ∪ −H = dual(x). Therefore there existsh ∈ H ∩ −H . Hence there
exista, b ∈ Ã ∩ span{x, h} such thata · h > 0 andb · h < 0. Sincea, b, andx are all ine+, the
above implies thatx lies on the shortest geodesic connectinga andb, and hence inC(Ã).

One should note however that even ifA ⊂ S2 is symmetric with respect to the origin and
closed,S(A) is not always the union of the convex envelopes of its components. To illustrate that,
consider spherical coordinates onS2 (we take latitude in [−π/2, π/2] and longitude in [0,2π)). Let
A be the union of the geodesics connecting(π/8,0) to (π/4,2π/3), (π/8,2π/3) to (π/4,4π/3),
and(π/8,4π/3) to (π/4,0). Then the north pole,(π/2,0), is in S(A), but not in the union of the
convex envelopes of the components ofA (which is equal toA).

THEOREM 5.12 Letv(k, t) be an admissible velocity such thatv(k, t)/k is uniformly continuous
for k > 1. If velocity v has a distance representation thenv(k, t) = kf (t) for some even function
f ∈ C∞(Sn−1, [0,∞)) such that the setS({t : f (t) = 0})\{t : f (t) = 0} has empty interior.
On the other hand ifv(k, t) = kf (t) for some smooth nonnegative even functionf such that
S({t : f (t) = 0}) = {t : f (t) = 0} thenv has a distance representation, and it is given byV [v].

Before we prove the theorem, let us present some examples:
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1. For any evenf ∈ C∞(Sn−1, (0,∞)), v(k, t) = kf (t) has a distance representation.
2. The velocityv(k, t) := k(1 − (e1 · t)2) has a distance representation. HereA = {e1,−e1}.
3. The velocityv(k, t) := k(e1 · t)2 does not have a distance representation. For this velocity
A = dual(e1), whileS(A) = Sn−1.

4. Let v(k, t) := kη(e1 · t), whereη ∈ C∞(R) is any even, nonnegative function such that
η(0) > 0, η(1) = 0, and ifb is the smallest positive zero ofη, thenη(y) = 0 for all y > b.
Note thatS(A) = A = {t ∈ Sn−1 : |e1 · t | > b}, sov has a distance representation.

REMARK . The condition given in the theorem can be improved a bit, using the remark given
before Theorem 5.3. For example, ifv(k, t) = kf (t) for some even smooth functionf such that
S({t : f (t) = 0})\{t : f (t) = 0} is nonempty, but finite, thenv still has a distance representation.

Proof. Let v(k, t) be an admissible velocity such thatv(k, t)/k is uniformly continuous fork > 1.
Assume thatv has a distance representation. Let us compute

v[V [v]](k, n, t) = inf
p∈t⊥∩n+

lim
s→0+

sup
ñ∈p+

t̃∈ñ⊥
∩p⊥

k̄60

ñ · p

n · p
v

(
kn · p(t̃ · t)2

ñ · p(1 − skn · p)
−

1 − (t̃ · t)2

sñ · p
, t̃

)
.

To do this let us show first that for fixed unit vectorsn, p, t such thatp · t = 0, n · t = 0, and
n · p > 0,

lim
s→0+

sup
ñ∈p+

t̃∈ñ⊥
∩p⊥

k̄60

ñ · p

n · p
v

(
kn · p (t̃ · t)2

ñ · p (1 − skn · p)
−

1 − (t̃ · t)2

sñ · p
, t̃

)

= sup
ñ∈p+

ñ · p

n · p
v

(
kn · p

ñ · p
, t

)
. (5.16)

That LHS> RHS follows, by takingt̃ = t , from monotonicity ofv. To show that LHS6 RHS
choose a sequencesi ↘ 0 and sequences of mutually orthogonal unit vectorst̃i andñi such that

LHS = lim
i→∞

ñi · p

n · p
v

(
kn · p (t̃i · t)2

ñi · p (1 − sikn · p)
−

1 − (t̃i · t)2

si ñi · p
, t̃i

)
.

Sincev is even in thet variable, we can assume thatt̃i · t > 0 for all i. Note that(t̃i · t)2 → 1 and
hencet̃i → t asi → ∞. That combined with uniform continuity ofv(k, t)/k yields

LHS 6 lim
i→∞

ñi · p

n · p
v

(
kn · p

ñi · p (1 − sikn · p)
, t̃i

)
= lim
i→∞

ñi · p

n · p
v

(
kn · p

ñi · p
, t̃i

)
6 RHS.

Therefore

v[V [v]](k, n, t) = inf
p∈t⊥∩n+

sup
ñ∈p+

ñ · p

n · p
v

(
kn · p

ñ · p
, t

)
= inf
β∈(0,1)

sup
α∈(kβ,∞)

k

α
v(α, t) = LUv(k, t) = Uv(k, t).
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Note that uniform continuity ofv(k, t)/k for k > 1 implies thatUv(k, t) is continuous. Since
v[V [v]] is continuous, Theorem 5.8 implies thatv = v[V [v]].

Sincev = Uv the functionv(k, t)/k is nonincreasing ink for every fixedt . That enables us to
definew(t) := limk→∞ v(k, t)/k. Uniform continuity ofv(k, t)/k implies thatw is continuous.

LetA := {t ∈ Sn−1 : w(t) = 0}. We now computev[V [v]](k, n, t):

v[V [v]](k, n, t) = sup
p∈t⊥∩n−

lim
s→0+

inf
ñ∈p−

t̃∈ñ⊥
∩p̃

ñ · p

n · p
v

(
kn · p (t̃ · t)2

ñ · p (1 + sk|n · p|)
+

1 − (t̃ · t)2

s|ñ · p|
, t̃

)
.

For fixedk, n, t andp such thatn · t = 0,p · t = 0 andn · p < 0 there are two distinct cases:

Case (i). Assume thatp ∈ dual(A). Then there exists̃t(p) orthogonal top such thatw(t̃(p)) = 0.
Hence

lim
s→0+

inf
ñ∈p−

t̃∈ñ⊥
∩p⊥

ñ · p

n · p
v

(
kn · p (t̃ · t)2

ñ · p (1 + sk|n · p|)
+

1 − (t̃ · t)2

s|ñ · p|
, t̃

)

6 lim
s→0+

inf
ñ∈t̃ (p)⊥∩p−

|ñ · p|

|n · p|
v

(
k|n · p| (t̃(p) · t)2

|ñ · p|(1 + sk|n · p|)
+

1 − (t̃(p) · t)2

s|ñ · p|
, t̃(p)

)

6 lim
s→0+

lim
α→0+

α

|n · p|
v

((
k|n · p| (t̃(p) · t)2

(1 + sk|n · p|)
+

1 − (t̃(p) · t)2

s

)
1

α
, t̃(p)

)
= 0.

Case (ii). Assume thatp 6∈ dual(A), which is equivalent to dual(p) ∩ A = ∅. Let m(p) :=
min{w(x) : x ∈ dual(p)}. Note thatm(p) > 0, sincew is continuous, dual(p) compact, and
dual(p) ∩ A = ∅. We claim that

lim
s→0+

inf
ñ∈p−

t̃∈ñ⊥
∩p⊥

ñ · p

n · p
v

(
kn · p (t̃ · t)2

ñ · p (1 + sk|n · p|)
+

1 − (t̃ · t)2

s|ñ · p|
, t̃

)
= inf
ñ∈t⊥∩p−

|ñ · p|

|n · p|
v

(
k|n · p|

|ñ · p|
, t

)
.

We argue as when proving (5.3). That LHS6 RHS is established by taking̃t = t . To show that
LHS > RHS we consider sequencessi ↘ 0, ñi , andt̃i such that̃ni · p < 0, ñi · t̃i = 0, t̃i · p = 0,
and

LHS = lim
i→∞

ñi · p

n · p
v

(
kn · p (t̃i · t)2

ñi · p (1 + sik|n · p|)
+

1 − (t̃i · t)2

si |ñi · p|
, t̃i

)
.

We can assume thatt · t̃i > 0 for all i. Note thatm(p) > 0, andv(k, t)/k nonincreasing ink,
imply that for allx in dual(p), v(k, x)/k > m(p) for all k > 0. Therefore(1− (t̃i · t)

2)/si must be
bounded. Consequently,t̃i → t asi → ∞. The remainder of the argument is as in (5.3).

We now also split findingv[V [v]](k, n, t) into two cases:

Case 1◦. Assume thatt ∈ S(A). Then all unit vectorsp orthogonal tot are in dual(A). Therefore
case (i) implies thatv[V [v]](k, n, t) = 0.
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Case 2◦. Assume thatt 6∈ S(A), which is equivalent to assuming that dual(A)\ dual(t) 6= ∅. Let
P := dual(A)\ dual(t). Cases (i) and (ii) combined now yield

v[V [v]](k, n, t) = sup
p∈P∩n−

inf
ñ∈t⊥∩p−

|ñ · p|

|n · p|
v

(
k|n · p|

|ñ · p|
, t

)
= sup
p∈P∩n−

inf
α∈(k|n·p|,∞)

k

α
v(α, t)

6 sup
p∈P∩n−

inf
α∈(k,∞)

k

α
v(α, t) = Lv(k, t).

In both casesv[V [v]](k, n, t) 6 Lv(k, t) 6 v(k, t). Note thatLv(k, t) is continuous. Therefore, if
v were greater thanLv for some(k, t), thenv would be greater thanv[V [v]] + ε, for someε > 0,
in a neighborhood of(k, n, t), wheren is any unit vector orthogonal tot . But that would contradict
Theorem 5.8.

Thereforev = Lv. Since we already know thatv = Uv, we conclude, as in Theorem 5.11, that
v is linear ink for every fixedt . That is, there exists a nonnegative functionf such thatv(k, t) =

kf (t). Sincev is smooth,f must be smooth too.
Note thatA = {t : f (t) = 0}. Cases 1◦ and 2◦ now imply that

v[V [v]](k, t) =

{
0 if t ∈ S(A),
kf (t) otherwise.

Assume thatS(A)\A has nonempty interior. Lett0 be in the interior. Then in a neighborhood of
(1, t0), v is strictly greater than 0, whilev[V [v]] is equal to 0. Theorem 5.8 then implies thatv does
not have a distance representation, which contradicts the assumption we made. ThereforeS(A)\A
must have empty interior.

If, on the other hand,v(k, t) = kf (t) for some smooth nonnegative even functionf such that
S({t : f (t) = 0}) = {t : f (t) = 0}, then the calculations above show thatv[V [v]] = v and
v[V [v]] = v. Hence, by Theorem 5.8,V [v] gives a distance representation tov. 2

To computeV [v] for the velocities of the formv(k, t) = kf (t) one can use the definition
of V [v] that now becomes: for real numberski, i = 1, . . . , n − 1, and an orthogonal matrix
R = [l1, . . . , ln−1, p],

V [v](R diag(k1, . . . , kn−1,0)R
−1, p) := max

t∈p⊥

−f (t)

n−1∑
i=1

ki(li · t)2.

For many velocities of the formv(k, t) = kf (t) for whichV [v] gives a distance representation
to v, it is an open problem to determine whetherV [v] surroundsv.

PROPOSITION5.13 Let v be a velocity of the formv(k, n) = kf (n) wheref ∈ C∞(Sn−1,
[0,∞)). Thenv has a distance representation if and only iff is a constant.

Proof. Using the techniques of the previous two theorems one shows that

v[V [v]](k, n) = inf
p∈n+

sup
ñ∈p+

kf (ñ),

v[V [v]](k, n) = sup
p∈n−

inf
ñ∈p−

kf (ñ).
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Assume thatv has a distance representation. Note thatv[V [v]] andv[V [v]] are continuous. Theorem
5.8 then implies thatv = v[V [v]] = v[V [v]]. Let m be the global minimum off , andnm a point
for whichf (nm) = m, and letM be the global maximum off , andnM a point where it is reached.

Assume thatf is not a constant. Then there existsn0 such thatm < f (n0) < M. There are two
cases: Iff (−n0) > m, then

v(1, nm) > inf
p∈n+

m

min{f (n0), f (−n0)} > m,

which contradictsv(1, nm) = m. On the other hand, iff (−n0) < M then

v(1, nM) 6 sup
p∈n−

M

max{f (n0), f (−n0)} < M.

Contradiction. Thereforef must be a constant.
If f is a constant, thenv has a distance representation by Theorem 5.11. 2

6. Some remarks on barriers of De Giorgi

Barriers were introduced by De Giorgi [10] as an abstract way to define weak (generalized) evolution
for a wide range of velocities. The notion of barrier that we have used in the previous sections is
not the same, but is very much related to the barriers that we are now about to study. Following
Bellettini and Novaga [5] (and references therein), let us introduce the barriers of De Giorgi and
related objects. LetF be a family of mappings from closed intervals, with nonnegative endpoints,
into subsets ofRn. In the applications, given a smooth codimensionn−k > 1 velocityv, we denote
by Fv the set of all classical evolutions. Given a lower semicontinuous codimension 1 velocityV

we denote byF=

V the set of all classical evolutions by velocityV with their interiors, or to be more
precise, if{(Ωt , Υt )}t∈[a,b] is an evolution (flow) by velocityV , then the mappingt 7→ Ωt ∪Υt is in

F=

V . ByF6
V andF<V we denote respectively the set of all smooth subflows and the set of all smooth

strict subflows (meaning that in Definition 2.1 the equality is replaced by∂ψ
∂t

· n < V (Dn, n)).
A mappingφ : [0,∞) → P(Rn) is called abarrier for F if for all f : [a, b] → P(Rn) with
f ∈ F the conditionf (a) ⊆ φ(a) impliesf (s) ⊆ φ(s) for all s ∈ [a, b]. We denote the set of all
barriers for givenF byB(F). ForE a subset ofRn, we define theminimal barrierby

M(E,F)(t) :=
⋂

{φ(t) ∈ B(F) : E ⊆ φ(0)}. (6.1)

We also define theregularized minimal barrierby

M∗(E,F)(t) :=
⋂
ρ>0

M(E + ρ,F)(t). (6.2)

For a barrierφ we defineχφ(x, t) := 1 − 11φ(t)(x) and

φ(t) :=
⋃
ε>0

⋂
s∈(0∨(t−ε),t+ε)

(φ(s)− ε),

where for a setA the setA − ε := {x ∈ Rn : dist(x,Rn\A) > ε}. Note thatφ(t) ⊆ φ(t) for all t .
We claim that

(χφ)∗ = χφ. (6.3)
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To prove that claim it is enough to show that(χφ)∗ = 0 exactly whenχφ = 0. By the definition
of upper semicontinuous envelope,(χφ)∗(x, t) = 0 iff there exists anε > 0 such thatχφ = 0 on
(0 ∨ (t − ε), t + ε)× B(x, ε). That is equivalent to saying thatx ∈

⋂
s∈(0∨(t−ε),t+ε)(φ(s)− ε) for

someε > 0, which is equivalent toχφ(x, t) = 0. A consequence of this claim is thatφ(t) is open
for all t .

For a setA and vectorx denote byτx(A) the translation ofA by x. The following lemma seems
to state the obvious; however, due to the fact that we have no estimates on the interval of existence
of short time evolutions by the given velocity, its proof is not trivial.

LEMMA 6.1 LetV (Dn, n) be a smooth codimension 1 velocity that may not be nondecreasing
in the Dn argument, but for which for every smooth compact hypersurface without boundary
embedded inRn there exists a short time classical evolution. Letφ be an open barrier inB(F=

V ).
Thenφ is inB(F<V ).

Proof. Let {(Ωt , Υt )}t∈[a,b] be a smooth strict subflow by velocityV such thatΩa ∪ Υa ⊂ φ(a).
Let d(t) := dist(Ωt ∪Υt , ∂φ(t)). Note thatd(a) > 0. Therefore it suffices to prove thatd(t) > d(a)

for all t ∈ [a, b]. Note that if{(Ωt , Υt )}t were a classical evolution then it is an easy consequence
of translation invariance of the evolution thatd(t) is nondecreasing.

LetA := {t ∈ (a, b] : d(t) < d(a)}. Our goal is to show thatA is empty. Assume it is not. Then
we can considert0 := inf A. There are two cases:

Case 1◦. Assume thatt0 6∈ A, that is,d(t0) > d(a). By assumptions onV there existsε > 0 and
a classical evolution{(Ω̃t , Υ̃t )}t∈[t0,t0+ε] of (Ωt0, Υt0) for t ∈ [t0, t0 + ε). By makingε smaller if
necessary, since(Ωt , Υt ) is a strict subflow, we haveΩt∪Υt ⊂ Ω̃t∪Υ̃t for t ∈ [t0, t0+ε). Therefore
d(t) > dist(Ω̃t ∪ Υ̃t , ∂φ(t)) > d(t0) > d(a) for t ∈ (t0, t0 + ε). Therefore [t0, t0 + ε) ∩ A = ∅,
which implies thatt0 6= inf A. Contradiction.

Case 2◦. Assume thatt0 ∈ A. Thend(t0) < d(a). SinceΥt0 is compact and∂φ(t0) is closed, there
exist x0 ∈ Υt0 andy0 ∈ ∂φ(t0) such thatd(t0) = dist(x0, y0). Since{(Ωt , Υt )}t is a continuous
evolution andd(t) > d(a) for all t ∈ [a, t0), there existsδ > 0 such thatB(y0, δ) ⊂ φ(t) for all
t ∈ (t0 − δ, t0). Let Υ̃0 be the sphere of radiusδ/3 centered aty0. By assumption onV there exists
ε1 > 0 such that there exists a classical evolution{(Ω̃t , Υ̃t )}t∈[0,ε) of Υ̃0 by velocityV . By making
ε smaller if necessary we can assume that for allt ∈ [0, ε), Ω̃t ∪ Υ̃t ⊂ B

(
y0, δ/2

)
. Let

U :=
⋃

{τy(Ω̃ε/2 ∪ Υ̃ε/2) : |y| 6 δ/2}.

Note thatU is nothing else than the union of all classical evolutions at timet0 of spheres centered
at y0 + y of radiusδ/3 beginning at timet0 − ε/2. Since all these spheres are at timet0 − ε/2 in
φ(t0 − ε/2), we haveU ⊆ φ(t0). But y0 ∈ U , which contradicts the fact thaty0 ∈ ∂φ(t0).

ThereforeA must be empty. 2

Note that one can use this proof to show thatd(t) is a nondecreasing function. Also recall
that it was proven in Proposition 5.2 of [5] that ifV (Dn, n) is a lower semicontinuous velocity
nonincreasing inDn andφ ∈ B(F<V ) thenχφ is a viscosity subsolution of the level-set equation
(that corresponds toV ). The proof in [5] is carried out for equations for which the standard viscosity
solutions are applicable. The extension of this result (and of several others that we will quote) to a
larger class of equations, using the viscosity solutions of Ishii and Souganidis, is straightforward.



450 D. SLEPČEV

LEMMA 6.2 Letv(k, n, t) be a velocity by which every circle can evolve for a short time andV a
codimension 1 velocity. Ifφ is a barrier forFv (or F<V ) thenφ(0) is equal to the interior ofφ(0),
andφ is a barrier forFv (resp.F<V ).

Proof. This lemma follows from translation invariance of the evolutions by velocitiesv andV . Let
x0 be a point in the interior ofφ(0). There exists a circleΓ0 such thatx0 ∈ Γ0 ⊂ φ(0). There exists
δ > 0 such that

⋃
y∈B(0,2δ) τy(Γ0) is a subset of the interior ofφ(0). Let {Γt }t∈[0,b] be the evolution

of the circle by velocityv for some timeb > 0. Letd(t) := dist(x0, Γt ). Note thatd is continuous
andd(0) = 0. Therefore there existsε > 0 such that for allt < ε, d(t) < δ. We can assume that
ε < δ. Then

B(x0, ε)× [0, ε) ⊆

⋃
y∈B(0,2δ), t∈[0,ε)

τy(Γt )× {t} ⊂

⋃
t∈[0,ε)

φ(t)× {t}.

Thereforex0 ∈ φ(0). This implies that the interior ofφ(0) is a subset ofφ(0). But sinceφ(0) is
open and a subset ofφ(0) we conclude thatφ(0) = intφ(0).

To prove the second claim let{Γt }t∈[a,b] be a classical evolution by velocityv. Assume that
Γa ⊆ φ(a), s ∈ (a, b], and letx0 ∈ Γs . It is enough to show that for someε > 0, B(x0, ε) ×

(s − ε, s + ε) ⊂
⋃
t∈(s−ε,s+ε) φ(s) × {t}. The construction is very similar to the one above, so we

omit it.
The claim forV was proven in Proposition 4.1 of [5]. It can also be proven analogously to the

proof above. 2

6.1 Comparing minimal barriers forv andV [v]

LEMMA 6.3 Letv(k, n, t) be a nonnegative velocity. Then for a bounded setE,

M∗(E,Fv)(t) ⊆ M∗(E,F6
V [v])(t).

Proof. For fixedρ > 0 letφ(t) := M(E + ρ,F6
V [v])(t). Note thatφ(t) is open andφ(t) = φ(t).

It is enough to show thatφ(t) is a barrier forFv. Let now {Γt }t∈[a,b] be a classical evolution by
velocity v such thatΓa ⊂ φ(a). Let s ∈ (a, b]. SinceΓa is closed whileφ(a) is open, there exists
δ > 0 such thatΓa + 2δ ⊂ φ(a). By Lemma 3.2 there existsσ > 0 such thatd(x, s) := dist(x, Γt )
is aC2 function onA := {(x, t) : d(x, t) ∈ (0, σ )}. We can assume that 2δ < σ . Note that the
functionV [v] (although possibly not continuous) satisfies condition (♦). The calculation (4.1) then
shows that

dt + V [v](D2d,Dd) > 0 onA.

Let Ωs := Γs + δ = {d(·, s) < δ} andΥs := ∂Ωs = {d(·, s) = δ}. Let d±(·, s) be the signed
distance toΥs . Note thatd± = d − δ, therefore for alls ∈ [a, b],

∂d±

∂t
+ V [v](D2d±,Dd±) > 0 onΥs .

Consequently,Υt is a classical subflow by velocityV [v]. Sinceφ is an open barrier forV [v], for
s ∈ (a, b] we haveΩs ∪ Υs ⊂ φ(s). ThereforeΓs ⊂ φ(s). 2

The following corollary gives a criterion for whenM∗(Γ0,F6
V [v])(t) does not capture the

evolution by velocityv:
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COROLLARY 6.4 Letv(k, n, t) be a nonnegative velocity by which every circle can evolve for a
short time. Ifv is not nonincreasing ink or there existk0, t0, n0, ε > 0, and a neighborhoodU of
(k0, n0, t0) such that eitherv[V [v]] > v + ε onU ∩ (R+

× span{n0, t0}), or v[V [v]] < v − ε on
U ∩ (R+

× span{n0, t0}), then there exists a timeT > 0, a smooth curveΓ0, and its short time
classical evolution{Γt }t∈[0,T ] such that for allt ∈ (0, T ],

Γt $ M∗(Γ0,F6
V [v])(t).

Proof. Let v be a velocity that satisfies the assumptions. Ifv is not nondecreasing ink then letΓ0
be the circleγ from case 2◦ of the proof of Theorem 5.4, whereV = V [v]. Let Γ̃t andσ̃ be from
the same case. It was shown that for someT > 0,

dt (z, t)+ V [v](D2d(z, t),Dd(z, t)) > 0 if d(z, t) ∈ (0, σ̃ ) andt ∈ [0, T ],

whered(z, t) := dist(z, Γ̃t ). Note thatΓ̃t ⊂ M∗(Γ0,FV [v])(t). The proof is analogous to showing
thatΓs ⊂ φ(s) in the previous lemma.

If v is nondecreasing ink then letγ andΓ̃t be as in case 3◦ of the proof of Theorem 5.4. The
rest of the argument is the same as above.

In both cases the fact thatΓt ⊂ M∗(Γ0,FV [v])(t) follows from the lemma above. 2

The following theorem proves a generalization of De Giorgi’s conjecture. IfV [v] is continuous
we show that the minimal barrier forv is the same as the minimal barrier forV [v], which is the
same as the zero-level set of the solution of the level-set equation. A consequence is thatV [v] is
continuous and if there is no velocity that surroundsv (which is the same as saying thatV [v] does
not surroundv) then the barriers do not capture the motion either. That is, there are curves whose
classical evolution by the given velocity is a proper subset of either of the regularized minimal
barriers.

THEOREM 6.5 Letv be an admissible velocity andE a bounded set. IfV [v] is continuous then

M∗(E,F6
V [v])(t) = M∗(E,Fv)(t) = {x : u(x, t) = 0},

whereu is the unique viscosity solution of the level-set equation

ut + F(D2u,Du) = 0,

u(x,0) = dist(x, E).

Proof. The equalityM∗(E,F6
V [v])(t) = {x : u(x, t) = 0} follows from Corollary 6.1 of [5].

Lemma 6.3 implies that it is enough to prove thatM∗(E,F6
V [v])(t) ⊆ M∗(E,Fv)(t). Since

E+ρ is open for everyρ > 0, it is enough to show that ifφ is a barrier forFv thenφ(t) is a barrier

for F6
V [v] . Since sublevel sets of subsolutions of the level-set equation are barriers (see Theorem 3.2

in [6], for example), it suffices to show thatχφ(t) is a viscosity subsolution of the level-set equation.
Note that, sincev is admissible, by definition ofV there existsC > 0 such thatv(k, n, t) 6 Ck if
k > 1 andV [v](X, p) < C(‖X‖ + 1). ThereforeF∗(0,0) = F ∗(0,0) = 0. Letψ be an admissible
test function such thatχφ − ψ has a maximum at(x0, t0). There are four cases:

Case 1◦. If χφ(x0, t0) = 0 then (sinceχφ is upper semicontinuous)χφ = 0 in a neighborhood
of (x0, t0). ThereforeDψ(x0, t0) = 0, andψt (x0, t0) = 0.



452 D. SLEPČEV

Case 2◦. Assume thatχφ(x0, t0) = 1, x0 ∈ ∂φ(t0), andDψ(x0, t0) 6= 0. The key observation is
the following: Sinceφ is a barrier forFv and evolution of a planar curve with velocityv remains in
the same plane we find that for an arbitrary planeP , φ is a barrier forF=

v|P
, the set of motions by

velocityv in the planeP .
That is, we claim that% := φ ∩ P ∈ B(F=

v|P
). This requires a proof sinceFv contains only

evolutions of curves, whileF=

v|P
contains evolutions of curves together with their interiors. The

constructions required are simple and so we leave the proof to the reader. Lemma 6.1 now implies
that% ∈ B(F<v|P ). Therefore Theorem 5.1 in [5] shows that(χ%)∗ is a subsolution of the level-set
equation corresponding to evolution of curves in the planeP by velocityv:

wt + Fv(D
2w,Dw) = 0 on P × [0,∞).

Before we say whatFv is, for a given symmetric matrixX such that ify ⊥ P thenXy = 0, and a
nonzero vectorq ∈ P , we denote byλ the eigenvalue of1

|q|
(I− q̂⊗ q̂)X(I− q̂⊗ q̂) that corresponds

to an eigenvector inP orthogonal toq. ThenFv(X, q) = −|q| sign(λ)v(|λ|,−sign(λ)q̂, t̃), where
t̃ is a unit vector in the planeP orthogonal toq. The functionFv has this (unusually complicated)
form, becausev was defined as the velocity along the normal vector to the curve, while when
applying the level-set approach (in the planeP ), the outward normal velocity is needed.

Note that we know thatχ% = (χ%)∗. Letp := ̂Dψ(x0, t0).

Subcase (i). Assume that all eigenvalues of 1
|Dψ(x0,t0)|

(I − p ⊗ p)D2ψ(x0, t0)(I − p ⊗ p) that
correspond to eigenvectors orthogonal top are nonnegative. Denote the eigenvalues byk1, . . . , kn−1
and letn be a unit vector such thatn · p < 0. Let t be a unit vector orthogonal to bothn andp,
and letk̄ be as before,̄k :=

∑n−1
i=1 ki(li · t)2, where fori = 1, . . . , n − 1, li is a unit eigenvector

corresponding toki . Let P := span{n, t}, and let% be as above. LetψP be the restriction ofψ to
P . Note that(x0, t0) ∈ ∂%(t0) and

DψP (x0, t0) = Dψ(x0, t0) · n n = |Dψ(x0, t0)|p · n n,

λ(D2ψP (x0, t0),DψP (x0, t0)) =
k̄

|n · p|
.

Sinceχ% is a subsolution of the level-set equation,

ψt (x0, t0)+ Fv(D
2ψP (x0, t0),DψP (x0, t0)) 6 0,

ψt (x0, t0)+ |Dψ(x0, t0)|p · n v

(
−

k̄

n · p
, n, t

)
6 0.

Therefore

ψt (x0, t0)+ |Dψ(x0, t0)| sup
n∈p−

t∈n⊥
∩p⊥

n · p v

(
−k̄

n · p
, n, t

)
6 0.

Hence, by definition ofV [v],

ψt (x0, t0)+ |Dψ(x0, t0)|V [v]

(
(I − p ⊗ p)D2ψ(x0, t0)(I − p ⊗ p)

|Dψ(x0, t0)|
, p

)
6 0,

ψt (x0, t0)+ F(D2ψ(x0, t0),Dψ(x0, t0) 6 0.



MOTION OF MANIFOLDS 453

Subcase (ii). Assume that there exists a negative eigenvalue of(I−p⊗p)D2ψ(x0, t0)(I−p⊗p).
Let p be as above. Letn be a unit vector such thatn · p > 0, andt andP as above. Ifn andt were
such thatk̄ < 0 (note that there exist suchn andt) then sinceχ% is a subsolution of the level-set
equation

ψt (x0, t0)+ |Dψ(x0, t0)|p · n v

(
−

k̄

n · p
, n, t

)
6 0.

Therefore

ψt (x0, t0)+ |Dψ(x0, t0)| sup
n∈p−

t∈n⊥
∩p⊥

k̄<0

n · p v

(
−k̄

n · p
, n, t

)
6 0.

Hence
ψt (x0, t0)+ |Dψ(x0, t0)|F(D

2ψ(x0, t0), p) 6 0.

Case 3◦. Assume thatχφ(x0, t0) = 1 andx0 6∈ ∂φ(t0). ThenDψ(x0, t0) = 0. We can assume

thatψ(x0, t0) = 0. Sinceψ is admissible,D2ψ(x0, t0) = 0. Suppose thatψt (x0, t0) > 0. Consider
(x, t) such thatt < t0 and|x − x0|

2 < 4(C + 1)|t − t0|. Then

ψ(x, t) = ψt (x0, t0)(t − t0)+ o(|t − t0|).

Therefore there existsδ > 0, small, such that ift ∈ (t0 − δ, t0) and|x−x0|
2 < 4(C+1)|t− t0| then

ψ(x, t) < 0, which implies thatχφ(x, t) = 0. Let γ be a circle of radius
√

2(C + 1)δ, centered

at x0, in an arbitrary plane,P , in Rn. Since on the circle,|x − x0|
2

= 2(C + 1)δ, γ is in the set
φ(t0 − δ). Let {Γt }t∈[t0−δ,t0] be the evolution ofγ byC times the curvature, andΩt the open setΓt
encloses. Note thatΓt0 is the circle of radius

√
δ centered atx0. As in case 2◦, φ ∩ P ∈ B(F<v|P ).

Therefore, since{(Ωt , Γt )}t∈[t0−δ,t0] is a strict subflow by velocityv|P , Ωt0∪Γt0 ⊂ φ(t0). Therefore
x0 ∈ φ(t0). Contradiction. Thereforeψt (x0, t0) 6 0.

Case 4◦. Assume thatχφ(x0, t0) = 1, x0 ∈ ∂φ(t0), andDψ(x0, t0) = 0. The argument is
analogous to the one in case 3◦. 2

If velocity v is not admissible,V [v] can be infinite, which prevents us from proving the statement
of the previous theorem for such velocities. Instead we prove the following:

PROPOSITION6.6 Let v(k, n, t) be a nonnegative velocity such that for every smooth curve
contained in a 2-dimensional plane inRn there exists a short time classical evolution by velocityv,
andV be a (continuous) velocity such thatV 6 V [v]. Then, for a bounded setE,

M∗(E,F6
V ) ⊆ M∗(E,Fv).

REMARK. Recall that by Lemma 6.3,M∗(E,Fv) ⊆ M∗(E,F6
V [v]). It is not known whether for

the velocities aboveM∗(E,Fv) = M∗(E,F6
V [v]) if V [v] is not continuous.

Proof. The proof of this proposition is analogous to the proof of (the appropriate statement in)
Theorem 6.5. However, since we have no information on growth ofv any more, there are some new
difficulties. Letφ andψ be as in the proof of the theorem (withV [v] replaced byV ). Proofs of
cases 1◦ and 2◦ are analogous to the ones in the theorem. Let us consider:
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Case 3◦. Assume thatχφ(x0, t0) = 1 and x0 6∈ ∂φ(t0). ThenDψ(x0, t0) = 0. Let M ∈

C∞([0,∞)) be such thatM ′ > 0 andM(k) > max{v(k̃, n, t) : k̃ ∈ [0, k], |n| = |t | = 1, n · t = 0}.
Let

t (r) :=
∫ r

0

ds

M(1/s)
, c(r) := (t (r))2.

Using Lemma 7.2 we can assume thatψ ∈ Ac(F ) andψ(x0, t0) = 0. Therefore for somef ∈

Gc(F ) andω ∈ C1([0,∞), [0,∞)) such that limr→0+ ω(r)/r = 0, ω′(0) = 0 andδ > 0, and for
all (x, t) ∈ B((x0, t0), δ),

|ψ(x, t)− ψt (x0, t0)(t − t0)| 6 f (|x − x0|)+ ω(|t − t0|).

Let a := ψt (x0, t0) > 0. Consider(x, t) such thatt (|x − x0|) 6 3|t − t0| andt < t0. Then

ψ(x, t) 6 a(t − t0)+ f (|x − x0|)+ ω(|t − t0|)

6 −a|t − t0| + t (|x − x0|)
2
+ o(t − t0)

6 −a|t − t0| + o(t − t0).

Therefore there existsδ1 > 0 such that ift ∈ (t0−δ1, t0) andt (|x−x0|) 6 3|t−t0| thenψ(x, t) < 0,
which implies that(x, t) ∈ φ(t). LetP be a 2-dimensional plane containingx0, andγ be the circle

centered atx0 with radiust−1(2δ1). Consider the motion by velocityv in the planeP . As in Theorem
6.5, one shows thatφ ∩P ∈ B(F<v|P ). For t ∈ [t0 − δ1, t0 + δ1) letΓt be the circle in the same plane

asγ , centered atx0, with radiusr(t) := t−1(t0 − t + δ1). Note thatr ′(t) = −M( 1
r(t0−t)

). Therefore
the outward normal velocity ofΓt is by definition ofM less than−v. HenceΓt is a strict subflow
by velocityv|P .

Sinceφ ∩ P ∈ B(F<v|P ), Γt ∪ Ωt ⊂ φ(t), whereΩt is the interior of the circleΓt . Therefore
x0 ∈ φ(t). Contradiction. Thereforeψt (x0, t0) 6 0.

Proof of case 4◦ is analogous to the proof of case 3◦. 2

In Theorem 6.5 we have shown that for admissible velocities barriers are essentially equivalent
to surrounding. The proposition above can be used to show that minimal barriers do not capture the
motion by many of the velocitiesv that are not admissible. Let us just illustrate how that can be
done on an example:

EXAMPLE. Let v(k, n, t) = kα with α > 1. Then

V [v](R diag(k1, . . . , kn−1,0)R
−1, p) =

{
−( min

i=1,...,n−1
ki)

α if ki > 0 for all i,

∞ otherwise.

Let Γ0 be any circle of radius 1 inRn. Let Γt be the evolution of the circle by constant velocity
v0 := 2 for timet < T := 1

2(1 − 2−1/α). Let

V (R diag(k1, . . . , kn−1,0)R
−1, p) :=

−( min
i=1,...,n−1

ki)
α if ki > 0 for all i,

−4( min
i=1,...,n−1

ki) otherwise.

Note thatV 6 V [v]. We claim thatΓt ⊂ M∗(Γ0,Fv)(t). Since{Γt }t∈[0,T ] is not the evolution
of Γ0 with velocity v this shows that the minimal barrier contains more than just the evolution of
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Γ0 by velocityv. To prove the claim, by Proposition 6.6, it is enough to show that for anyρ > 0
small enough,Γt ⊆ M(Γ0 + ρ,F6

V )(t). To see this, it is enough to show that ifφ ∈ B(F6
V ) and

Γ0 + ρ ⊆ φ(0) thenΓt ⊂ φ(t) for all t ∈ (0, T ).
So letσ be as in Lemma 3.2,ρ ∈ (0, σ ),Ω0 := Γ0+ρ/2, andΥ0 := ∂Ω0. Let {(Ωt , Υt )}t∈[0,T ]

be the generalized evolution of(Ω0, Υ0) by velocityV . By Theorem 5.1 in [5],χφ is a supersolution
of the level-set equation, and hence by comparison,Ωt ∪ Υt ⊂ φ(t) for all t . So it suffices to show
thatΓt ⊆ Ωt for t ∈ (0, T ). Let d(z, t) be the distance fromz to Γt . Let t ∈ [0, T ), andz such
that 0< s := d(z, t) < σ . Let x be the point onΓt closest toz, p := ẑ− x, andn the unit normal
vector toΓt atx. Note that at timet , Γt is a circle of radius 1− 2t with curvaturek = 1/(1 − 2t).
Then (3.5) implies

dt (z, t)+ F(D2d(z, t),Dd(z, t)) = −2n · p +


−

(k |n · p|)α

(1 + sk|n · p|)α
if n ∈ p−,

4kn · p

1 − skn · p
otherwise,

> 0.

By comparison, as in Lemma 4.6, this inequality implies thatΓt ⊂ Ωt for t ∈ [0, T ). Therefore
Γt ⊂ M∗(Γ0,Fv)(t).

6.2 Simple proof of the original De Giorgi’s conjecture

The arguments above have dealt only with the motion of curves along the normal vector. To show
that the techniques we used can be extended to higher dimensions let us now prove the De Giorgi’s
conjecture regarding the motion ofk-dimensional manifolds inRn by mean curvature. As mentioned
in the introduction, the conjecture was originally proven by Bellettini and Novaga in [6].

PROPOSITION6.7 Letv(S, T ) be (k times) the mean curvature vector andV (Dn, n) be (minus)
the sum of thek smallest eigenvalues ofDn that correspond to eigenvectors that are orthogonal ton.
Then, for a bounded setE,

M∗(E,Fv)(t) = M∗(E,F6
V )(t) = {x : u(x, t) = 0},

whereu is the unique viscosity solution of the level-set equation:

ut + F(D2u,Du) = 0,

u(x,0) = dist±(x, E).

Proof. As before the second equality follows from Corollary 6.1 in [5].
To proveM∗(E,Fv)(t) ⊆ M∗(E,F6

V )(t), recall thatv andV satisfy condition (♦). The proof
is then analogous to the proof of Lemma 6.3.

Let us now prove the opposite inclusion:M∗(E,F6
V )(t) ⊆ M∗(E,Fv)(t). As in Theorem 6.5

it is enough to prove that ifφ(t) is a barrier forFv thenχφ(t) is a viscosity subsolution of the

level-set equationut + F(D2u,Du) = 0. Note thatF∗(0,0) = F ∗(0,0) = 0. Letψ be a smooth
test function such thatχϕ − ψ has a maximum at(x0, t0). Cases 1◦, 3◦, and 4◦ are the same as in
the theorem. So let us consider

Case 2◦. Assume thatχφ(x0, t0) = 1, x0 ∈ ∂φ(t0), andDψ(x0, t0) 6= 0. Observe that if ak-
dimensional manifold is contained in ak + 1-dimensional planeP , then its evolution by mean
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curvature remains in the same plane. As in the proof of Theorem 6.5 one shows that% := φ ∩

P ∈ B(F<v|P ). Let p := ̂Dψ(x0, t0) andλ1, . . . , λk be thek smallest eigenvalues of(I − p ⊗

p)D2ψ(x0, t0)(I−p⊗p)with eigenvectors orthogonal top. Let l1, . . . , lk be a set of corresponding
unit eigenvectors and letP := span{l1, . . . , lk, p}. Since% ∈ B(F<v|P ), (χ%)

∗ is by Theorem 5.1 of

[5] a subsolution of the level-set equation of the motion by mean curvature inP , wt−trace(I−D̂w⊗

D̂w)D2w(I−D̂w⊗D̂w) = 0. Recall thatχ% = (χ%)∗ andχ%−ψ |P has a maximum at(x0, t0). We
also haveDψP (x0, t0) = Dψ(x0, t0) and trace(I−p⊗p)D2ψP (x0, t0)(I−p⊗p) = λ1+· · ·+λk.
Sinceχ% is a subsolution,

0 >
∂ψP

∂t
(x0, t0)− trace(I − p ⊗ p)D2ψP (x0, t0)(I − p ⊗ p) =

∂ψ

∂t
− (λ1 + · · · + λk). 2

7. Appendix

Consider the level-set equation

ut + F(D2u,Du) = 0 in Rn × [0, T ). (7.1)

The functionsF that we consider have the following properties:

(F1) F ∈ C(Sym(n)× (Rn\{0})).
(F2) F is degenerate elliptic, that is, for all symmetric matricesX andY and all nonzero vectorsp,

if X 6 Y then F(X, p) > F(Y, p).

(F3) F is geometric, that is, for allλ > 0,µ ∈ R, all symmetric matricesX, and nonzero vectorsp,

F(λX + µp ⊗ p, λp) = λF(X, p).

To define a viscosity solution for the level-set equation in this generality, we follow Ishii and
Souganidis. Given a functionF that satisfies (F1)–(F3) we letG(F ) be the set of all functions
g ∈ C2([0,∞), [0,∞)) such thatg(0) = g′(0) = g′′(0) = 0, g′′(r) > 0 if r > 0, and

lim
p→0

g′(|p|)

|p|
F(I, p) = lim

p→0

g′(|p|)

|p|
F(−I, p) = 0.

It was shown in [14] thatG(F ) 6= ∅.
We say that a functionϕ ∈ C2(Rn × (0, T )) is admissibleif for all points (x0, t0) such that

Dϕ(x0, t0) = 0, there exists a constantδ > 0 and functionsg ∈ G(F ) andω ∈ C([0,∞), [0,∞))

satisfying limr→0+ ω(r)/r = 0 such that, for all(x, t) in B((x0, t0), δ),

|ϕ(x, t)− ϕ(x0, t0)− ϕt (x0, t0)(t − t0)| 6 g(|x − x0|)+ ω(|t − t0|).

LetA(F ) be the set of all admissible functions.

DEFINITION 7.1 An upper semicontinuous functionu : Rn × (0, T ) → [−∞,∞) is aviscosity
subsolutionof the equation (7.1) if for allϕ ∈ C2(Rn × (0, T )) and all points(x, t) such thatu− ϕ

has a local maximum at(x, t):

• If Dϕ(x, t) 6= 0 thenϕt (x, t)+ F(D2ϕ(x, t),Dϕ(x, t)) 6 0.
• If Dϕ(x, t) = 0 andϕ ∈ A(F ) thenϕt (x, t) 6 0.

Viscosity supersolutions are defined analogously.
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The following modification of the definition has been used in the section on barriers of De
Giorgi. Given a functionc ∈ C2(R+,R+) we defineGc(F ) to be the functions inG(F ) that are less
than or equal toc. Note thatGc(F ) 6= ∅. We defineAc(F ) in the obvious way.

Following ideas from Proposition 2.2 in [2] and Proposition 1.3 in [14] we prove:

LEMMA 7.2 Letu : Rn × (0, T ) → [−∞,∞) be an upper semicontinuous function. Foru to be
a viscosity subsolution of the equation (7.1) it is sufficient that for allϕ ∈ C2(Rn × (0, T )) and all
points(x, t) such thatu− ϕ has a local maximum at(x, t):

• If Dϕ(x, t) 6= 0 thenϕt (x, t)+ F(D2ϕ(x, t),Dϕ(x, t)) 6 0.
• If Dϕ(x, t) = 0 andϕ ∈ Ac(F ) thenϕt (x, t) 6 0.

An analogous claim holds for viscosity supersolutions.

Proof. Let u be an upper semicontinuous function that satisfies the condition above. To show
that u is a viscosity subsolution of (7.1) it is enough to prove that for a functionϕ ∈ A(F ) and
a point (x0, t0) such thatu − ϕ has a local maximum at(x0, t0) andDϕ(x0, t0) = 0 we have
ϕt (x0, t0) 6 0. So letϕ and(x0, t0) be as described. Sinceϕ is admissible there existf ∈ G(F ), ω
with limr→0+ ω(r)/r = 0, andδ > 0 such that, for all(x, t) in B((x0, t0), δ),

|ϕ(x, t)− ϕ(x0, t0)− ϕt (x0, t0)(t − t0)| 6 f (|x − x0|)+ ω(|t − t0|).

Without loss of generality we can assume thatω ∈ C1(R), ω(0) = 0, ω is even, andω(r) > 0 if
r > 0. Let ϕ(x, t) := ϕt (x0, t0)(t − t0) + f (|x − x0|) + ω(t − t0). Note thatu − ϕ has a local
maximum at(x0, t0). By perturbingf andω if necessary, we can assume that the maximum is strict.
Let g ∈ Gc(F ). Forε > 0, consider the function

wε(x, y, t) := u(x, t)− ϕ(y, t)− g(|x − y|)/ε.

Since(x0, t0) is a strict local maximum ofu−ϕ there exists a sequence of local maxima(xε, yε, tε)
of wε such thatxε → x0, yε → x0, tε → t0, andwε → u(x0, t0) asε → 0. We need to consider
two cases:

Case 1◦. Assume thatDϕ(yε, tε) = 0 for someε. Thenxε = yε = x0 andtε = t0. Letψ(x, t) :=
ϕ(x0, t)+g(|x−x0|)/ε. Note thatu−ψ has a local maximum at(x0, t0) andψ ∈ Ac(F ). Therefore
by assumptionψt (x0, t0) = 0. Butψt (x0, t0) = ϕt (x0, t0).

Case 2◦. Assume thatDϕ(yε, tε) 6= 0 for all ε. Let

ψε(x, t) := ϕ(x − (xε − yε), t)+ g(|xε − yε|)/ε.

Note thatu− ψε has a local maximum at(xε, tε) and

∂ψε

∂t
(xε, tε) = ϕt (yε, tε), Dψε(xε, tε) = f ′(|pε|)

pε

|pε|
,

D2ψε(xε, tε) = f ′′(|pε|)

(
pε

|pε|
⊗

pε

|pε|

)
+
f ′(|pε|)

|pε|

(
I −

pε

|pε|
⊗

pε

|pε|

)
,

wherepε := yε − x0. Therefore

ϕt (yε, tε)+ ω′(tε − t0)+ F

(
f ′(|pε|)

|pε|
I, f ′(|pε|)

pε

|pε|

)
6 0.

Taking the limit asε → 0, and using the geometricity ofF and the fact thatf ∈ G(F ), we obtain
ϕt (x0, t0) 6 0. 2
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