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Rigorous lubrication approximation
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We rigorously carry out a lubrication approximation for a liquid thin film which spreads on a solid,
driven by surface tension. We consider a two-dimensional Darcy liquid as simple model case. Of
particular interest to us is the codimension-two free boundary, i.e. the triple junctions where solid,
liquid and vapor meet. In the considered regime of complete wetting, the contact angle vanishes
throughout the evolution. We show in particular that this contact-angle condition is preserved in the
lubrication approximation.
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1. Introduction

Liquid films are characterized by a separation of length scales: the (evolving) region occupied by
the liquid is thin and gently sloping. The lubrication approximation capitalizes on this separation of
scales to substantially reduce the complexity of the appropriate bulk fluid model, thus allowing for
a more efficient study of the free surface (see [14] for a review on the subject). We are in particular
interested in a viscous liquid film which (slowly) spreads on a solid under the driving force of
surface tension. This is the case in the so-called regime of “complete wetting”, where the solid-air
surface tension equals the sum of solid-liquid and liquid-air surface tensions.

In this paper, we give a rigorous justification of the lubrication approximation in the simplest
possible case: a surface-tension drivenDarcy flow of a thin film. Also, we only treat thetwo-
dimensionalcase. This set-up is relevant for the Hele–Shaw cell. Of particular interest to us is
the “codimension-two boundary”, i.e. the boundary of the set wetted by the liquid film. In our two-
dimensional setting, it is formed by the triple junction where liquid, solid and vapor meet. The
static or equilibrium contact angle is determined by Young’s law (cf. [10]). In the complete wetting
regime, the equilibrium contact angle is zero. For a Darcy flow, the equilibrium contact angle is
preserved throughout the evolution. To our knowledge, this is the first rigorous justification of a
lubrication approximation in the presence of a codimension-two boundary. The delicate part is the
passage to the limit in the zero contact-angle condition at the triple junction. We hope that our
technique may apply to more general situations such as the surface-tension driven Stokes flow with,
say, the Navier slip condition.

1.1 The Darcy flow in half space

In this section, we introduce the two-dimensional Darcy flow which is our starting point. This model,
which is motivated by the flow in a Hele–Shaw cell, is already non-dimensionalized. It describes the
evolution of a regionΩ(t) in the upper half plane{(x, y) : y > 0}, and we think ofΩ(t) as touching
the fixed boundary{(x, y) : y = 0}. To specify the evolution means to specify how the normal
velocity V (t) of the free boundary∂Ω(t) ∩ {y > 0} depends on its shape. Letτ , ν, andκ denote
respectively the unit tangent, outer unit normal and the curvature of∂Ω(t), with the understanding
that the pair(τ, ν) has positive orientation,κν = −∂τ τ (cf. Fig. 1).V (t) is taken with respect to
the outer normalν. The first set of assumptions says that the free boundary∂Ω(t) ∩ {y > 0} of
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FIG. 1. The Darcy flow in half space in complete wetting regime.
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the domainΩ(t) filled by the liquid is advected by a divergence-free velocity fieldu(t) with slip
boundary condition at the wetted set∂Ω(t) ∩ {y = 0}:

∇ · u(t) = 0 in Ω(t),( 0
−1

)
· u(t) = 0 on∂Ω(t) ∩ {y = 0},

ν · u(t) = V on ∂Ω(t) ∩ {y > 0}.

(1.1)

These are the “kinetic conditions”. The second set of assumptions, the “dynamic conditions”, is
more interesting: The velocity is the negative gradient of a pressurep(t) in the domain filled by the
liquid (this is Darcy’s law), the pressure balances surface tension, as given by the curvature, at the
free boundary∂Ω(t) ∩ {y > 0}, and the free boundary is tangential to the fixed boundary at the
triple junctions∂(∂Ω(t) ∩ {y > 0}) (this is Young’s law or the zero contact-angle condition):

u(t) = −∇p(t) in Ω(t),

κ = p(t) on ∂Ω(t) ∩ {y > 0},(1
0

)
· τ = 1 at∂(∂Ω(t) ∩ {y > 0}).

(1.2)

1.2 Mass and energy

There are two fundamental quantities associated with a generic domainΩ: its area and the length
of ∂Ω ∩ {y > 0} minus the length of∂Ω ∩ {y = 0},

M(Ω) = L2(Ω),

E(Ω) = H1(∂Ω ∩ {y > 0}) −H1(∂Ω ∩ {y = 0}).

The first quantity is proportional to the mass of the liquid fillingΩ. In the complete wetting regime
under consideration, the second quantity is (up to an additive constant) the total interfacial energy of
the configurationΩ. We now investigate the behavior of these quantities under the above dynamics.
The kinetic conditions (1.1) by themselves imply thatM is conserved,

d

dt
M(Ω(t)) =

∫
∂Ω(t)∩{y>0}

V (t) =

∫
Ω(t)

∇ · u(t) = 0, (1.3)

and thatE evolves according to

d

dt
E(Ω(t)) =

∫
∂Ω(t)∩{y>0}

τ · Du(t) τ −

∫
∂Ω(t)∩{y=0}

(1
0

)
· Du(t)

(1
0

)
=

∫
∂Ω(t)∩{y>0}

κV (t) −

∫
∂(∂Ω(t)∩{y>0})

√
1−(1

0)·τ

1+(1
0)·τ

V (t). (1.4)

From the calculation (1.4) we see that the first variation of the energyE of a generic domainΩ (of
which we do not assume the contact-angle condition in (1.2)) is given by

〈dEΩ , Ṽ 〉 =

∫
∂Ω∩{y>0}

κṼ −

∫
∂(∂Ω∩{y>0})

√
1−(1

0)·τ

1+(1
0)·τ

Ṽ (1.5)

for all kinetically admissibleṼ , where we callṼ : ∂Ω ∩ {y > 0} → R kinetically admissibleif∫
∂Ω∩{y>0}

Ṽ = 0. This shows that the contact-angle condition is indeed an equilibrium condition.
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Therefore, it is a “natural” (Neumann) boundary condition rather than an “essential” (Dirichlet)
boundary condition. This will be important later on. The dynamic conditions (1.2) (and the kinetic
conditions (1.1) again) ensure thatE does not increase:

d

dt
E(Ω(t))

(1.4),(1.2)
=

∫
∂Ω(t)∩{y>0}

pV (t)

(1.1)
=

∫
Ω(t)

∇p(t) · u(t)

(1.2)
= −

∫
Ω(t)

|u(t)|2. (1.6)

In fact, the evolution can be written as a gradient flow ofE (see [11]).
From this analysis we infer the following interpretation of the evolutiont 7→ Ω(t): The last

dynamic condition states thatΩ(t) relaxes instantaneously at the triple junctions∂(∂Ω(t)∩{y > 0})

to balance both contributions toE (i.e. the three surface energies). On the other hand, the first two
dynamic conditions ensure that, away from∂(∂Ω(t) ∩ {y > 0}), Ω(t) evolves to reduce the first
part ofE (i.e. the liquid-air surface energy). Hence the evolution can be seen as the limiting case of
the combination of a slow and a fast relaxation.

1.3 The thin-film regime

Let X andY denote the typical horizontal, respectively vertical length scale ofΩ(t). The lubrication
approximation is based on the separation of scales

ε =
Y

X
� 1. (1.7)

We now heuristically infer the typical time scaleT on which t 7→ Ω(t) changes. SinceΩ is
advected by the velocityu (cf. the last equation in (1.1)), we have for its horizontal and vertical
components

u ·
(1
0

)
∼

X

T
, u ·

(0
1

)
∼

Y

T
.

In view of Darcy’s law (cf. the first condition in (1.2)), this implies

∂p

∂x
∼

X

T
,

∂p

∂y
∼

Y

T
. (1.8)

Because of (1.7), the vertical pressure gradient is thus much smaller than the horizontal one, so that
p is essentially a function ofx alone. Hence we may infer from the first part of (1.8) that

p − (mean ofp) ∼
X2

T
. (1.9)

In view of the balance of pressure and surface tension (cf. the second condition in (1.2)), this yields
for the curvature

κ − (mean ofκ) ∼
X2

T
. (1.10)
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On the other hand, (1.7) implies thatκ scales as

κ ∼
Y

X2
. (1.11)

But in view of Young’s law (cf. the last condition in (1.2)), the mean of the curvature vanishes so
that we obtain from equating (1.10) and (1.11):

T =
X4

Y
. (1.12)

We now encode (1.7) with the help of quantities which can be controlled in terms of theirinitial
value. According to (1.3), the massM is one of such quantities; as we shall see in Section 3, another
such quantity is the second momentQ of the domainΩ:

Q(Ω) =

∫
Ω

1

2
(x2

+ y2).

In terms of scaling, we expect

M(Ω) ∼ XY, Q(Ω)
(1.7)
∼ X3 Y.

Hence wedefineX andY through

1

XY
M(Ω0) = 1,

1

X3Y
Q(Ω0) = 1, (1.13)

that is,

X :=

(
Q(Ω0)

M(Ω0)

)1/2

, Y :=

(
M(Ω0)

3

Q(Ω0)

)1/2

, T
(1.12)
:=

(
Q(Ω0)

5

M(Ω0)7

)1/2

, (1.14)

and the somewhat vague condition (1.7) is replaced by

ε :=
M(Ω0)

2

Q(Ω0)
� 1. (1.15)

In the lubrication approximation,Ω is described in terms of its rescaled height functionĥ:

Ω(T t̂) = {(Xx̂, Y ŷ) : 0 < ŷ < ĥ(t̂, x̂)}. (1.16)

Not surprisingly, (1.15) is insufficient to ensure thatΩ(T t̂) is even close to a subgraph. We need an
additional condition. Notice that if (1.16) holded, we would have

X

Y 2
E(Ω(T t̂)) =

1

ε2

∫
∞

−∞

(√
1 +

(
ε
∂ĥ

∂x̂
(t̂ , x̂)

)2

− 1

)
dx̂

≈

∫
∞

−∞

1

2

(
∂ĥ

∂x̂
(t̂ , x̂)

)2

dx̂ provided
∂ĥ

∂x̂
= O(1). (1.17)

This suggests that the condition

X

Y 2
E(Ω(T t̂)) = O(1) in ε (1.18)
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is enough to ensure thatΩ(T t̂) is at least close to a subgraph:

Ω(T t̂) ≈ {(Xx̂, Y ŷ) : 0 < ŷ < ĥ(t̂, x̂)}. (1.19)

We shall make this rigorous in Section 4. According to (1.6),E(Ω(t)) is non-increasing; hence it is
sufficient to require (1.18) only initially. In view of (1.14), this translates into the condition

Q(Ω0)
3E(Ω0)

2

M(Ω0)7 = O(1) in ε. (1.20)

This is the additional condition defining the thin-film regime.
In view of (1.17), (1.18) is a version of the standard assumption in lubrication theory that the

film be gently sloped. Notice that (1.18) amounts only to anaveragebound on the slope∂ĥ/∂x̂,
which is at the origin of technical difficulties in our rigorous treatment. But this average bound is
probably the only “honest” bound—in the sense that it is the only one preserved by the evolution,
because it is encoded in an energy bound. In particular, the property of being a subgraph is not
preserved.

1.4 The thin-film equation

We give a brief heuristic derivation of the thin-film equation, which also guides some of the rigorous
treatment. Observe that (1.19) in particular implies

ĥ(t̂ , x̂) ≈

∫
∞

0
χΩ(T t̂)(Xx̂, Y ŷ) dŷ,

so that the kinetic conditions (1.1) turn to leading order into

1

T

∂ĥ

∂t̂
+

1

X

∂

∂x̂

(
ĥu ·

(1
0

))
= 0, (1.21)

whereu is the vertical average of the velocity. Recall that the anisotropy of the pressure gradient
(cf. (1.8)) in the regime (1.7) implies that to leading order,p is a function ofx̂ alone. Therefore,
Darcy’s law (cf. (1.2)) can be vertically averaged:

u ·
(1
0

)
= −

1

X

∂p

∂x̂
. (1.22)

On the other hand, we infer from (1.19) in the regime (1.7) that to leading order

κ = −
Y

X2

∂2ĥ

∂x̂2
.

Hence the balance of pressure and surface tension (cf. (1.2)) yields

p = −
Y

X2

∂2ĥ

∂x̂2
. (1.23)

Combining (1.21), (1.22) with (1.23) and using (1.12), we obtain

∂ĥ

∂t̂
+

∂

∂x̂

(
ĥ

∂3ĥ

∂x̂3

)
= 0 in {ĥ > 0}. (1.24)
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We observe that this limit process is a singular limit. Indeed, consider the codimension-one free-
boundary problem for∂Ω(t) ∩ {y > 0} in (1.1)–(1.2). Linearization around a flat interface yields
a third-order parabolic (and therefore non-local) operator. On the other hand, the thin-film equation
(1.24) is a local fourth-order parabolic evolution for the height functionĥ(t̂ , x̂). The limit process is
well-understood on the level of careful asymptotic expansions (cf. [1, 14]).

The above heuristic argument, and the more careful asymptotic expansions, do not address the
fate of the codimension-two boundary∂(∂Ω ∩ {y > 0}) and the contact-angle condition at these
triple junctions. The main merit of our rigorous result is that it also treats∂{ĥ > 0}. In short, our
result can be formulated as follows:

Assume we are in the thin-film regime in the sense of(1.15)and(1.20). Then

Ω(T t̂) ≈ {(Xx̂, Y ŷ) : 0 < ŷ < ĥ(t̂, x̂)},

whereĥ(t̂ , x̂) > 0 is a solution of


∂ĥ

∂t̂
+

∂

∂x̂

(
ĥ

∂3ĥ

∂x̂3

)
= 0 in {ĥ > 0},

ĥ =
∂ĥ

∂x̂
= ĥ

∂3ĥ

∂x̂3
= 0 on ∂{ĥ > 0}.

(1.25)

Notice that (1.25) can indeed be read as a free-boundary problem for∂{ĥ > 0}: On the “free
domain”U := {ĥ > 0} in space-time,̂h satisfies a fourth-order parabolic equation. Three boundary
conditions are imposed on∂U ∩ {t > 0}: the trivial “defining condition”ĥ = 0, the zero contact-
angle condition∂ĥ/∂x̂ = 0, and the zero mass-flux conditionĥ∂3ĥ/∂x̂3

= 0. This would be one
condition too much on a fixed domain, but∂U evolves with a spatial speed given by∂3ĥ/∂x̂3, as
can be read off from the first equation in (1.25).

The main difficulty in the proof is the passage to the limit in the zero contact-angle condition.
The other two conditions at the free boundary are more robust: the defining conditionĥ = 0 is
well-controlled by a priori estimates, whereas the zero flux is well-encoded in an appropriate weak
formulation. The main idea is to treat the contact-angle condition as a natural (Neumann) boundary
condition rather than an essential (Dirichlet) boundary condition. From the point of view of physics,
this is obvious since the contact-angle condition is a static equilibrium condition, as shown in (1.5).
The fact that this static equilibrium condition also holds throughout the evolution is natural from the
gradient flow perspective as explained by the authors in [11]: The time discretization of the gradient
flow, which comes in the form of a sequence of variational problems, clearly shows that the contact
angle is an outcome of (instantaneous) energy relaxation at the triple point rather than a constraint
on the space of shapesĥ. On this time-discrete level, the passage to the limit in the angle condition
has been carried out in [11].

The second technical difficulty comes from the lack of control of the “topology” ofΩ(t) or
{ĥ(t̂ , ·) > 0}. It is indeed conjectured that the number of connected components may increase
through the formation of a “pinching” singularity [2]. Our weak notion of solution for (1.25) is valid
throughout a singularity formation. But the lack of topology control only permits a weak control of
the relative pressurep, as already alluded to in (1.9). Indeed, we only control thegradientof the
pressure on the evolving and possibly pinching domainΩ(t).



490 L . GIACOMELLI & F . OTTO

2. The main result

2.1 Rigorous statement of result

In this subsection, we give the precise formulation of our result. We first clarify the notion of
solutions. In short, we require all regularity onΩ, but little regularity onĥ(t̂ , x̂). Throughout the
paper,

Ω(t) is a smooth global solution of(1.1)–(1.2)such that the boundary of

Ω0(t) := Ω(t) ∪ {y 6 0}

is a connected and continuously differentiable curve for allt > 0.

 (2.1)

In addition to regularity and compatibility with the complete wetting regime, (2.1) in particular rules
out that a connected component ofΩ(t) has empty intersection with{y = 0}: In other words, (2.1)
forbids the detachment of liquid droplets from the film.

REMARK 2.1 In the absence of a codimension-two boundary (i.e. assuming that the initial wetted
region∂Ω0 ∩ {y = 0} coincides with{y = 0}), Escher and Simonett [9] established local existence
and uniqueness of classical solutions in any space dimension (cf. also Prokert [16]). The two-
dimensional case for subgraphs had been first considered by Duchon and Robert [8]. Global
existence of smooth solution for the evolution in all ofR2 (i.e. assuming that∂Ω0 ∩ {y = 0} is
empty) has been proved by Constantin and Pugh [7] provided∂Ω0 is nearly circular. Of course, we
do expect to have at least short-time existence of classical solutions for (1.1)–(1.2) (provided initial
data are such that no waiting-time phenomenon occurs). But to the best of our knowledge such a
result is not available, and would actually be an interesting subject of research.

We now introduce the notion of weak solution for (1.25).

DEFINITION 1 A functionĥ(t̂ , x̂) > 0 is called asolutionof (1.25) if:

(i) ĥ ∈ C([0, ∞) × Rx̂) ∩ L∞((0, ∞); H 1(Rx̂));
(ii) ∂3ĥ/∂x̂3

∈ L2
loc({ĥ > 0}) andĥ1/2∂3ĥ/∂x̂3

∈ L2({ĥ > 0});

(iii) ∂2ĥ/∂x̂2
∈ L3((0, ∞) × Rx̂);

(iv) for all ζ ∈ C∞
c ((0, ∞) × Rx̂),∫
∞

0

∫
∞

−∞

ĥ
∂ζ

∂t̂
dx̂ dt̂ = −

∫
∞

0

∫
∞

−∞

{
3

2

(
∂ĥ

∂x̂

)2
∂2ζ

∂x̂2
+ ĥ

∂ĥ

∂x̂

∂3ζ

∂x̂3

}
dx̂ dt̂ . (2.2)

REMARK 2.2 Definition 1 is a weak formulation for problem (1.25). Indeed, two integrations by
parts of the right hand side of (2.2) (using (iii) to control the boundary terms) yield∫

∞

0

∫
∞

−∞

ĥ
∂ζ

∂t̂
dx̂ dt̂ +

∫ ∫
{ĥ>0}

ĥ
∂3ĥ

∂x̂3

∂ζ

∂x̂
dx̂ dt̂ = 0 (2.3)

for all ζ ∈ C∞
c ((0, ∞) × Rx̂). Furthermore, (ii) and (iii) imply that

lim
x̂→∂{ĥ(t̂ ,·)>0}

(
h

∂3ĥ

∂x̂3

)
(t̂ , x̂) = 0 and ĥ(t̂ , ·) ∈ C1,β(Rx̂), β =

2

3
(2.4)

for almost everŷt , so that the free boundary conditions at∂{ĥ > 0} are encoded.
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The thin-film equation in its many variants has been extensively studied in the recent years.
Existence of solutions for (1.25) in one space dimension was proved in [6, 3] in bounded domains,
and in [5] in unbounded domains (we refer to [13] for the higher-dimensional case and for an up-
to-date list of references). A by-product of our approach (cf. Theorem 2) is to provide an alternative
proof of existence of solutions for (1.25), which unlike previous results does not make use of so-
called “entropy estimates”. As a consequence, the regularity which can be ascertained from (iii) is
slightly weaker than that of the solutions obtained in [6, 3] (for those, (2.4) holds true for anyβ < 1;
β = 1 is sharp). This potentially could make a difference since no uniqueness result is yet available.

We are now ready to formulate our main result:

THEOREM 1 For all δ > 0, there exists anε(δ) > 0 with the following property: IfΩ(t) is a
solution of the Darcy flow in the sense of (2.1) in the thin-film regime in the sense of

Q(Ω0)
3E(Ω0)

2

M(Ω0)7 6
1

δ
and

M(Ω0)
2

Q(Ω0)
6 ε(δ), (2.5)

then there exists a solution̂h(t̂, x̂) of the thin-film equation in the sense of Definition 1 which is
close toΩ(t) in the sense of

Ω(T t̂)

{
⊂ {(Xx̂, Y ŷ) : 0 < ŷ < ĥ(t̂, x̂) + δ}

⊃ {(Xx̂, Y ŷ) : 0 < ŷ < ĥ(t̂, x̂) − δ}

}
for all 0 6 t̂ 6

1

δ
. (2.6)

Here,X, Y andT are defined in (1.14). Furthermore,ĥ is non-trivial in the sense that∫
∞

−∞

ĥ(t̂ , x̂) dx̂ = 1 for all t̂ > 0. (2.7)

2.2 Plan of the proof

We rescale (1.1)–(1.2) measuringboth horizontal and vertical lengths in units ofX, and time in
units ofT , with X andT defined by (1.14):

uε(t̂ , x̂, y̌) :=
T

X
u(T t̂, Xx̂, Xy̌),

pε(t̂ , x̂, y̌) :=
T

X2
p(T t̂, Xx̂, Xy̌),

Ωε(t̂) := {(x̂, y̌) ∈ Rx̂ × Ry̌ : (Xx̂, Xy̌) ∈ Ω(T t̂)}.

Then, withε defined by (1.15), we have for the rescaled initial configurationsΩ0ε ,

M(Ω0ε) = ε, (2.8)

Q(Ω0ε) = ε, (2.9)

E(Ω0ε) =
1

X
E(Ω0), (2.10)

andΩε(t̂) evolves according to
∇ · uε(t̂) = 0 in Ωε(t̂),( 0

−1

)
· uε(t̂) = 0 on∂Ωε(t̂) ∩ {y̌ = 0},

ν · uε(t̂) = V on ∂Ωε(t̂) ∩ {y̌ > 0},

(2.11)
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uε(t̂) = −∇pε(t̂) in Ωε(t̂),

1

ε
κ = pε(t̂) on ∂Ωε(t̂) ∩ {y̌ > 0},(1

0

)
· τ = 1 at∂(∂Ωε(t̂) ∩ {y̌ > 0}).

(2.12)

The vertical length scaleY is introduced by measuring vertical slices ofΩε(t̂) in its units:

hε(t̂ , x̂) :=
X

Y

∫
∞

0
χΩε(t̂)

(x̂, y̌) dy̌

(1.14),(1.15)
=

1

ε

∫
∞

0
χΩε(t̂)

(x̂, y̌) dy̌. (2.13)

Since the area is conserved (cf. (1.3)), we have∫
Rx̂

hε(t̂ , x̂) dx̂ = 1.

We argue by contradiction, assuming that for a certainδ > 0 and anyε > 0 there exists a
solution Ω(t) of the Darcy flow such that (2.5) holds and (2.6) is false for any solution of the
thin-film equation. The second assumption in (2.5) yields the existence of a sequence{(Ωε, pε)}ε↓0
of solutions of (2.11)–(2.12) such that (2.8)–(2.10) hold true. In addition, the first assumption in
(2.5) guarantees that

1

ε2
E(Ω0ε) is bounded forε ↓ 0. (2.14)

Theorem 1 is now a simple consequence of the following two results:

THEOREM 2 Let {(Ωε, pε)}ε↓0 be a sequence of solutions of problem (2.11)–(2.12) in the sense
of (2.1) such that (2.8), (2.9) and (2.14) hold, and lethε be defined by (2.13). There exists a
subsequence such that for allτ < ∞,

hε
ε↓0
−→ ĥ uniformly in [0, τ ] × Rx̂ (2.15)

andĥ is a solution of (1.25) in the sense of Definition 1. In addition∫
Rx̂

ĥ(t̂ , x̂) dx̂ = 1 for all t̂ > 0. (2.16)

PROPOSITION1 Under the assumptions of Theorem 2, there exists a universal constantC0 such
that forε sufficiently small

{y̌ ∈ (0, ∞) : (x̂, y̌) ∈ Ωε(t̂)}

{
⊂ (0, εhε(t̂ , x̂) + C0E(Ω0ε))

⊃ (0, εhε(t̂ , x̂) − C0E(Ω0ε))

for any(t̂ , x̂) ∈ (0, ∞) × Rx̂ .

The paper is devoted to the proof of Theorem 2 and Proposition 1. We now give an outline of
the proof and its structure.
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• In Section 3 we recall the standard bounds on the massM, the energyE, its dissipationD,
and the second momentQ. These will be the uniform a priori bounds we rely upon throughout
what follows.

• In Section 4 we show, as a consequence of the uniform bound on energy, thatΩε(t̂) is close
to a subgraph for smallε, and that the portion of the line over whichΩε(t̂) is not a subgraph
is small in an appropriate sense. The results of this section in particular yield Proposition 1.

• In Section 5 we show that, for a subsequence,hε converges uniformly to a continuous function
ĥ.

• In Section 6 we prove that the horizontal velocityvε = uε ·
(1
0

)
and the (suitably renormalized)

relative pressurepε − mean(pε) converge weakly to âv, respectively âπ . We argue that both
limits only depend onx and pass to the limit in the kinetic conditions and Darcy’s law:

∂ĥ

∂t̂
+

∂

∂x̂
(ĥv̂) = 0 and v̂ = −

∂π̂

∂x̂
distributionally in(0, ∞) × Rx̂ . (2.17)

We are forced to consider therelative pressurepε − mean(pε) since we do not know how
to control its mean mean(pε). Since we control the relative pressure through its gradient, we
have to stay safely inside a connected component of{ĥ > 0}, so that the Poincaré estimate
does not deteriorate.

• Section 7 is the core of our proof. We encode the dynamic conditions by testing the original
problem with two different types of infinitesimal variations, as described by a velocityũ. The
first type areverticalvariations of the form̃u = (0, w̃(x̂)). Using the convexity of the energy
functional over the portion wherehε is a graph, we encode this variation as an inequality.
This makes it more robust for the passage to the limit. This first type of variation is already
sufficient (cf. Section 9) to identifŷv = (∂/∂x̂)3ĥ in the interior of{ĥ > 0}. On the other
hand, Young’s law cannot be captured by variations which are necessarily confined inside the
positivity set: We need a second type of variations, which are essentiallyhorizontalũ = (v, 0)

and mimic shifts of connected components of{ĥ > 0}. Unfortunately, the construction of both
test fieldsũ is technically involved since the portions over whichΩε is not a subgraph have
to be avoided.

• In Section 8 we pass to the limit in the two aforementioned variational formulations. To do
so, we have to combine both formulations in such a way that the combination is oblivious to
the absolute value of the pressure (we call this “pressure neutrality”).

• In Section 9 we recover the thin-film equation, i.e.v̂ = (∂/∂x̂)3ĥ on {ĥ > 0}, from the
variational formulation of Section 8.

• In Section 10 we recover the zero contact-angle condition, i.e.∂ĥ/∂x̂ = 0 at∂{ĥ > 0}, from
the variational formulation of Section 8.

• In Section 11 we recover the “Neumann-type” formulation (2.2), which encompasses both
the equation and the zero contact-angle condition.

We believe that this method can also be applied to the surface-tension driven Stokes flow with slip in
the complete wetting regime. The higher-dimensional version of our result, save the many regularity
issues (some of them yet open and fairly difficult), should in principle also be achievable by similar
arguments. On the other hand, we doubt that our technique can be extended to the case of non-zero
contact angle. Indeed, our “horizontal” variations (cf. Section 7), are not able to encode a non-
zero contact angle. This reflects the higher degree of non-convexity of the non-zero contact-angle
problem (cf. [15]).
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Notations. From now on we will be working with solutions of the rescaled flow (2.11)–(2.12), and
therefore for notational convenience we remove hats and checks, letting(t, x, y) = (t̂ , x̂, y̌), h = ĥ.
The superscript′ will denote differentiation with respect to the variablex.

3. Basic uniform bounds

We start by collecting the basic estimates for solutions(Ωε, pε) of the rescaled Darcy flow in terms
of area, momentum, energy and dissipation rate. According to (2.8), (2.9) and (2.14), we introduce

Mε(t) :=
1

ε
L2(Ωε(t)),

Qε(t) :=
1

ε

∫
Ωε(t)

1

2
(x2

+ y2) dx dy,

Eε(t) :=
1

ε2
[H1(∂Ωε(t) ∩ {y > 0}) −H1(∂Ωε(t) ∩ {y = 0})],

Dε(t) :=
1

ε

∫
Ωε(t)

|uε(t)|
2.

LEMMA 3.1

Mε(t) = 1 for all t ∈ (0, ∞), (3.1)

sup
t∈(0,∞)

{e−tQε(t)} is bounded forε ↓ 0, (3.2)

sup
t∈(0,∞)

Eε(t) 6 Eε(0) is bounded forε ↓ 0, (3.3)∫
∞

0
Dε(t) dt 6 Eε(0) is bounded forε ↓ 0. (3.4)

Proof. We rewrite for better readability and further reference the dynamic boundary conditions

1

ε
κ = pε(t) on ∂Ωε(t) ∩ {y > 0}, (3.5)

τ =
(1
0

)
at ∂(∂Ωε(t) ∩ {y > 0}), (3.6)

Darcy’s law
uε(t) = −∇pε(t) in Ωε(t), (3.7)

and the kinetic conditions

∇ · uε(t) = 0 in Ωε(t), (3.8)

uε(t) ·
( 0
−1

)
= 0 on∂Ωε(t) ∩ {y = 0}, (3.9)

uε(t) · ν = V on ∂Ωε(t) ∩ {y > 0}. (3.10)

Lemma 3.1 is an immediate consequence of the initial bounds and the following estimates for time
derivatives:

dMε

dt
(t) = 0,

dQε

dt
(t) 6 Qε(t) +

1

2
Dε(t),

dEε

dt
(t) = −Dε(t).
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The first one and the last one are the rescaled versions of (1.3), respectively (1.6). For the middle
one we use the Cauchy–Schwarz and Young inequalities:

dQε

dt
(t) =

1

ε

∫
∂Ωε(t)∩{y>0}

V
1

2
(x2

+ y2)

(3.10)
=

1

ε

∫
∂Ωε(t)∩{y>0}

uε(t) · ν
1

2
(x2

+ y2)

(3.9)
=

1

ε

∫
Ωε(t)

∇ ·

[
1

2
(x2

+ y2)uε(t)

]
(3.8)
=

1

ε

∫
Ωε(t)

(
x

y

)
· uε(t)

6
1

ε

∫
Ωε(t)

1

2
(x2

+ y2) dx dy +
1

ε

∫
Ωε(t)

1

2
|uε(t)|

2. �

4. Ωε(t) is almost a subgraph

Since the property of being a subgraph is not necessarily preserved by the evolution, we did not want
to assume it. The goal of this section is to show, for boundedEε(t) andε � 1, that nevertheless
Ωε(t) is closeto the subgraph ofεhε(t), and that itcoincideswith the subgraph ofεhε over a set
with a small complement. More precisely, we have the following:

PROPOSITION4.1 There exists a universal constantC0 such that forε sufficiently small

{y ∈ (0, ∞) : (x, y) ∈ Ωε(t)}

{
⊂ (0, εhε(t, x) + C0ε

2Eε(t))

⊃ (0, εhε(t, x) − C0ε
2Eε(t))

(4.1)

for any (t, x) ∈ (0, ∞) × R. Furthermore, for any 0< δ 6 1 and anyt ∈ (0, ∞) there exists an
open setUδ,ε(t) with

{y ∈ (0, ∞) : (x, y) ∈ Ωε(t)} = (0, εhε(t, x)) for all x ∈ Uδ,ε(t), (4.2)∫
Uδ,ε(t)

1

2
(h′

ε(t))
2 6

√
1 + δ2 Eε(t), (4.3)

such thatR − Uδ,ε(t) is small in the sense of

L1(R − Uδ,ε(t)) 6 C0
ε2

δ2
Eε(t), (4.4)

|dhε(t)|(R − Uδ,ε(t)) 6 C0
ε

δ
Eε(t). (4.5)

REMARK 4.2 Here|dhε(t)| denotes the total variation measure ofhε(t). Proposition 4.1 implies
in particular Proposition 1.

Proof. By the assumption (2.1), the boundary of the setΩ0
ε (t) is connected and continuously

differentiable. Let(−∞, ∞) 3 s 7→ (xε(t, s), yε(t, s)) be a parametrization of this curve by arc
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length, oriented so that lims→±∞ xε(t, s) = ±∞. Then the energyEε(t) can be expressed in terms
of this curve:

ε2Eε(t) =

∫
∞

−∞

(
1 −

dxε

ds
(t, s)

)
ds. (4.6)

We start by identifying the maximal subsetUε(t) of thex-axis over whichΩε(t) can be written as
a subgraph. Consider

R − Uε(t) =

{
xε(t, s) :

dxε

ds
(t, s) 6 0

}
,

Pε(t) = {s ∈ (−∞, ∞) : xε(t, s) ∈ Uε(t)} ,

and observe that bothPε(t) andUε(t) are open sets. Also, forx ∈ Uε(t) there exists a uniques with
xε(t, s) = x. Therefore, by definition of the curve andhε(t),

{y ∈ (0, ∞) : (xε(t, s), y) ∈ Ωε(t)} = (0, yε(t, s)) for all s ∈ Pε(t), (4.7)

yε(t, s) = εhε(t, xε(t, s)) for all s ∈ Pε(t). (4.8)

In particular,hε(t) is continuously differentiable onUε(t) with

dxε

ds
(t, s) > 0

dyε

ds
(t, s) = εh′

ε(t, xε(t, s))
dxε

ds
(t, s)(

dxε

ds

)2

+

(
dyε

ds

)2

= 1


for all s ∈ Pε(t),

which implies that
dxε

ds

√
1 + (εh′

ε(t))
2 = 1 for all s ∈ Pε(t). (4.9)

We also note for further reference the inequality(
dyε

ds

)2

= 1 −

(
dxε

ds

)2

6 2

(
1 −

dxε

ds

)
. (4.10)

Another way to characterizeUε(t) uses the marginalλε(t) of the Hausdorff measure along the
curve with respect to thex-variable:∫

∞

−∞

ζ(xε(t, s)) ds =

∫
R

ζ dλε(t). (4.11)

Indeed, we will show thatλε(t) has density
√

1 + (εh′
ε(t))

2 with respect to the Lebesgue measure
onUε(t):

λε(t, B) =

∫
B

√
1 + (εh′

ε(t, x))2 dx for all Borel setsB ⊂ Uε(t), (4.12)

and that on the other hand,λε(t) is large with respect to the Lebesgue measure on its complement:

λε(t, B) > 3L1(B) for all Borel setsB ⊂ R − Uε(t). (4.13)
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For (4.12), letζ be a continuous function with support inUε(t). Then, by definition ofUε(t),
ζ(xε(t, s)) = 0 for x ∈ (−∞, ∞) − Pε(t), so that∫

R
ζdλε(t) =

∫
Pε(t)

ζ(xε(t, s)) ds

(4.9)
=

∫
Pε(t)

ζ(xε(t, s))
√

1 + (εh′
ε(t, xε(t, s)))2 dxε

ds
(t, s)s..

Sincexε mapsPε(t) strictly monotonically ontoUε(t), we have∫
Pε(t)

ζ(xε(t, s))
√

1 + (εh′
ε(t, xε(t, s)))2 dxε

ds
(t, s) ds =

∫
Uε(t)

ζ(x)
√

1 + (εh′
ε(t, x))2 dx.

This string of identities implies (4.12).
For (4.13), it is enough to show that for anyx0 ∈ R − Uε(t) and all sufficiently smallδ > 0 we

have
λε(t, (x0 − δ, x0 + δ)) > 3L1((x0 − δ, x0 + δ)).

By definition ofUε(t), there exists ans0 ∈ (−∞, ∞) with xε(t, s0) = x0 and dxε

ds
(t, s0) 6 0. We

distinguish two cases. First, assume thatdxε

ds
(t, s0) < 0. Since lims→±∞ xε(t, s) = ±∞, there exist

s− < s0 < s+ with xε(t, s−) = xε(t, s+) = x0 and dxε

ds
(t, s−), dxε

ds
(t, s+) > 0. Providedδ � 1,

there exist open and disjoint intervalsP− 3 s−, P0 3 s0 andP+ 3 s+ such thatxε maps each of
them strictly monotonically onto(x0 − δ, x0 + δ). Therefore

λε(t, (x0 − δ, x0 + δ)) >
∫

P−

1 ds +

∫
P0

1 ds +

∫
P+

1 ds

>
∫

P−

∣∣∣∣dxε

ds

∣∣∣∣ ds +

∫
P0

∣∣∣∣dxε

ds

∣∣∣∣ ds +

∫
P+

∣∣∣∣dxε

ds

∣∣∣∣ ds

= 3L1((x0 − δ, x0 + δ)).

Case 2 is whendxε

ds
(t, s0) = 0. In this case, forδ � 1 we have

xε(t, (s0 − 3δ, s0 + 3δ)) ⊂ (x0 − δ, x0 + δ),

so that

λε(t, (x0 − δ, x0 + δ)) >
∫

(s0−3δ,s0+3δ)

1 ds = 6δ = 3L1((x0 − δ, x0 + δ)).

This completes the proof of (4.13).
According to (4.12) and (4.13),λε(t) dominates the Lebesgue measure:

λε(t, B) > L1(B) for all Borel setsB.

On the other hand,

λε(t, B)
(4.11)
=

∫
xε(t,s)∈B

ds = L1(B) +

∫
xε(t,s)∈B

(
1 −

dxε

ds
(t, s)

)
ds

(4.6)

6 L1(B) + ε2Eε(t) for all Borel setsB. (4.14)
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Together with (4.13), this implies

L1(R − Uε(t))
(4.13)
6

1

3
λε(t, R − Uε(t))

(4.14)
6

1

3
[L1(R − Uε(t)) + ε2Eε(t)],

so that

L1(R − Uε(t)) 6
ε2

2
Eε(t). (4.15)

We first prove (4.1). Obviously, it is enough to show that

|yε(t, s1) − yε(t, s2)| 6 C0ε
2Eε(t) for all s1 < s2 such thatxε(t, s1) = xε(t, s2). (4.16)

According to (4.6), we have

|yε(t, s1) − yε(t, s2)| 6
∫ s2

s1

∣∣∣∣dyε

ds
(t, s)

∣∣∣∣ ds
(4.10)
6

√
2
∫ s2

s1

√
1 −

dxε

ds
(t, s) ds

(4.6)

6 (2(s2 − s1)ε
2Eε(t))

1/2. (4.17)

Let nowb1 = infs∈(s1,s2) xε(t, s), b2 = sups∈(s1,s2)
xε(t, s). Since(b1, b2) ⊂ R −Uε(t), we see that

s2 − s1 =

∫ s2

s1

χ(b1,b2)(xε(t, s)) ds
(4.11)
6 λε(t, (b1, b2))

(4.14)
6 L1(R − Uε(t)) + ε2Eε(t)

(4.15)
6

3

2
ε2Eε(t). (4.18)

Inserting (4.18) into (4.17) we obtain (4.16).
For 0< δ 6 1, we introduce the open set

Uδ,ε(t) = {x ∈ Uε(t) : |εh′
ε(t, x)| < δ}. (4.19)

SinceUδ,ε(t) ⊂ Uε(t), (4.7)–(4.8) imply (4.2). According to (4.12),

λε(t, B) 6
√

1 + δ2L1(B) for all Borel setsB ⊂ Uδ,ε(t) (4.20)

and
λε(t, B) >

√
1 + δ2L1(B) for all Borel setsB ⊂ Uε(t) − Uδ,ε(t). (4.21)

Together with (4.13), (4.14), and the fact that
√

1 + δ2 6 3, this implies

L1(R − Uδ,ε(t))
(4.13),(4.21)

6
1

3
λε(t, R − Uε(t)) +

1
√

1 + δ2
λε(t, Uε(t) − Uδ,ε(t))

(4.14)
6

1
√

1 + δ2
[L1(R − Uδ,ε(t)) + ε2Eε(t)],

so that we obtain (4.4):

L1(R − Uδ,ε(t)) 6
1

√
1 + δ2 − 1

ε2Eε(t) 6 C0
ε2

δ2
Eε(t). (4.22)
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We will now estimateh′
ε(t) in terms ofλε(t) andEε(t) by the crucial inequality∫

R
hε(t)ξ

′ 6

(
2Eε(t)

∫
R

ξ2 dλε(t)

)1/2

for all ξ ∈ C∞

0 (R). (4.23)

Indeed, since(−dyε

ds
(t), dxε

ds
(t)) is the outer normal ofΩε(t),∫

R
εhε(t)ξ

′
=

∫
Ωε(t)

dξ

dx
=

∫
∂Ωε(t)

(ξ, 0) · ν

= −

∫
∞

−∞

ξ(xε(t, s))
dyε

ds
(t, s) ds

6

(∫
∞

−∞

ξ(xε(t, s))
2 ds

)1/2
(∫

∞

−∞

(
dyε

ds
(t, s)

)2

ds

)1/2

(4.10)
6

(∫
∞

−∞

ξ(xε(t, s))
2 ds

)1/2(
2
∫

∞

−∞

(
1 −

dxε

ds
(t, s)

)
ds

)1/2

.

According to definition (4.11), the first factor on the right hand side is just∫
∞

−∞

ξ(xε(t, s))
2 ds =

∫
R

ξ2 dλε(t),

whereas according to (4.6), the second factor is

2
∫

∞

−∞

(
1 −

dxε

ds
(t, s)

)
ds = 2ε2Eε(t).

This implies (4.23). The first consequence of (4.23) and (4.20) is (4.3). A second consequence of
(4.23) and (4.14) is∫

B

|dhε(t)| 6 [2Eε(t)(L1(B) + ε2Eε(t))]
1/2 for all setsB, (4.24)

where dhε(t) is the measure-valued derivative ofhε(t). Together with (4.22) we obtain (4.5), and
the proof is complete. 2

5. Convergence ofhε

We introduce the renormalized versionGε of Ωε ,

Gε := {(t, x, y) ∈ (0, ∞) × R × (0, ∞) : (t, x, εy) ∈ Ωε} ,

and the renormalized version(vε, wε) of uε ,

(vε(t, x, y), εwε(t, x, y)) :=

{
uε(t, x, εy) for (x, y) ∈ Gε(t),

(0, 0) elsewhere.
(5.1)

The bound (3.4) then translates into∫
Gε

{v2
ε + ε2w2

ε } is bounded forε ↓ 0. (5.2)

The goal of this section is the convergence ofhε :



500 L . GIACOMELLI & F . OTTO

PROPOSITION5.1 There exists a non-negative functionh ∈ C([0, ∞) × R) such that

hε
ε↓0
→ h uniformly in [0, T ] × R for all T < ∞ (5.3)

for a subsequence. Furthermore∫
R

h(t, x) dx = 1 for all t ∈ (0, ∞), (5.4)

h′
∈ L∞((0, ∞); L2(R)) (5.5)

and for all 0< δ 6 1,{
h′

ε(t) in Uδ,ε(t)

0 elsewhere

}
ε↓0
⇀ h′(t) in L2(R) for all t ∈ (0, ∞). (5.6)

REMARK 5.2 Proposition 5.1 already proves (2.15) and (2.16) of Theorem 2, and shows thath

satisfies (i) of Definition 1.

The above stated convergence results rely on the boundedness of the following quantities in the limit
ε ↓ 0, as stated in Lemma 3.1:∫

R
hε(t, x) dx = Mε(t) = 1 for all t ∈ (0, ∞), (5.7)

sup
t∈(0,∞)

e−t

∫
R

x2hε(t, x) dx 6 sup
t∈(0,∞)

e−tQε(t) is bounded forε ↓ 0, (5.8)

sup
t∈(0,∞)

Eε(t) 6 Eε(0) is bounded forε ↓ 0, (5.9)∫
∞

0
Dε(t) dt 6 Eε(0) is bounded forε ↓ 0. (5.10)

Proof. We fix aT < ∞ and use the convention thatC0 < ∞ denotes a generic universal constant,
andC < ∞ denotes a generic constant only depending on supt∈[0,T ] Qε(t), Eε(0) andT . The first
goal is to derive uniform a priori estimates in Hölder norms forhε , which will entail (5.3).

The bound onEε(t) translates into a bound onhε via a combination of the estimates (4.3) and
(4.5):∫

R
ξ |dhε(t)| 6

∫
U1,ε(t)

ξ(x)|h′
ε(t, x)| dx +

∫
R−U1,ε(t)

ξ |dhε(t)|

6

(∫
R

ξ(x)2 dx

∫
U1,ε(t)

(h′
ε(t, x))2 dx

)1/2

+ max
x∈R

|ξ(x)| |dhε(t)|(R − U1,ε(t))

6 C0

((
Eε(t)

∫
R

ξ(x)2 dx

)1/2

+ max
x∈R

|ξ(x)| εEε(t)

)
(5.11)

for all non-negative Borel functionsξ .
The control ofEε(t) andMε(t) ensures thathε is uniformly bounded:

hε(t, x) 6 C for all (t, x) ∈ [0, ∞) × R. (5.12)
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Indeed, for allx 6 x0 we have

hε(t, x0) 6 hε(t, x) + |dhε(t)|((x, x0)),

and integrating inx over(x0 − 1, x0) we obtain

hε(t, x0) 6
∫ x0

x0−1
hε(t, x) dx +

∫ x0

x0−1
|dhε(t)|((x, x0)) dx

6
∫

R
hε(t, x) dx + |dhε(t)|((x0 − 1, x0))

(5.11)
6 Mε(t) + C0(Eε(t)

1/2
+ εEε(t)) 6 C.

The control ofEε(t) andQε(t) ensures thathε is uniformly small for|x| � 1:

hε(t, x) 6 C
1 + ε|x|

1/2

|x|1/2
, |x| > 1. (5.13)

In order to see (5.13), by symmetry we fix anx0 > 1 and consider the intervalI = (x0, x0 + 1/x0).
By a standard interpolation result, for any functionh we have

sup
I

|h| 6

(
1

L1(I )

∫
I

|h| +

∫
I

|dh|

)
.

This yields

hε(t, x0) 6 sup
x∈I

hε(t, x) 6 C

(
|x0|

∫
I

hε(t, x) dx +

∫
I

|dhε(t)|

)
(5.11)
6 C

(
1

|x0|

∫
I

hε(t, x)x2 dx +
1

|x0|
1/2

+ ε

)
,

and using (5.8) we obtain (5.13). Now (5.12) and (5.13) combine into

hε(t, x) 6 C
1 + ε|x|

1/2

1 + |x|1/2
for all (t, x) ∈ [0, T ] × R. (5.14)

The control ofEε(t) enables us to show thathε satisfies the following uniform continuity
property inx:

|hε(t0, x1) − hε(t0, x2)| 6 C(|x1 − x2|
1/2

+ ε) (5.15)

for all (t0, x1), (t0, x2) ∈ [0, ∞) × R. Indeed, we have

|hε(t0, x1) − hε(t0, x2)| 6 |dhε(t0)|((x1, x2))

(5.11)
6 C0((|x1 − x2|Eε(t))

1/2
+ εEε(t))

6 C(|x1 − x2|
1/2

+ ε).

The control ofDε(t) and (5.12) enable us to show that spatial averages ofhε are uniformly
continuous int :∣∣∣∣∫R

hε(t1, x)ϕ(x) dx −

∫
R

hε(t2, x)ϕ(x) dx

∣∣∣∣ 6 C

(
|t1 − t2|

∫
R
(ϕ′(x))2 dx

)1/2
(5.16)
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for all t1, t2 ∈ [0, ∞) andϕ ∈ C∞

0 (R). Indeed, since

d

dt

∫
R

hε(t, x)ϕ(x) dx =
d

dt

∫
Ωε(t)

1

ε
ϕ(x) dx dy =

∫
∂Ωε(t)

1

ε
V · ϕ(x) dx dy

(3.8)
=

∫
Ωε(t)

u · ∇ϕ(x) dx dy =

∫
Gε(t)

vε(t, x, y)ϕ′(x) dx dy,

we obtain∣∣∣∣∫R
hε(t1, x)ϕ(x) dx −

∫
R

hε(t2, x)ϕ(x) dx

∣∣∣∣
6

(∫
Gε

vε(t, x, y)2 dt dx dy

)1/2(∫
Gε∩((t1,t2)×R×(0,∞))

ϕ′(x)2 dt dx dy

)1/2

(5.10)
6 C

(
|t1 − t2| max

(t1,t2)×R
hε

∫
R

ϕ′(x)2 dx

)1/2

,

and (5.12) implies (5.16).
Interpolating the strong uniform control of continuity inx given through (5.15) and the weak

uniform control of continuity int given through (5.16), we obtain the following uniform continuity
property int :

|hε(t1, x0) − hε(t2, x0)| 6 C(|t1 − t2|
1/8

+ ε) (5.17)

for all (t1, x0), (t2, x0) ∈ [0, ∞) × R. Indeed, fix a smoothϕ with support in(−1, 1) and unit
integral. We rescaleϕ by aδ > 0 to be chosen later:

ϕδ(x) =
1

δ
ϕ
(x

δ

)
.

We have

|hε(t1, x0) − hε(t2, x0)|

6
∫

R
ϕδ(x − x0)|hε(t1, x) − hε(t1, x0)| dx

+

∣∣∣∣∫R
ϕδ(x − x0)hε(t1, x) dx −

∫
R

ϕδ(x − x0)hε(t2, x) dx

∣∣∣∣
+

∫
R

ϕδ(x − x0)|hε(t2, x) − hε(t2, x0)| dx

(5.15),(5.16)
6 C

(∫
R

ϕδ(x − x0)|x − x0|
1/2 dx + ε

)
+ C

(
|t1 − t2|

∫
R
(ϕ′

δ(x − x0))
2 dx

)1/2

6 C

(
δ +

1

δ3
|t1 − t2|

)1/2

+ Cε.

This turns into (5.17) forδ = |t1 − t2|
1/4.

By a slight generalization of the Arzelà–Ascoli argument, (5.12), (5.15) and (5.17) imply the
existence of a continuous functionh on [0, ∞) × R such that

hε
ε↓0
→ h locally uniformly in [0, ∞) × R
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for a subsequence. Taking now (5.14) into account, we see that this improves to the global uniform
convergence stated in (5.3). Thanks to the bound (5.8), (5.7) is preserved under the convergence
(5.3). This yields (5.4).

The last task is to establish (5.5) and (5.6). Fix at ∈ [0, T ] and aδ ∈ (0, 1]. For any test function
ξ ∈ C∞

0 (R), we may write

−

∫
R

hε(t)ξ
′

=

∫
Uδ,ε(t)

h′
ε(t)ξ +

∫
R−Uδ,ε(t)

ξdhε(t)

(4.3),(4.5)

6

(
2
√

1 + δ2 Eε(t)

∫
R

ξ2
)1/2

+ C0
ε

δ
Eε(t) max

R
|ξ |, (5.18)

which (sinceEε(t) 6 Eε(0)) in the limit ε ↓ 0 turns into

−

∫
R

h(t)ξ ′ 6

(
C
√

1 + δ2

∫
R

ξ2
)1/2

.

Sinceξ andδ were arbitrary, this implies (5.5). Therefore, we gather from the representation (5.18)
and (4.5) that ∫

R
h′(t)ξ = lim

ε↓0

∫
Uδ,ε(t)

h′
ε(t)ξ. (5.19)

According to (4.3) we have ∫
Uδ,ε(t)

h′
ε(t)

2 6 C. (5.20)

Now the distributional convergence (5.19) together with the uniformL2-bound in (5.20) imply the
weakL2-convergence (5.6), and the proof is complete. 2

6. Convergence ofvε and π̂ε

The renormalized pressure

πε(t, x, y) := pε(t, x, εy) for (t, x, y) ∈ Gε (6.1)

is such that Darcy’s law (3.7) turns into

vε = −π ′
ε and ε2wε = −

∂πε

∂y
in Gε . (6.2)

Therefore, the bound (5.2) translates into∫
Gε

{
(π ′

ε)
2
+

1

ε2

(
∂πε

∂y

)2
}

is bounded forε ↓ 0. (6.3)

We also observe that the weak formulation of the kinetic conditions (3.8)–(3.10) is∫
Ωε

{∂tζ + uε · ∇ζ } = 0 for all ζ ∈ C∞

0 ((0, ∞) × R × R).



504 L . GIACOMELLI & F . OTTO

For test functionsζ independent ofy, this translates on the renormalized level into the continuity
equation∫

(0,∞)×R
hε(t, x)∂tζ(t, x) dt dx +

∫
(0,∞)×R×(0,∞)

vε(t, x, y)ζ ′(t, x) dt dx dy = 0 (6.4)

for all ζ ∈ C∞

0 ((0, ∞) × R). Let

G := {(t, x, y) : t > 0, 0 < y < h(t, x)}.

In view of (6.3), one expects that the pressure—and hence the velocity—becomesy-independent
in the limit ε ↓ 0. But the convergence ofπε is delicate: We only control its gradient on theε-
dependent domainGε which may pinch off in the limit. Hence, in order to apply a Poincaré estimate,
we have to consider connected components of the limit domainG and stay safely in the interior of
{h > 0} × (0, ∞). More precisely, letJ andI be open bounded intervals with̄J × Ī ⊂ {h > 0}.
According to (5.3) and (4.1), there exists anh0 > 0 such that

Gε ⊃ J̄ × Ī × (0, h0] for ε � 1.

Furthermore, we have to cut away the “overhanging” parts ofGε by introducing

Gε := {(t, x, y) : (t, x, ỹ) ∈ Gε for all 0 < ỹ < y}. (6.5)

With Gε ∩ (J × I × (0, ∞)), we now have a domain on which the Poincaré estimate does not
deteriorate forε ↓ 0. Hence we expect to control a “relative” pressure

π̂ε(t, x, y)

:=

πε(t, x, y) − −

∫
I×(0,h0)

πε(t) for (t, x, y) ∈ Gε

0 elsewhere
for (t, x, y) ∈ J × I × (0, ∞) (6.6)

in L2 and hence obtain a weak limitπ̂ , as stated in Proposition 6.1(i). It is immediate thatπ̂ does
not depend ony (see Proposition 6.1(ii)). Ultimately, we will need the convergence of the trace of
π̂ε on the horizontal plane and on vertical slices (Proposition 6.1(iii) and (iv)):

PROPOSITION6.1 LetJ × I ⊂ (0, ∞) × R be an open bounded rectangle such thath > 0 in its
closure, and let̂πε be defined by (6.6). Then:

(i) There exists âπ ∈ L2(J × I × (0, ∞)) such that for a subsequence

π̂ε ⇀ π̂ in L2(J × I × (0, ∞)).

(ii) There exists âπ ∈ L2(J × I ) (we use the same notation) such that

π̂(t, x, y) =

{
π̂(t, x) for 0 < y < h(t, x)

0 elsewhere
a.e.

(iii) π̂ε(·, ·, 0) ⇀ π̂ in L2(J × I ).
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(iv) For anyp ∈ [1, 2) and a.e.c ∈ I ,

π̂ε(·, c, ·) ⇀

{
π̂(t, c) for 0 < y < h(t, c)

0 elsewhere
in Lp(J × (0, ∞)).

As opposed toπε , the weak convergence ofvε comes almost for free from (5.2). Having established
the weak convergence ofπ̂ε in Proposition 6.1, from (6.4) and (6.2) we easily recover the limiting
continuity equation and Darcy’s law, respectively.

PROPOSITION6.2 (i) There exists av ∈ L2((0, ∞)×R× (0, ∞)) such that for a subsequence

vε ⇀ v in L2((0, ∞) × R × (0, ∞)). (6.7)

(ii) There exists a measurablev : (0, ∞) × R → R such that

v(t, x, y) =

{
v(t, x) for 0 < y < h(t, x)

0 elsewhere
a.e. (6.8)

In particular ∫
(0,∞)×R

hv2 < ∞. (6.9)

(iii)
∂th + (hv)′ = 0 distributionally in(0, ∞) × R. (6.10)

(iv) Let J , I , π̂ be as in Proposition 6.1. Then

−π̂ ′
= v distributionally inJ × I. (6.11)

REMARK 6.3 In view of (6.9) and (6.11), in fact̂π ∈ L2(J ; H 1(I )). As a consequence,π̂(t) ∈

Cloc({h(t) > 0}) for almost everyt ∈ (0, ∞).

Proof of Proposition 6.1. Let C < ∞ denote a generic constant independent ofε. We start by
showing that ∫

J×I×(0,∞)

|π̂ε |
2 6 C. (6.12)

Since by definition (6.6) the average ofπ̂ε(t) vanishes onI × (0, h0) for all t ∈ J , we obtain by the
Poincaŕe estimate on the bounded squareI × (0, h0),∫

I×(0,h0)

|π̂ε(t)|
2 6 C

∫
I×(0,h0)

{
|π̂ ′

ε(t)|
2
+

∣∣∣∣∂π̂ε

∂y
(t)

∣∣∣∣2
}

.

Integrating overt ∈ J , we get∫
J×I×(0,h0)

|π̂ε |
2 6 C

∫
Gε

{
|π ′

ε |
2
+

∣∣∣∣∂πε

∂y

∣∣∣∣2
}

. (6.13)

We now use the Poincaré estimate on

Gε(t, x) := {y ∈ (0, ∞) : (t, x, y) ∈ Gε},
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which thanks to (6.5) are intervals (and uniformly bounded by (5.3) and (4.1)), and thus obtain∫
Gε(t,x)

|π̂ε(t, x)|2 6 C

{∫
(0,h0)

|π̂ε(t, x)|2 +

∫
Gε(t,x)

∣∣∣∣∂π̂ε

∂y
(t, x)

∣∣∣∣2
}

.

Integrating over(t, x) ∈ J × I and recalling that̂πε = 0 outside ofGε , we get∫
J×I×(0,∞)

|π̂ε |
2 6 C

{∫
J×I×(0,h0)

|π̂ε |
2
+

∫
Gε

∣∣∣∣∂πε

∂y

∣∣∣∣2
}

. (6.14)

Combining (6.13) and (6.14), we gather∫
J×I×(0,∞)

|π̂ε |
2 6 C

∫
Gε

{
|π ′

ε |
2
+

∣∣∣∣∂πε

∂y

∣∣∣∣2
}

(6.3)

6 C.

This establishes (6.12) and thus part (i) of Proposition 6.1.
By definition

π̂ε = 0 outside of(J × I × (0, ∞)) ∩ Gε,

which because of (5.3) and (4.1), and the convergence stated in part (i), yields

π̂ = 0 outside of(J × I × (0, ∞)) ∩ G.

On the other hand, (6.3) implies in particular∫
Gε

∣∣∣∣∂π̂ε

∂y

∣∣∣∣2 ε↓0
→ 0. (6.15)

Once again, because of (5.3) and (4.1), this translates into

∂π̂

∂y
= 0 distributionally in(J × I × (0, ∞)) ∩ G (6.16)

under the convergence stated in part (i). Now part (i) and (6.16) yield part (ii).
In order to improve the weak convergence stated in part (i) to the weak convergence of the

{y = 0}-trace stated in part (iii), it is sufficient to show the following uniform continuity property:

lim
y↓0

lim sup
ε↓0

∫
J×I

|π̂ε(t, x, y) − π̂ε(t, x, 0)|2 dt dx = 0. (6.17)

This easily follows from the fact that fory ∈ (0, h0),∫
J×I

|π̂ε(t, x, y) − π̂ε(t, x, 0)|2 dt dx 6 |y|

∫
J×I×(0,y)

∣∣∣∣∂π̂ε

∂y

∣∣∣∣2 (6.3)

6 Cε2
|h0|.

In order to improve the weak convergence stated in part (i) to the weak convergence of almost
every {x = c}-trace stated in part (iv), it is sufficient to show strong convergence of the(t, y)-
averages:∫

J×(0,∞)

π̂ε(t, ·, y)ζ(t, y) dt dy →

∫
J×(0,∞)

π̂(t, ·, y)ζ(t, y) dt dy in L
p

loc(I )
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for an arbitraryζ ∈ Lp′

(J × (0, ∞)), with p ∈ [1, 2) andp′
= p/(p − 1). This follows from a

uniform continuity property similar to (6.17), namely

lim
τ→0

lim sup
ε↓0

∫
J×K×(0,∞)

|π̂ε(t, x − τ, y) − π̂ε(t, x, y)|p dt dx dy = 0

for any compactK ⊂ I . In fact, we will show for|τ | � 1,

lim sup
ε↓0

∫
J×K×(0,∞)

|π̂ (τ )
ε − π̂ε |

p 6 C|τ |
(2−p)/4

; (6.18)

here and in what followsC is a generic constant independent ofε andτ , and the superscript(τ )

stands for translation inx-direction.
In order to prove (6.18) it is enough to consider the caseτ > 0, as the caseτ < 0 is analogous.

We start by observing that

sup
t∈(0,∞), x1 6=x2

|h(t, x1) − h(t, x2)|

|x1 − x2|
1/2

6 C sup
t∈(0,∞)

∫
R

|h′(t)|2
(5.5)

6 C. (6.19)

We introduce the notation

G(−δ) := {(t, x, y) ∈ (0, ∞) × R × (0, ∞) : 0 < y < h(t, x) − δ}

for a downward shift, and

G(−δ,τ ) := {(t, x, y) ∈ (0, ∞) × R × (0, ∞) : (t, x − σ, y) ∈ G(−δ)
∀σ ∈ (0, τ )} (6.20)

for simultaneous sidewards reduction. According to (5.3) and (4.1), we thus obtain for anyτ > 0,

H τ := G(−C
√

τ ,τ )
⊂ G(−C

√
τ)

⊂ Gε providedε � 1. (6.21)

On the other hand, in view of (6.19),

G(−2C
√

τ)
⊆ H τ . (6.22)

We now split the integral (6.18) into two parts:∫
J×K×(0,∞)

|π̂ (τ )
ε − π̂ε |

p 6
∫

(J×K×(0,∞))∩H τ

|π̂ (τ )
ε − π̂ε |

p
+

∫
(J×K×(0,∞))−H τ

|π̂ (τ )
ε − π̂ε |

p.

On the first part, because of definitions (6.20) and (6.21), we may represent the differenceπ̂
(τ )
ε − π̂ε

via π ′
ε ; providedτ is so small thatKτ := K + B(0, τ ) ⊂ I , we obtain∫

(J×K×(0,∞))∩H τ

|π̂ (τ )
ε − π̂ε |

p 6 τp

∫
(J×Kτ ×(0,∞))∩H τ

|π ′
ε |

p

(6.21)
6 τp

(∫
J×R

hε

)(2−p)/2(∫
Gε

|π ′
ε |

2
)p/2

(5.4)
= τp(L1(J ))(2−p)/2

(∫
Gε

|π ′
ε |

2
)p/2

(6.3)

6 Cτp.
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For the second term, we observe that, withK(−τ)
= K − τ ,∫

(J×K×(0,∞))−H τ

|π̂ (τ )
ε − π̂ε |

p 6
∫

(J×K×(0,∞))−H τ

|π̂ε |
p

+

∫
(J×K×(0,∞))−H τ

|π̂ (τ )
ε |

p

(6.5),(6.22)
6

(∫
J×K

(hε − (h − 2C
√

τ))

)(2−p)/2
(∫

Gε∩(J×I×(0,∞))

|π̂ε |
2

)p/2

+

(∫
J×K(−τ)

(hε − (h − 2C
√

τ))

)(2−p)/2
(∫

Gε∩(J×I×(0,∞))

|π̂ε |
2

)p/2

(6.12)
6 2C

(∫
J×Kτ

(hε − (h − 2C
√

τ))

)(2−p)/2

.

Hence

lim sup
ε↓0

∫
(J×K×(0,∞))−H τ

|π̂ (τ )
ε − π̂ε |

p 6 C

(∫
J×Kτ

√
τ

)(2−p)/2

6 Cτ (2−p)/4

and the proof is complete. �

7. Horizontal and vertical variations

This section is the core of our argument. We test theε-equation with two distinct classes of fieldsũ.
Velocity fieldsũ of the first class are vertical and turn into variations of the dependent argument, i.e.
h, in the limit ε ↓ 0 (see Fig. 2). We use the convexity of the total length of graph(h) in terms of
h to transform the identity into an inequality, which is more robust under the passage to the limit.
This inequality is stated in Lemma 7.1.

c b
FIG. 2. Typical vertical and horizontal variations.

The zero contact-angle condition is a local equilibrium condition under (horizontal) translations
of the contact point. The vertical variations are limited to the interior of{h > 0} and hence are
oblivious to the zero contact-angle condition. Velocity fieldsũ of the second class are horizontal
and turn into translations of a contact pointb, i.e.b ∈ ∂{h > 0}, in the limit (see Fig. 2). It is this
class of variations which encodes the zero contact-angle condition in a way sufficiently robust for
the passage to the limit. The relevant inequality is stated in Lemma 7.2.

In the first lemma, we wish to take test fieldsũ of the form

ũ(x, y) = (0, w̃(x)),

with supp(w) ⊂ {h > 0}. Unfortunately, a technical difficulty arises: The boundary curve is not
a graph over the entirex-axis. Hence, in order to use convexity,w has to be constant over the bad
portions of thex-axis.
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LEMMA 7.1 LetJ × I ⊂ (0, ∞)×R be an open bounded rectangle such thath > 0 in its closure.
Then∫

Uδ,ε∩(J×I )

1

ε2
(
√

1 + (εh̃′
ε)

2
− 1) −

∫
Uδ,ε∩(J×I )

1

ε2
(
√

1 + (εh′
ε)

2
− 1)

>
∫

Gε∩(J×I )

−ε2wεw̃ε +

∫
J×I×{0}

πεw̃ε (7.1)

for all 0 < δ 6 1 and for allw̃ε ∈ L2(J ; H 1(R)) with

h̃ε := hε + w̃ε, (7.2)

w̃ε(t) = 0 outside ofI for a.e.t ∈ J, (7.3)

w̃′
ε(t) = 0 outside ofUδ,ε(t) for a.e.t ∈ J. (7.4)

In the second lemma, we wish to take test fields of the form

ũ(x, y) =

{
(1, 0) for c < x < b,

(0, 0) elsewhere,

wherec ∈ {h > 0} andb ∈ ∂{h > 0} (evoking symmetry, we will hereafter only consider right
end-points of connected components of{h > 0}). Unfortunately, a technical difficulty arises with
these test fields: There is not necessarily anε-contact pointbε near a contact pointb of the limit.
But there is always a point(x−

ε , y−
ε ) on the boundary curve (cf. Fig. 3) with horizontal tangent and

y−
ε = o(1), such that thearea betweenb andx−

ε is o(1). This will be sufficient for our purpose.
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FIG. 3. The setG∗
ε (t, c) in Lemma 7.2.

LEMMA 7.2 LetJ × I ⊂ (0, ∞) × R be an open rectangle such thath > 0 in its closure,c ∈ I ,
and let

b(t, c) := sup{x > c : h(t, ξ) > 0 ∀ξ ∈ (c, x)}, (7.5)

G(c)
ε (t) := Gε(t) ∩ {c 6 x 6 b(t, c)}.

There exist a setG∗
ε (t, c) ⊂ Gε(t) which is close toG(c)

ε (t) in the sense that

lim
ε↓0
L2(G∗

ε (t, c) 4 G(c)
ε (t)) = 0 ∀t ∈ J, (7.6)
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and an interval(y−
ε (t, c), y+

ε (t, c)) which is close to(0, h(t, c)) in the sense that

lim
ε↓0

y−
ε (t, c) = 0, lim

ε↓0
y+
ε (t, c) = h(t, c) uniformly for t ∈ J, (7.7)

such that ∫
J

∫
G∗

ε (t,c)

vε(t) dt >
∫

J

∫ y+
ε (t,c)

y−
ε (t,c)

πε(t, c, y) dy dt. (7.8)

Furthermore

{c} × (0, y+
ε (t, c)) ⊆ Gε(t). (7.9)

Proof of Lemma 7.1. The basic ingredient is the following integral identity: For any test velocity
field ũ we have

1

ε2

{∫
∂Ωε(t)∩{y>0}

τ · Dũτ −

∫
∂Ωε(t)∩{y=0}

(1
0

)
· Dũ

(1
0

)}
=

1

ε

{∫
Ωε(t)

(−uε(t) · ũ + pε(t)∇ · ũ) −

∫
∂Ωε(t)∩{y=0}

pε(t)
( 0
−1

)
· ũ

}
. (7.10)

We obtain (7.10) as follows: Because ofκν = −∂τ τ , an integration by parts along∂Ωε(t)∩{y > 0}

yields ∫
∂Ωε(t)∩{y>0}

κν · ũ =

∫
∂Ωε(t)∩{y>0}

τ · Dũ τ −

∫
∂(∂Ωε(t)∩{y>0})

τ · ũ.

On the other hand, an integration by parts along∂Ωε(t) ∩ {y = 0} gives∫
∂Ωε(t)∩{y=0}

(1
0

)
· Dũ

(1
0

)
=

∫
∂(∂Ωε(t)∩{y=0})

(1
0

)
· ũ.

According to (3.6) we haveτ =
(1
0

)
on ∂(∂Ωε(t) ∩ {y > 0}) = ∂(∂Ωε(t) ∩ {y = 0}), so that∫

∂Ωε(t)∩{y>0}

κν · ũ =

∫
∂Ωε(t)∩{y>0}

τ · Dũ τ −

∫
∂Ωε(t)∩{y=0}

(1
0

)
· Dũ

(1
0

)
. (7.11)

By the divergence theorem, we obtain∫
∂Ωε(t)∩{y>0}

pε(t)ν · ũ =

∫
∂Ωε(t)

pε(t)ν · ũ −

∫
∂Ωε(t)∩{y=0}

pε(t)
( 0
−1

)
· ũ

=

∫
Ωε(t)

(∇pε(t) · ũ + pε(t)∇ · ũ) −

∫
∂Ωε(t)∩{y=0}

pε(t)
( 0
−1

)
· ũ. (7.12)

Obviously, (7.10) follows from (7.11) and (7.12) via the identities (3.5) and (3.7).
We make use of the renormalized version of (7.10) for test fields of the simple form

ũε(t, x, y) = (0, εw̃ε(t, x)),
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with w̃ε satisfying (7.2)–(7.4). For the right hand side of (7.10) we obtain

1

ε

{∫
Ωε(t)

(−uε(t) · ũε + pε(t)∇ · ũε) −

∫
∂Ωε(t)∩{y=0}

pε(t)
( 0
−1

)
· ũε

}
=

∫
Gε(t)

−ε2wε(t)w̃ε(t) +

∫
I×{0}

πε(t)w̃ε(t).

For the left hand side, we fix 0< δ 6 1 and letτ = (τ1, τ2); in view of (7.4), we may use (4.2) to
write

1

ε2

{∫
∂Ωε(t)∩{y>0}

τ · Dũ τ −

∫
∂Ωε(t)∩{y=0}

(1
0

)
· Dũ

(1
0

)}
=

1

ε

∫
∂Ωε(t)∩{y>0}

w̃′
ετ1τ2 =

∫
Uδ,ε(t)∩I

h′
ε(t)√

1 + (εh′
ε(t))

2
w̃′

ε(t).

By convexity ofz 7→
1
ε2 (
√

1 + (εz)2 − 1) we see that∫
Uδ,ε(t)∩I

1

ε2
(
√

1 + (εh̃′
ε(t))

2
− 1) −

∫
Uδ,ε(t)∩I

1

ε2
(
√

1 + (εh′
ε(t))

2 − 1)

>
∫

Uδ,ε(t)∩I

h′
ε(t)√

1 + (εh′
ε(t))

2
w̃′

ε(t).

Reassembling the different parts of (7.10) and integrating overt ∈ J we obtain (7.1). �

Proof of Lemma 7.2. Our construction is based on the assumption that the boundary of the set
Ω0

ε (t) = Ωε(t) ∪ {y 6 0} is, according to (2.1), a connected and continuously differentiable curve.
We may then introduce a parametrization of this curve by arc length

(−∞, ∞) 3 s 7→ γε(t, s) = (xε(t, s), yε(t, s)),

oriented so that lims→±∞ xε(t, s) = ±∞. For notational convenience we neglect dependence onc

whenever no ambiguity arises. We would like to construct a setΩ∗
ε (t) which is “close” to

Ω(c)
ε (t) := Ωε(t) ∩ {c 6 x 6 b(t)}

and which has tangent
(1
0

)
at its “lower right corner”. With this in mind, we introduce the arc

coordinates(l)
ε (t) (cf. Fig. 4) such that

xε(t, s
(l)
ε (t)) = c and {c} × (0, yε(t, s

(l)
ε (t))) ⊂ Ωε(t), (7.13)

and we splitJ into three subintervals:J1, whereb(t) = ∞; J2, whereh(t) ≡ 0 in [b(t), ∞); and
J3 = J − (J1 ∪ J2).

We first treat the easiest caseb(t) = ∞, which already allows outlining the main ideas. In this
case we introduce the set

Ω∗
ε (t) := portion ofΩε(t) bounded by the curves

γ (t, [s(l)
ε (t), ∞)) and{c} × [0, yε(t, s

(l)
ε (t))) (7.14)
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FIG. 4. The arc coordinates(l)
ε (t) and the setΩ∗

ε (t) for t ∈ J1.

and its renormalized version

G∗
ε (t) = {(x, y) ∈ R × (0, ∞) : (x, εy) ∈ Ω∗

ε (t)}.

The setΩ∗
ε (t) is constructed in such a way that we can apply the divergence theorem: using the fact

thatκν = −∂τ τ we obtain∫
Ω∗

ε (t)

uε(t) ·
(1
0

)
= −

∫
Ω∗

ε (t)

∇ · (pε(t), 0)

=

∫ yε(t,s
(l)
ε (t))

0
pε(t, c, y) dy −

∫
γ (t,[s(l)

ε (t),∞))

pε(t)ν(t) ·
(1
0

)
(3.5)
=

∫ yε(t,s
(l)
ε (t))

0
pε(t, c, y) dy −

1

ε

∫
γ (t,[s(l)

ε (t),∞))

κ(t)ν(t) ·
(1
0

)
=

∫ yε(t,s
(l)
ε (t))

0
pε(t, c, y) dy +

1

ε

∫
γ (t,[s(l)

ε (t),∞))

∂τ(t)τ(t) ·
(1
0

)
(3.6)

>
∫ yε(t,s

(l)
ε (t))

0
pε(t, c, y) dy, (7.15)

where in the last line we used the fact thatτ ·
(1
0

)
= 1 at infinity. We let

y−
ε (t, c) := 0, y+

ε (t, c) :=
1

ε
yε(t, s

(l)
ε (t)).

Rescaling (7.15) and integrating in time, we obtain (7.8) restricted tot ∈ J1:∫
J1

∫
G∗

ε (t)

vε(t) dt >
∫

J1

∫ y+
ε (t,c)

y−
ε (t,c)

πε(t, c, y) dy dt. (7.16)
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Since (7.7) follows from (4.1) and (5.3), and (7.9) holds by construction, it remains to show that
Ω∗

ε (t) is close toΩ(c)
ε (t) in the sense that

1

ε
L2(Ω(c)

ε (t) 4 Ω∗
ε (t))

ε↓0
−→ 0. (7.17)

To this end, we write for the symmetric difference

Ω(c)
ε (t) 4 Ω∗

ε (t) = (Ω(c)
ε (t) − Ω∗

ε (t)) ∪ (Ω∗
ε (t) − Ω(c)

ε (t)) =: Ω in
ε (t) ∪ Ωout

ε (t).

We claim that bothΩ in
ε (t) and Ωout

ε (t) are small because, roughly speaking, they consist of
“appendices”, i.e. connected subsets ofΩε(t) which are not subgraphs and are therefore doomed to
vanish in the limit. Let us considerΩ in

ε (t) in detail. By definition (7.14),

∂Ω in
ε (t) ⊂ γε(t, (−∞, s(l)

ε (t)]) ∪ {x = c}.

On the other hand, in view of (4.2),Ω0
ε (t) coincides with the subgraph of the curve

γε(t, [s(l)
ε (t), ∞)) on [c, ∞) ∩ Uδ,ε(t): therefore the projection prx of Ω in

ε (t) onto thex-axis is
such that for anyδ ∈ (0, 1],

prx(Ω
in
ε (t)) ⊂ [c, ∞) − Uδ,ε(t).

In addition, in view of (4.1),Ω in
ε (t) is close to the subgraph ofhε(t):

Ω in
ε (t) ⊂ {(x, y) : x ∈ [c, ∞) − Uδ,ε(t), 0 < y < εhε(t, x) + C0ε

2Eε(t)}.

In view of (5.3), this implies that

1

ε
L2(Ω in

ε (t)) 6 CL1(R − Uδ,ε(t))
(4.4)

6 C
ε2

δ2
Eε(t)

ε↓0
−→ 0.

By the same argument we obtain

1

ε
L2(Ωout

ε (t)) 6 CL1(R − Uδ,ε(t))
ε↓0
−→ 0

and (7.17) follows. The renormalized version of (7.17) coincides with (7.6) fort ∈ J1.
For t ∈ J2 we choose the sameΩ∗

ε (t), and the proof proceeds as before. The only difference is
that nowΩout

ε (t) consists of two portions:

Ωout
ε (t) = (Ωout

ε (t) ∩ {x 6 c}) ∪ (Ωout
ε (t) ∩ {x > b}) =: Ωout

1,ε ∪ Ωout
2,ε .

The first set consists of “appendices”, and its estimating proceeds as before. The second one is small
becausehε(t) is uniformly small:

1

ε
L2(Ωout

2,ε (t)) 6
1

ε

∫
Ωε(t)∩{x>b}

dx dy 6
∫

∞

b

(hε(t, x) + C0εEε(t)) dx
ε↓0
−→ 0.

For t ∈ J3, we have

b1(t) := sup{x > b(t) : hε(t, ξ) = 0 ∀ξ ∈ [b, x]} < ∞. (7.18)
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FIG. 5. The arc coordinatess(r)
ε , s∗

ε , sε ands∗
ε for t ∈ J3.

In this case both the choice ofΩ∗
ε (t) and its estimation are more subtle. For notational convenience

we neglect time dependence. Let

s(r)
ε = inf{s : xε(s) = b}

(cf. Fig. 5). We observe for later reference that

1

ε
yε(s

(r)
ε )

(4.1)

6 hε(b) + C0εEε(t)
ε↓0
→ 0. (7.19)

Let now

s∗
ε = inf

{
s̃ > s(l)

ε : yε(s̃) 6 yε(s) ∀s ∈ [s(l)
ε , max{s(r)

ε , s̃}],

dxε

ds
(s̃) = 1, [c, xε(s̃)] × {yε(s̃)} ⊂ Ωε

}
(7.20)

(cf. Fig. 5). We will show that the set in (7.20) is not empty forε sufficiently small, and that moreover

lim sup
ε↓0

xε(s
∗
ε ) 6 b1. (7.21)

To see this, take anyb > b1 such thath(b) > 0, and let

sε = inf{s : xε(s) = b}. (7.22)

SinceΩε coincides with the subgraph ofhε over a set with small complement (in the sense of (4.2)
and (4.4)) andhε is close toh (in the sense of (5.3)), forε sufficiently small we must have

yε(sε) > yε(s
(r)
ε ), yε(s

(l)
ε ) > yε(s

(r)
ε ), s(l)

ε < s(r)
ε < sε . (7.23)

Henceyε([s
(l)
ε , sε ]) attains its absolute minimum at a points∗

ε in the interior:

s∗
ε ∈ (s(l)

ε , sε). (7.24)
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By (7.19) and (7.23),

1

ε
yε(s

∗
ε ) 6

1

ε
yε(s

(r)
ε )

ε↓0
−→ 0, (7.25)

which together with (7.22) implies that

lim sup
ε↓0

xε(s
∗
ε ) < b. (7.26)

Again by (4.2)–(4.4) and (5.3), the limit in (7.25) implies that

lim inf
ε↓0

xε(s
∗
ε ) > c. (7.27)

Of coursedyε

ds
(s∗

ε ) = 0. A simple topological argument rules out thatdxε

ds
(s∗

ε ) = −1: Indeed, in view
of (7.13) and (7.20), the curveγε((s

∗
ε , ∞)) would then be “trapped” strictly to the left ofb, contrary

to xε(sε) = b. Therefore

dxε

ds
(s∗

ε ) = 1. (7.28)

Another simple topological argument shows that

Aε := [c, xε(s
∗
ε )] × {yε(s

∗
ε )} ⊂ Ωε (7.29)

(Aε is not empty because of (7.27)). If this were not true, then sinces∗
ε minimizesyε([s

(l)
ε , sε ]) and

γε((−∞, s
(l)
ε )) ∩ ({c} × (0, yε(s

(l)
ε ))) = ∅, the only way forγε to reachAε would be to gofrom b

to the left ofxε(s
∗
ε ). ThereforeΩε would not be a subgraph over the entire intervalx ∈ (xε(s

∗
ε ), b),

which in view of (7.26) has uniformly positive measure with respect toε. This contradicts (4.2) and
proves (7.29). Properties (7.23), (7.28) and (7.29) imply thats∗

ε belongs to the set in (7.20), which
therefore is not empty. Sinceb ∈ (b1, ∞) ∩ {h > 0} is arbitrary, (7.26) and definition (7.18) imply
(7.21). In addition, (7.19) yields

1

ε
yε(s

∗
ε ) 6

1

ε
yε(s

(r)
ε )

ε↓0
−→ 0. (7.30)

Definition (7.20) ofs∗
ε allows us to introduce the desired setΩ∗

ε :

Ω∗
ε = portion ofΩε bounded by the curves

γ ([s(l)
ε , s∗

ε ]), {c} × [yε(s
∗
ε ), yε(s

(l)
ε )) and [c, xε(s

∗
ε )] × {yε(s

∗
ε )}.

Sinceν =
( 0
−1

)
on the additional segment of the boundary curve, the proof of the integral inequality

is identical to the caset ∈ J1 with

y−
ε (t, c) =

1

ε
yε(t, s

∗
ε (t, c)), y+

ε (t, c) =
1

ε
yε(t, s

(l)
ε (t, c)),



516 L . GIACOMELLI & F . OTTO

�

��� ��
� �	�

��
 �
� �	�

��
 �
� �	�




��� ��
� �	�

� � ���
�

� �

� � � �
� �	�

FIG. 6. The splitting of the symmetric differenceΩ(c)
ε 4 Ω∗

ε for t ∈ J3. Herexε(s
∗
ε ) > b, thusΩ in

2,ε
is empty.

and (7.7), (7.9) follow as before if we also take (7.30) into account. Our last task is to show that
Ω∗

ε (t) is close toΩ(c)
ε (t). To this end, we split the symmetric difference as follows (cf. Fig. 6):

Ω in
ε = (Ω in

ε ∩ ([c, min{xε(s
∗
ε ), b}] × [0, yε(s

∗
ε ))))

∪ (Ω in
ε ∩ {xε(s

∗
ε ) < x 6 b})

∪ (Ω in
ε ∩ ([c, min{xε(s

∗
ε ), b}] × [yε(s

∗
ε ), ∞)))

=: Ω in
1,ε ∪ Ω in

2,ε ∪ Ω in
3,ε,

and
Ωout

ε = Ωout
1,ε ∪ Ωout

2ε ∪ Ωout
3,ε ,

whereΩout
1,ε = Ω∗

ε ∩ {x 6 c}, Ωout
2,ε is the (possibly empty) connected component ofΩ∗

ε ∩ {x > b}

whose boundary contains(xε(s
∗
ε ), yε(s

∗
ε )), andΩout

3,ε is the remaining part ofΩ∗
ε ∩ {x > b}. We are

going to argue that each of these sets is small in the sense that

lim sup
ε↓0

1

ε
L2(Ω in

j,ε) = lim sup
ε↓0

1

ε
L2(Ωout

j,ε ) = 0, j = 1, 2, 3. (7.31)

It is easy to check thatΩ in
3,ε , Ωout

1,ε andΩout
3,ε consist of “appendices”, hence for these sets the proof

of (7.31) proceeds as before. The setΩ in
1,ε is small in view of (7.30):

1

ε
L2(Ω in

1,ε) 6 (b − c)
1

ε
yε(s

∗
ε )

ε↓0
−→ 0.

ForΩ in
2,ε , we use the fact thatxε(s

∗
ε ) is at least as large asb in the limit:

lim inf
ε↓0

xε(s
∗
ε ) > b.

This follows easily from (7.21) and (7.30)—which imply that the limit of any subsequence must lie
in (−∞, c] ∪ [b, b1)—and from the fact thatΩε is almost a subgraph. Therefore alsoΩ in

2,ε consists
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of appendices. Finally, we splitΩout
2,ε into two sets:

Ωout
2,ε = (Ωout

2,ε ∩ {x 6 xε(s
∗
ε )}) ∪ (Ωout

2,ε ∩ {x > xε(s
∗
ε )}).

The second set consists of appendices. The first one is small sinceh ≡ 0 in [b, b1]: Indeed, for each
δ > 0 andε sufficiently small

Ωout
2,ε ∩ {x 6 xε(s

∗
ε )} ⊂ {(x, y) : b 6 x 6 b1 + δ, 0 < y < εhε(x) + C0ε

2Eε(t))}

so that
1

ε
L2(Ωout

2,ε ∩ {x 6 xε(s
∗
ε )}) 6 (b1 − b + δ)( sup

x∈(b,b1+δ)

hε(x) + C0εEε(0)),

and taking the limitε ↓ 0 andδ ↓ 0 (in this order) yields

1

ε
L2(Ωout

2,ε ∩ {x 6 xε(s
∗
ε )})

ε↓0
−→ 0.

Therefore (7.31) holds and the proof is complete. �

8. Pressure neutrality and passage to the limit

In this section, we pass to the limit in the variational formulations of Lemmas 7.1 and 7.2. Both
formulations involve the pressureπε within one connected component of{h > 0}. Unfortunately,
in the limit ε ↓ 0, we only controlπε up to an additive constant within the connected component of
{h > 0} (see Section 6). Hence we have tocombineboth test fields in such a way that the outcome is
oblivious to the absolute pressure, i.e. that it just depends on the well-controlled relative pressureπ̂ε

introduced in (6.6). We call this “pressure neutrality”. In view of the pressure’s role as a Lagrange
multiplier enforcing the incompressibility constraint, it is not surprising that “pressure neutrality”
amounts to the requirement (8.4) that the combined variation preserves the total area.

PROPOSITION8.1 For almost everyt > 0, letI ⊆ R be such thath(t) > 0 in its closure,v0 > 0,
c ∈ I , andb(t, c) defined by (7.5). Then∫

I

{
1

2
(h̃′(t))2

−
1

2
(h′(t))2

}
+ v0

∫ b(t,c)

c

h(t)v(t) >
∫

I

π̂(t)w̃ + v0h(t, c)π̂(t, c) (8.1)

for all w̃ ∈ H 1(R) with

h̃(t) := h(t) + w̃, (8.2)

w̃ = 0 outside ofI, (8.3)∫
I

w̃ = −v0h(t, c). (8.4)

Note that all terms in (8.1) are well defined for almost everyt > 0 in view of (5.5), (6.9) and
Remark 6.3. In view of the continuity in time ofh(t, c) on the right hand side of (8.4), Proposition
8.1 follows via a density argument from the following time integrated version:
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LEMMA 8.2 LetJ ×I ⊂ (0, ∞)×R be an open rectangle such that{h > 0} in its closure,v0 > 0,
c ∈ I , andb(t, c) defined by (7.5). Then∫

J×I

{
1

2
(h̃′)2

−
1

2
(h′)2

}
+ v0

∫
J

∫ b(t,c)

c

h(t)v(t) dt >
∫

J×I

π̂w̃ + v0

∫
J

h(c)π̂(c) (8.5)

for all w̃ ∈ L2(J ; H 1(R)) with

h̃ := h + w̃, (8.6)

w̃(t) = 0 outside ofI for a.e.t ∈ J, (8.7)∫
I

w̃(t) = −v0h(t, c) for a.e.t ∈ J. (8.8)

Proof. The basic ingredients are (7.8),∫
J

∫
G∗

ε (t,c)

vε(t) dt >
∫

J

∫ y+
ε (t,c)

y−
ε (t,c)

πε(t, c, y) dy dt, (8.9)

and (7.1),∫
Uδ,ε∩(J×I )

1

ε2
(
√

1 + (εh̃′
ε)

2
− 1) −

∫
Uδ,ε∩(J×I )

1

ε2
(
√

1 + (εh′
ε)

2 − 1)

>
∫

Gε∩(J×I )

−ε2wεw̃ε +

∫
J×I×{0}

πεw̃ε, (8.10)

which holds for test functions satisfying

h̃ε = hε + w̃ε, (8.11)

w̃ε(t) = 0 outside ofI for a.e.t ∈ J, (8.12)

w̃′
ε(t) = 0 outside ofUδ,ε(t) for a.e.t ∈ J. (8.13)

If we multiply (8.9) by a non-negative constantv0 and sum it with (8.10), we get∫
Uδ,ε∩(J×I )

1

ε2
(
√

1 + (εh̃′
ε)

2
− 1) −

∫
Uδ,ε∩(J×I )

1

ε2
(
√

1 + (εh′
ε)

2 − 1) + v0

∫
J

∫
G∗

ε (t,c)

vε(t) dt

>
∫

Gε∩(J×I )

−ε2wεw̃ε +

∫
J×I×{0}

πεw̃ε + v0

∫
J

∫ y+
ε (t,c)

y−
ε (t,c)

πε(t, c, y) dy dt. (8.14)

We now introduce theε-counterpart of the “neutrality” condition (8.8) for̃wε :∫
I

w̃ε(t) = −v0(y
+
ε (t, c) − y−

ε (t, c)) =: −λε(t) for a.e.t ∈ J. (8.15)

In view of (7.9) and the definitions (6.5), (6.6) ofGε , π̂ε , we have

πε(t, c, y) = π̂ε(t, c, y) + −

∫
I×(0,h0)

πε(t) for a.e.t ∈ J, y ∈ (y−
ε (t, c), y+

ε (t, c)),
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whence

v0

∫
J

∫ y+
ε (t,c)

y−
ε (t,c)

πε(t, c, y) dy dt +

∫
J×I×{0}

πεw̃ε

= v0

∫
J

∫ y+
ε (t,c)

y−
ε (t,c)

π̂ε(t, c, y) dy dt + v0

∫
J

∫ y+
ε (t,c)

y−
ε (t,c)

−

∫
I×(0,h0)

πε +

∫
J×I×{0}

πεw̃ε

(8.15)
= v0

∫
J

∫ y+
ε (t,c)

y−
ε (t,c)

π̂ε(t, c, y) dy dt +

∫
J×I×{0}

π̂εw̃ε . (8.16)

Substituting (8.16) into (8.14) we conclude that the inequality∫
Uδ,ε∩(J×I )

1

ε2
(
√

1 + (εh̃′
ε)

2
− 1) −

∫
Uδ,ε∩(J×I )

1

ε2
(
√

1 + (εh′
ε)

2 − 1) + v0

∫
J

∫
G∗

ε (t,c)

vε(t) dt

>
∫

Gε∩(J×I )

−ε2wεw̃ε +

∫
J×I×{0}

π̂εw̃ε + v0

∫
J

∫ y+
ε (t,c)

y−
ε (t,c)

π̂ε(t, c, y) dy dt (8.17)

holds for anyv0 > 0 and any functionw̃ε ∈ L2(J ; H 1(R)) such that (8.11), (8.12), (8.13) and
(8.15) are satisfied.

From this, we hope to recover (8.5) in the limitε ↓ 0, δ ↓ 0 (in this order). More precisely, we
think of h̃ε andw̃ε as approximations tõh andw̃ ∈ L2(J ; H 1(R)), and will now infer which type
of convergence is required. Then we will construct these approximations in such a way that (8.11),
(8.12), (8.13) and (8.15) are satisfied. Let us first treat the terms on the left hand side of (8.17). We
recall the result stated in (5.3), (5.6), (6.7) and (7.6):

hε
ε↓0
→ h uniformly in [0, T ] × R for all T < ∞, (8.18){
h′

ε in Uδ,ε ∩ (J × I )

0 elsewhere

}
ε↓0
⇀ h′ in L2(J × I ), (8.19)

vε

ε↓0
⇀ v in L2((0, ∞) × R × (0, ∞)), (8.20)

lim
ε↓0
L2(G∗

ε (t, c) 4 G(c)
ε (t)) = 0 ∀t ∈ J. (8.21)

For the last term on the left hand side of (8.17) we have, using Hölder’s inequality,∣∣∣∣∣
∫

J

∫
G∗

ε (t,c)

vε(t) dt −

∫
J

∫
G

(c)
ε (t)

vε(t) dt

∣∣∣∣∣ 6

(∫
J

L2(G∗
ε (t, c) 4 G(c)

ε (t)) dt

)1/2(∫
Gε

|vε |
2
)1/2

.

According to (8.20), (8.21) and by dominated convergence (int), the right hand side converges to
zero forε ↓ 0, and on the other hand by (8.18), (8.20),∫

J

∫
G

(c)
ε (t)

vε(t) dt
ε↓0
−→

∫
J

∫ b(t,c)

c

h(t)v(t) dt.

Therefore ∫
J

∫
G∗

ε (t,c)

vε(t) dt
ε↓0
−→

∫
J

∫ b(t,c)

c

h(t)v(t) dt.
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For the middle term on the left hand side of (8.17) we observe that

1

ε2
(
√

1 + (εz)2 − 1) > cδ

1

2
z2 for |εz| 6 δ

where

cδ =
2

δ2
(
√

1 + δ2 − 1)
δ↓0
−→ 1,

so that, recalling the definition (4.19) ofUδ,ε ,∫
Uδ,ε∩(J×I )

1

ε2
(
√

1 + (εh′
ε)

2
− 1) > cδ

∫
Uδ,ε∩(J×I )

1

2
(h′

ε)
2.

Since, as is well-known, (8.19) implies∫
J×I

1

2
(h′)2 6 lim inf

ε↓0

∫
Uδ,ε∩(J×I )

1

2
(h′

ε)
2,

we obtain for the middle term on the left hand side of (8.17)∫
J×I

1

2
(h′)2 6 lim inf

δ↓0
lim inf

ε↓0

∫
Uδ,ε∩(J×I )

1

ε2
(
√

1 + (εh′
ε)

2 − 1).

For the first term on the left hand side of (8.17) we observe that

1

ε2
(
√

1 + (εz)2 − 1)
ε↓0
−→

1

2
z2, 0 6

1

ε2
(
√

1 + (εz)2 − 1) 6
1

2
z2.

Assume that̃hε is an approximation tõh such that{
h̃′

ε in Uδ,ε ∩ (J × I )

0 elsewhere

}
ε↓0
−→ h̃′ in L2(J × I ). (8.22)

Then, by dominated convergence, for the first term on the left hand side of (8.17) we obtain∫
J×I

1

2
(h̃′)2

= lim
ε↓0

∫
Uδ,ε∩(J×I )

1

ε2
(
√

1 + (εh̃′
ε)

2
− 1).

Now consider the terms on the right hand side of (8.17). We recall, as stated in Proposition 6.1(iii),
(iv), and in (7.7), that

π̂ε(·, ·, 0)
ε↓0
⇀ π̂ in L2(J × I ), (8.23)

π̂ε(·, c, ·) ⇀ π̂(t, c)χ(0,h(t,c))(y) in Lp(J × (0, ∞)) for a.e.c ∈ I, (8.24)

lim
ε↓0

(y−
ε (t, c), y+

ε (t, c)) = (0, h(t, c)) uniformly for t ∈ J, (8.25)

with p ∈ [1, 2). Let us assume that

w̃ε
ε↓0
−→ w̃ in L2((0, ∞) × R). (8.26)
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Sincew̃ε(t) = 0 outside ofI for a.e.t ∈ J , (8.23) and (8.26) yield∫
J×I×{0}

π̂w̃ = lim
ε↓0

∫
J×I×{0}

π̂εw̃ε .

As a consequence of (5.2),

εwε is bounded inL2((0, ∞) × R × (0, ∞)).

Hence (8.26) is also sufficient to ensure that the first term on the right hand side of (8.17) vanishes
in the limit:

lim
ε↓0

ε

∫
Gε∩{t∈J }

(εwε)w̃ε = 0.

For the last term on the right hand side of (8.17), we just need to apply (8.24) and (8.25):

lim
ε↓0

∫
J

∫ y+
ε (t,c)

y−
ε (t,c)

π̂ε(t, c, y) dy dt =

∫
J

h(t, c)π̂(t, c) dt for a.e.c ∈ I.

Combining the limits above, we see that the desired inequality (8.5) holds for almost everyc ∈ I

and for anyh̃ andw̃ satisfying (8.6)–(8.8), provided there existh̃ε andw̃ε satisfying (8.11)–(8.13)
and (8.15) for almost everyt ∈ J , which converge tõh andw̃ in the sense of (8.22) and (8.26). Since
Remark 6.3 guarantees thatπ̂ is continuous for almost everyt , in fact (8.5) holds for allc ∈ I , and
the last task is to construct these approximationsh̃ε , w̃ε . SetingI = (a, b), we first let

w̌ε(t, x) =


∫

(a,x)∩Uδ,ε(t)

(h̃′(t, ξ) − h′
ε(t, ξ) + µε(t)) dy for a < x < b,

0 for x 6 a or x > b,

whereµε(t) is to ensure thaťwε(t, b) = 0. We can also writěwε as

w̌ε(t, x) = (h̃(t, x) − hε(t, x)) − (h̃(t, a) − hε(t, a))

+L1((a, x) ∩ Uδ,ε(t))µε(t) −

∫
(a,x)−Uδ,ε(t)

d(h̃ − hε)(t). (8.27)

From this we see thatµε is given by

L1((a, b) ∩ Uδ,ε(t))µε(t)

= (h̃(t, a) − hε(t, a)) − (h̃(t, b) − hε(t, b)) +

∫
(a,b)−Uδ,ε(t)

d(h̃ − hε)(t).

Since, as established in (5.3), (4.4) and (4.5),

hε
ε↓0
−→ h locally uniformly in [0, ∞) × R,

L1(R − Uδ,ε(t))
ε↓0
−→ 0 uniformly in t ∈ [0, ∞),∫

R−Uδ,ε(t)

|dhε(t)|
ε↓0
−→ 0 uniformly in t ∈ [0, ∞),

(8.28)
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we obtain

µε(t)
ε↓0
−→

1

b − a
[(h̃(t, a) − h(t, a)) − (h̃(t, b) − h(t, b))] = 0 (8.29)

locally uniformly in t ∈ [0, ∞). From (8.27)–(8.29), we infer

w̌ε(t, x)
ε↓0
−→ (h̃(t, x) − h(t, x)) − (h̃(t, a) − h(t, a)) = w̃(t, x) (8.30)

uniformly in (t, x) ∈ J × I . We also observe for further reference thatw̌′
ε is uniformly bounded in

L2(J × I ): ∫
J×I

(w̌′
ε)

2 6
∫

J×I

(h̃′)2
+

∫
J

∫
I∩Uδ,ε(t)

(h′
ε)

2
+ L1(I )

∫
J

(µε(t))
2 6 C. (8.31)

In order to guarantee exact neutrality we need to introduce weightsAε(t), Bε(t) so thatAε(t)

∫
I

[w̌ε(t)]+ − Bε(t)
∫
I
[w̌ε(t)]− = −λε(t),

Aε(t) + Bε(t) = 2.

(8.32)

Observing that, due to (8.25),

λε(t) = v0(y
+
ε (t, c) − y−

ε (t, c))
ε↓0
−→ v0h(t, c) = −

∫
I

w̃,

in view of (8.30) we have

Aε(t), Bε(t)
ε↓0
−→ 1 uniformly inJ. (8.33)

Our Ansatz is
w̃ε(t, x) := Aε(t)[w̌ε(t, x)]+ − Bε(t)[w̌ε(t, x)]−. (8.34)

By (8.32), eachw̃ε is neutral, i.e. satisfies (8.15). In addition, by constructionw̃′
ε ∈ L2((0, ∞)×R)

and
w̃′

ε(t) = 0 a.e. outsideUδ,ε(t),

w̃ε(t) = 0 outsideI,

for almost everyt ∈ J . Finally, in view of (8.30) and (8.33) we obtain

w̃ε(t, x)
ε↓0
−→ w̃(t, x) uniformly in (t, x) ∈ J × I,

and thereforẽwε satisfy all the desired properties.
We are poised to definẽhε via

h̃ε := hε + w̃ε .

By (8.27) and (8.34)

h̃ε(t, x) = h̃(t, x) − (h̃(t, a) − hε(t, a))

+L1((a, x) ∩ Uδ,ε(t))µε(t) −

∫
(a,x)−Uδ,ε(t)

d(h̃ − hε)(t)

+ (Aε(t) − 1)[w̌ε(t, x)]+ − (Bε(t) − 1)[w̌ε(t, x)]−.
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From this representation and (8.31) we inferh̃′
ε ∈ L2(Uδ,ε) and

h̃′
ε = h̃′

+ µε + [(Aε − 1)χ{w̌ε>0} − (Bε − 1)χ{w̌ε<0}]w̌
′
ε a.e. inUδ,ε .

Hence, by (8.29), (8.31) and (8.33) we obtain as desired{
h̃′

ε in Uδ,ε

0 elsewhere

}
ε↓0
−→ h̃′ in L2(J × I ),

and the proof is complete. 2

9. Recovering the equation

Proposition 8.1 withv0 = 0 is already sufficient to make the identificationv = h′′′ on the positivity
set. Indeed, we have the following:

PROPOSITION9.1 For almost everyt > 0 and for every connected component(a, b) of
{h(t) > 0}, we have

v(t) = h′′′(t) in L2
loc((a, b)). (9.1)

In addition ∫
R

h(t)h′′′(t)ṽ =

∫
R

{
3

2
(h′(t))2ṽ′

+ h(t)h′(t)ṽ′′

}
(9.2)

for all ṽ ∈ H 2
c ((a, b)) .

REMARK 9.2 The identification in (9.1), together with (6.9) and (6.10), establishes part (ii) in
Definition 1, and already implies thath solves the thin-film equation in the weak sense of (2.3):∫

∞

0

∫
hζt +

∫
∞

0

∫
{h(t)>0}

hh′′′ζ ′
= 0 for all ζ ∈ C∞

c (R+
× R). (9.3)

Proof. Identity (9.2) follows immediately from (9.1) after two integrations by parts. To prove (9.1),
we fix a timet > 0 such that, in view of (5.5), (6.9) and (6.11),∫

R
(h′(t))2 < ∞, −π̂ ′(t) = v(t) in L2

loc((a, b)). (9.4)

For anyṽ ∈ C∞
c ((a, b)) and anyτ > 0, we letw̃ = τ ṽ′ as test function in (8.1):

1

2τ

∫ b

a

[(h′(t) + τ ṽ′′)2
− (h′(t))2] >

∫ b

a

π̂ ṽ′ (9.4)
=

∫ b

a

vṽ.

Sendingτ to zero yields ∫ b

a

h′(t)ṽ′′ >
∫ b

a

vṽ.

Exchangingṽ with −ṽ we see that equality holds, and the proof is complete. 2
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10. Post-processing I: Regularity and zero contact-angle

In this section we recover the free boundary condition:

h(t) is continuously differentiable on{h(t) > 0} with

h′(t) = 0 at∂{h(t) > 0} for a.e.t ∈ (0, ∞).

PROPOSITION10.1 For almost everyt > 0 and for every connected component(a, b) of
{h(t) > 0}, we have

sup
x 6=y∈(a,b)

|h′(t, x) − h′(t, y)|

|x − y|2/3
6 C

∫ b

a

|h′′(t)|3 6 C

∫ b

a

h(t)(h′′′(t))2 < ∞ (10.1)

with C a universal constant, andh(t, ·) is continuously differentiable on [a, b] with

h′(t, ·) = 0 at{a, b}. (10.2)

REMARK 10.2 The combination of (10.1) and (10.2) immediately gives the regularity property
hxx ∈ L3((0, ∞) × R) stated in Definition 1(iii).

By reasons of symmetry, we only consider the right end-pointb. The proof is split into three lemmas.
First we show that test functions̃v which do not vanish atb are in fact admissible in (9.2), provided
they correspond to a “stretching” of the film:

LEMMA 10.3 For almost everyt > 0 and for every connected component(a, b) of {h(t) > 0}, we
have ∫ b

c0

{
3

2
(h′(t))2ṽ′

+ h(t)h′(t)ṽ′′

}
6
∫ b

c0

h(t)h′′′(t)ṽ

for anyc0 ∈ (a, b) such that

h′(t, c0) = 0 (10.3)

and everyṽ ∈ H 2(R) such that
supp(ṽ) ⊂ (c0, ∞),

supp(ṽ′) ⊂ (c0, b),

ṽ(b) > 0.

 (10.4)

This, by a suitable choice of̃v, allows us to infer the zero contact-angle condition in the following
weak sense:

LEMMA 10.4 For almost everyt > 0 and for every connected component(a, b) of {h(t) > 0},
there exists a sequencebn ↑ b such that

lim
n→∞

h′(t, bn) = 0.

Such weak notion is however sufficient to infer the aforementioned regularity properties for the
solution. This is a consequence of the following extension of Bernis’ estimates [4]:
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LEMMA 10.5 Let−∞ 6 a < b 6 ∞. There exists a universal constantC0 such that∫ b

a

|h′′
|
3 dx 6 C0

∫ b

a

h(h′′′)2 dx, (10.5)∫ b

a

h−3(h′)6 dx 6 C0

∫ b

a

h(h′′′)2 dx (10.6)

for any functionh satisfying:

(A) h ∈ H 3
loc((a, b)) ∩ C([a, b]), h > 0 in (a, b), h′

∈ L2((a, b));
(B) there exist sequencesam ↓ a, bm ↑ b such thath′(an) → 0, h′(bn) → 0;
(C)

∫ b

a
h(h′′′)2 dx < ∞.

This result is stated and proved in [12] for more general non-linearities (the additional assumption
h ∈ C3((a, b)) in that statement is harmless). Bernis’s estimates imply (10.1) at once (the first
inequality is in fact a standard embedding), and combining (10.1) with Lemma 10.4 one obtains the
strong form of zero contact-angle condition stated in Proposition 10.1.

The rest of the section is concerned with the proof of Lemmas 10.3 and 10.4, during which we
shall consider a fixedt > 0 such that (8.1) holds and, in view of (5.5), (6.9), (6.11) and (9.1),∫ b

a

(h′(t))2 < ∞,

∫ b

a

h(t)(h′′′(t))2 < ∞, −π̂ ′(t) = h′′′(t) in L2
loc((a, b)), (10.7)

omitting thet variable for notational convenience.

Proof of Lemma 10.3. According to (10.4), the function

v(x) := ṽ(b) − ṽ(x)

is such that

supp(v) ⊂ (−∞, b), (10.8)

supp(v′) ⊂ (c0, b), (10.9)

v(c0) = ṽ(b) > 0. (10.10)

For τ > 0 we define

w̃τ (x) :=

{
0, x 6 c0,

τ (h(x)v(x))′, x > c0,
h̃τ := h + w̃τ .

We wish to choosẽhτ , w̃τ as test functions in (8.1). We havẽwτ ∈ H 1((c0, ∞)) since, by (10.8),
resp. (9.1), supp(w̃τ ) ⊂ [c0, b) andh ∈ H 3

loc((a, b)). In addition, in view of (10.3) and (10.9),

lim
x→c+

0

w̃τ (x) = τh′(c0)v(c0) + τh(c0)v
′(c0) = 0.

Therefore
w̃τ ∈ H 1(R), supp(w̃τ ) ⊂ [c0, b) ⊂ (a, b). (10.11)
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The “neutrality” condition (8.4) is guaranteed by an appropriate choice of the constantv0 = v0τ :∫
R

w̃τ = −τh(c0)v(c0) = −v0τh(c0), (10.12)

where

v0τ := τv(c0)
(10.10)

= τ ṽ(b). (10.13)

In view of (10.11) and (10.12),̃hτ andw̃τ are admissible tests in (8.1) withv0 = v0τ andI such
that supp(w̃τ ) ⊂ I ⊂ (a, b), c0 ∈ I . Dividing the inequality byτ and integrating by parts yields

1

2τ

∫ b

c0

{(h̃′
τ )

2
− (h′)2

} > −
v0τ

τ

∫ b

c0

hv +

∫ b

c0

π̂(hv)′ +
v0τ

τ
h(c0)π̂(c0)

(10.13)
= −

∫ b

c0

hvṽ(b) + [π̂hv]bc0
−

∫ b

c0

hπ̂ ′v + v(c0)h(c0)π̂(c0)

(10.7)
=

∫ b

c0

hh′′′ (v − ṽ(b)) = −

∫ b

c0

hh′′′ṽ.

Passing to the limit with respect toτ gives∫ b

c0

h′(hv)′′ > −

∫ b

c0

hh′′′ṽ.

An integration by parts on the left hand side yields∫ b

c0

h′(hv)′′ =

∫ b

c0

{[
1

2
(h′)2

]′

v + 2(h′)2v′
+ hh′v′′

}
= −

∫ b

c0

{
3

2
(h′)2ṽ′

+ hh′ṽ′′

}
,

and the proof is complete. �

Proof of Lemma 10.4. For fixedx ∈ (c0, b), we choose in Lemma 10.3 a test functionṽ such that

supp(ṽ) ⊂ (c0, ∞), supp(ṽ′) ⊂ (c0, x), ṽ(ξ) ≡ 1 for ξ > x. (10.14)

Integrating by parts (all integrations are admissible sinceh ∈ H 3
loc((a, b))), with this choice we

obtain ∫ b

c0

hh′′′ṽ >
∫ x

c0

{
3

2
(h′)2ṽ′

+ hh′ṽ′′

}
=

3

2
(h′(x))2

−

∫ x

c0

{3h′h′′ṽ + (h′)2ṽ′
+ hh′′ṽ′

}

=
1

2
(h′(x))2

− h(x)h′′(x) +

∫ x

c0

hh′′′ṽ
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and therefore, by (10.14) and (10.7),

1

2
(h′(x))2 6 h(x)h′′(x) +

∫ b

x

hh′′′
= h(x)h′′(x) + o|b−x|(1) ∀x ∈ (c0, b). (10.15)

We now reason by contradiction and assume that there exist positiveδ̃ andC with

(h′)2 > C2 > 0 on [b − δ̃, b). (10.16)

Then (10.15) yields the differential inequality

h′′(x) >
C2

2h(x)
−

o|b−x|(1)

h(x)
>

C2

4h(x)
for all x ∈ [b − δ, b) (10.17)

for δ 6 δ̃ sufficiently small. Because ofh(b) = 0, (10.16) in particular impliesh′ < 0 on [b − δ, b).
Multiplying (10.17) withh′, we obtain

[(h′)2]′ 6
C2

2
(ln h)′ on [b − δ, b).

We integrate this inequality over(b − δ, x) for somex ∈ (b − δ, b) and obtain

−(h′(b − δ))2 6
C2

2
(ln h(x) − ln h(b − δ)).

From this inequality, forx → b we obtain a contradiction toh(b) = 0. Thus (10.16) is false and the
proof is complete. �

11. Post-processing II: The “Neumann-type” formulation

The aim of this last section is to complete the proof of Theorem 2, recovering the “Neumann-
type” formulation (2.2) for the thin-film evolution which encompasses both the PDE and the free-
boundary condition. Namely, we have the following:

PROPOSITION11.1 For almost everyt > 0 and every connected component(a, b) of {h(t) > 0},
we have ∫ b

a

{
3

2
(h′(t))2ṽ′

+ h(t)h′(t)ṽ′′

}
=

∫ b

a

h(t)h′′′(t)ṽ (11.1)

for all v ∈ H 2
c (R).

REMARK 11.2 Combining (11.1) with (9.3) we immediately obtain Definition 1(iv), and the proof
of Theorem 2 is complete.

Proof. We neglect time dependence, and work for a fixedt such that for every connected component
(a, b) of {h > 0} (cf. Proposition 10.1)

h′(a) = h′(b) = 0,

∫
R
(h′)2 < ∞ (11.2)
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and

sup
x 6=y∈(a,b)

|h′(x) − h′(y)|

|x − y|2/3
6 C

∫ b

a

|h′′
|
3 6 C

∫ b

a

h(h′′′)2 < ∞. (11.3)

Given ṽ ∈ H 2
c (R), we let

ṽδ = ṽϕδ,

whereϕδ is such that
supp(ϕδ) = [a + δ, b − δ],

ϕδ ≡ 1 in (a + 2δ, b − 2δ),

|ϕ
(j)
δ | 6 C0δ

−j , j = 1, 2.

The functionsṽδ are admissible tests in (9.2):∫
R

{
3

2
(h′)2ṽ′

δ + hh′ṽ′′
δ

}
=

∫
R

hh′′′ṽδ. (11.4)

We wish to recover (11.1) by passing to the limit asδ ↓ 0 in (11.4). The right hand side is trivially
convergent. For the first term on the left hand side we write∫

R
(h′)2ṽ′

δ =

∫
R
(h′)2ṽ′

+

∫
R
(h′)2ṽ′(ϕδ − 1) +

∫
R
(h′)2ṽϕ′

δ.

It follows from (11.2) and (11.3) that there existsC < ∞ such that

sup
x∈supp(ϕδ)

|h′(x)| 6 sup
x∈(a,a+2δ)∪(b−2δ,b)

|h′(x)| 6 Cδ2/3, (11.5)

sup
x∈supp(ϕδ)

|h(x)| 6 sup
x∈(a,a+2δ)∪(b−2δ,b)

|h(x)| 6 Cδ5/3. (11.6)

Thus we obtain at once ∣∣∣∣∫R
(h′)2ṽ′(ϕδ − 1)

∣∣∣∣ 6 δ4/3
∫ b

a

|ṽ′
|

δ↓0
−→ 0,∫

R
(h′)2

|ṽϕ′
δ| 6 δ1/3

∫ b

a

|ṽ|
δ↓0
−→ 0.

For the second term on the left hand side we write∫
R

hh′ṽ′′
δ =

∫
R

hh′ṽ′′
+

∫
R

hh′ṽ′′(ϕδ − 1) + 2
∫

R
hh′ṽ′ϕ′

δ +

∫
R

hh′ṽϕ′′
δ .

By (11.5) and (11.6), ∣∣∣∣∫R
hh′ṽ′′(ϕδ − 1)

∣∣∣∣ 6 Cδ7/3
∫ b

a

|ṽ′′
|

δ↓0
−→ 0,∫

R
|hh′ṽ′ϕ′

δ| 6 Cδ4/3
∫ b

a

|ṽ′
|

δ↓0
−→ 0,∫

R
|hh′ṽϕ′′

δ | 6 Cδ1/3
∫ b

a

|ṽ|
δ↓0
−→ 0,

and the proof is complete. 2
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