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A filtration problem through a heterogeneous porous medium
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The flow of a fluid through a heterogeneous porous medium is studied, assuming it is governed
by a nonlinear Darcy law and Dirichlet boundary conditions. Under a general condition on the
permeability we prove that the free boundary is locally a continuous curve in some local coordinates.
We also prove the uniqueness of the reservoirs-connected solution.

Introduction

The dam problem has attracted the attention of many researchers over the last thirty years. However
there still exist a number of unsolved questions related to this challenging problem, including the
regularity of the free boundary and the uniqueness of the solution for flows in general heterogeneous
porous media.

To begin with we would like to say a few words about the history of the problem; for brevity,
we restrict ourselves to the steady state case with Dirichlet boundary conditions on the bottoms of
the reservoirs.

First Baiocchi solved in [6] (see also [7] and [31]) the case of rectangular dams by using
variational inequalities. For dams with general geometry a new approach was introduced by H. W.
Alt in [3] for the heterogeneous case and by H. Brezis, D. Kinderlehrer, and G. Stampacchia in [12]
for the homogeneous case. The two formulations are equivalent to

(P1)


Find (p, χ) ∈ H 1(Ω) × L∞(Ω) such that:
(i) p > 0, 0 6 χ 6 1, p(1 − χ) = 0 a.e. inΩ,

(ii) p = ϕ onS2 ∪ S3,

(iii )
∫
Ω

a(X)(∇p + χe) · ∇ξ dX 6 0, e = (0, 1),

for all ξ ∈ H 1(Ω) with ξ = 0 onS3 andξ > 0 onS2,

wherep is the fluid pressure,χ a function characterizing the wet part of the dam,a(X) = (aij (X))

is the permeability matrix of the medium andX = (x, y). The existence of a solution(p, χ)

was proved. Concerning the regularity of the free boundary, H. W. Alt proved in [4] that in the
homogeneous case it is an analytic curvey = Φ(x). Uniqueness of the so-calledS3-connected
solution was proved by J. Carrillo and M. Chipot in [14] and also by H.W. Alt and G. Gilardi in [5].

In [15], J. Carrillo and A. Lyaghfouri considered this problem, assuming the flow governed by
the following nonlinear Darcy law (see [22]):

|v|
m−1v = −∇(p + y), m > 0.
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They formulated the problem in terms of the hydrostatic headu = p+y and were led to an extension
of (P1) corresponding to the general problem(P) given in the next section, withA(X, ξ) = |ξ |

q−2ξ

andq = 1 + 1/m. Despite the nonlinearity, the authors showed that this problem is well posed and
proved the existence of a solution, the continuity of the free boundaryy = Φ(x) and the uniqueness
of the S3-connected solution in the casen = 2. For n > max(2, q), they proved existence and
uniqueness of a minimal solution.

The case of a general heterogeneous dam of general geometry was formulated first in [3] by
H. W. Alt who proved the existence of a solution and local Lipschitz continuity of the pressure.
Moreover he gave a counterexample showing thatχ may not be the characteristic function of the
wet set [p > 0]. He also proved that

div(a12, a22) > 0 inD′(Ω) ⇒ ∇χ · a(X)(e) 6 0 inD′(Ω).

In [21] and [32], the authors showed that ifa(X) = k(x, y)I2 with ∂k/∂y > 0 inD′(Ω), then
the free boundary is a continuous curvey = Φ(x) and theS3-connected solution is unique. These
results were generalized by the second author in [27] to the case where

a(X) =

(
a11(X) 0
a21(X) a22(X)

)
and

∂a22

∂y
> 0 inD′(Ω).

From the description of the heterogeneous case, the following natural question arises: Can we
always describe the free boundary globally or at least locally as the graph of a continuous function,
that is, is it necessarily of the formy = Φ(x) or x = Ψ (y)?

It is our purpose in this paper to address this issue in the more general case where the flow is
governed by the nonlinear law

v = −A(X, ∇(p + y)).

Then by using a similar formulation to [15], i.e.u = p + y andg = 1 − χ , and by assuming that

div(A(X, e)) > 0 inD′(Ω) and A(X, e) ∈ C1(Ω),

we give a positive answer to the above question.
The main new idea is the following: we remark that under the above assumption, the functiong

is nondecreasing along the orbits of the ordinary differential equation

X′(t) = A(X(t), e),

which generalizes the fact thatχ is nonincreasing with respect to the second variabley whena12 =

0 anda22 is nondecreasing with respect toy (see [27]). It follows that if the pressure is positive at
some pointX0 = X(t0) of the porous medium, whereX(·) is the orbit containingX0, then

p(X(t)) > 0 ∀t 6 t0.

This important property is then exploited to prove that the free boundary is represented locally
by continuous graphs. This is done essentially by introducing twoC1-diffeomorphisms related to
the above ordinary differential equation. As a consequence we deduce thatg is the characteristic
function of the dry part [p = 0]. This helps to show the uniqueness of theS3-connected solution
which we prefer here to call the reservoirs-connected solution.
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We would like to point out that in all previous studies, the dams considered are enclosed between
two curvesy = s−(x) and y = s+(x) which represent respectively the bottom and top of the
dam. This implicitly assumes that the dam is vertically convex. In this study we do not assume
this constraint and allow a wide variety of geometrical forms for our dam. We recall that for the
existence of a solution it is only required thatΩ is locally Lipschitz. However for the study of the
free boundary we will assume thatΩ is locally of classC1. Finally we have chosen to introduce
various hypotheses gradually into the text as the need arises.

The paper is organized as follows: in Section 1, we give the weak formulation of the problem
and some of its properties. In Section 2, we prove a monotonicity property for the functiong. In
Section 3, we define a family(Φh)h of functions representing locally the free boundary and prove
they are lower semicontinuous. In Section 4, we prove some useful lemmas. In Section 5, we prove
the continuity of the functionsΦh. Finally in Section 6, we prove the uniqueness of the reservoirs-
connected solution.

1. Formulation of the problem

A porous medium that we denote byΩ is supplied by several reservoirs of a fluid which infiltrates
throughΩ. We assume thatΩ is a bounded locally Lipschitz domain ofR2 with boundary∂Ω =

S1 ∪ S2 ∪ S3, whereS1 is the impervious part,S2 is the part in contact with air andS3 =
⋃N

i=1 S3,i

with S3,i (i = 1, . . . , N) the part in contact with the bottom of theith reservoir. We assume that the
flow in Ω has reached a steady state and we look for the fluid pressurep and the saturated regionS
of the porous medium. The boundary∂S of S is divided into four parts (see Figure 1):

• Γ1 ⊂ S1: the impervious part,
• Γ2 ⊂ Ω: the free boundary,
• Γ3 ⊂ S3: the part covered by fluid,
• Γ4 ⊂ S2: the part where the fluid flows outsideΩ.

Ω

S2HHj
�

Γ2
AAU

.........................................................................................................................................................................

S3,1
���

............................................................................S3,2 -
Γ4�

S1 -

FIG. 1

The flow is governed by the following nonlinear Darcy law:

v = −A(X, ∇(p + y)) = −A(X, ∇u), (1.1)
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wherev is the fluid velocity,u = p + y is the hydrostatic head andA : Ω ×R2
→ R2 is a mapping

that satisfies the following assumptions for some constantsq > 1 and 0< λ 6 M < ∞:

(i) X 7→ A(X, ξ) is measurable for allξ ∈ R2,

(ii) ξ 7→ A(X, ξ) is continuous for a.e.X ∈ Ω,

(iii ) for all ξ ∈ R2 and for a.e.X ∈ Ω,

A(X, ξ) · ξ > λ|ξ |
q and |A(X, ξ)| 6 M|ξ |

q−1,

(iv) for all ξ, ζ ∈ R2 and for a.e.X ∈ Ω,

(A(X, ξ) −A(X, ζ )) · (ξ − ζ ) > 0.

(1.2)

Moreover we have the following boundary conditions:{
p = 0 onS2, p = ϕ onS3, v · ν = 0 onΓ1,

p = 0 andv · ν = 0 onΓ2, v · ν > 0 onΓ4,
(1.3)

whereϕ is a nonnegative Lipschitz continuous function which represents the fluid pressure at the
bottoms of the reservoirs. For convenience we assume thatS3 is open relatively to∂Ω.

Assuming the flow to be incompressible and taking into account (1.1) and (1.3), we are led (see
[15]) to the following problem:

(P)


Find (u, g) ∈ W1,q(Ω) × L∞(Ω) such that:

(i) u > y, 0 6 g 6 1, g(u − y) = 0 a.e. inΩ,

(ii) u = ϕ + y onS2 ∪ S3,

(iii )
∫
Ω

(A(X, ∇u) − gA(X, e)) · ∇ξdX 6 0
for all ξ ∈ W1,q(Ω) with ξ = 0 onS3 andξ > 0 onS2.

For the existence of a solution of (P) under the assumptions (1.2), we refer the reader to [29] where
an existence result is given for more general boundary conditions. The reader can also adapt the
proof in [15] obtained for the caseA(X, ξ) = |ξ |

q−2ξ .
Arguing as in [17] or [27], we obtain

PROPOSITION1.1 For each solution(u, g) of (P), we have

div(A(X, ∇u) − gA(X, e)) = 0 inD′(Ω). (1.4)

Moreover if div(A(X, e)) > 0 inD′(Ω), we obtain

div(A(X, ∇u)) = div(gA(X, e)) > 0 inD′(Ω). (1.5)

2. A monotonicity property of g

From now on, we shall assume that

A(·, e) = (a1(·), a2(·)) ∈ C1(Ω), (2.1)

div(A(X, e)) > 0 in C0(Ω), (2.2)
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Γ = ∂Ω is of classC1, (2.3)

A(X, e) · ν 6= 0 ∀X ∈ ∂Ω. (2.4)

Then we consider the following differential system:

(E(ω, h))

{
X′(t, ω, h) = A(X(t, ω, h), e)

X(0, ω, h) = (ω, h)

whereh ∈ πy(Ω) andω ∈ πx(Ω ∩ [y = h]) and whereπx andπy are respectively the orthogonal
projections on thex andy axes.

By the classical theory of ordinary differential equations there exists a unique maximal solution
X(·, ω, h) of E(ω, h) which is defined on [α−(ω, h), α+(ω, h)] with X(α−(ω, h), ω, h) ∈ ∂Ω ∩

[y < h], X(α+(ω, h), ω, h) ∈ ∂Ω ∩ [y > h] (see Figure 2).

........................................................................................................................................................................

X(α−(ω), ω)
6

6

X(α+(ω), ω)
?

............................................................................

y = h

X(0, ω) = (ω, h)AAK

FIG. 2

For simplicity we will denoteX(t, ω, h), α−(ω, h) and α+(ω, h) respectively byX(t, ω),
α−(ω) andα+(ω). We note that (2.4) means that the orbits ofE(ω, h) do not meet∂Ω tangentially.
Moreover under the assumptions (2.1), (2.3) and (2.4), one has

PROPOSITION2.1 α−, α+ ∈ C1(πx(Ω ∩ [y = h])).

Proof. Let h ∈ πy(Ω) andω0 ∈ πx(Ω ∩ [y = h]). By (2.3) there exists aC1 functionσ andη > 0
small enough such that one of the following situations holds:

(i) σ (X1(α−(ω), ω)) = X2(α−(ω), ω) ∀ω ∈ (ω0 − η, ω0 + η),

(ii) σ (X2(α−(ω), ω)) = X1(α−(ω), ω) ∀ω ∈ (ω0 − η, ω0 + η).

Assume for example that (i) holds. This means thatα−(ω) satisfies

F(α−(ω), ω) = 0 ∀ω ∈ (ω0 − η, ω0 + η), with F = σ ◦ X1 − X2.

Taking into account (2.1) there exists an open setΩ∗ containingΩ such thatA(·, e) ∈ C1(Ω∗).
Then for eachω ∈ πx(Ω

∗
∩ [y = h]), there exists a unique maximal solutionX∗(·, ω) of the
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differential systemE(ω, h) defined on [α∗
−(ω), α∗

+(ω)]. Obviously we haveX∗

|(α−(ω),α+(ω)) = X

whenω ∈ πx(Ω ∩ [y = h]).
Let F ∗

= σ ◦ X∗

1 − X∗

2 defined onD∗
= {(t, ω) | ω ∈ (ω0 − η, ω0 + η), t ∈ (α∗

−(ω), α∗
+(ω))}.

We haveF ∗
∈ C1(D∗) sinceX∗

i ∈ C1(D∗) andσ is C1. In additionF ∗ is aC1 extension ofF to
D∗ and by (2.1) we have

∂F ∗

∂t
(t, ω) = σ ′(X∗

1(t, ω)) ·
∂X∗

1

∂t
(t, ω) −

∂X∗

2

∂t
(t, ω)

= σ ′(X∗

1(t, ω)) · a1(X∗(t, ω)) − a2(X∗(t, ω)).

In particular by (2.4) we obtain

∂F ∗

∂t
(α−(ω0), ω0) = σ ′(X1(α−(ω0), ω0)) · a1(X(α−(ω0), ω0)) − a2(X(α−(ω0), ω0)) 6= 0.

Therefore by the implicit function theorem, we deduce that there existsδ ∈ (0, η) and a unique
functionf : (ω0 − δ, ω0 + δ) → R such that

F ∗(t, ω) = 0 ⇔ t = f (ω), f (ω0) = α−(ω0), f ∈ C1(ω0 − δ, ω0 + δ).

AsF ∗(α−(ω), ω) = F(α−(ω), ω) = 0, it follows thatα−(ω) = f (ω) andα− ∈ C1(ω0−δ, ω0+δ).

If (ii) holds, the proof is similar. Thusα− ∈ C1(πx(Ω ∩ [y = h])). In the same way we prove
thatα+ ∈ C1(πx(Ω ∩ [y = h])). 2

DEFINITION 2.1 For eachh ∈ πy(Ω) we define the set

Dh = {(t, ω) | ω ∈ πx(Ω ∩ [y = h]), t ∈ (α−(ω), α+(ω))}

and consider the mappingsTh : Dh → Th(Dh) andSh : Dh → Sh(Dh) defined by

Th(t, ω) = X(t, ω) = (T 1
h , T 2

h )(t, ω), Sh(t, ω) = (ω, Lh(t, ω)) = (ω, τ),

where

Lh(t, ω) =

∫ t

α−(ω)

|A(X(s, ω), e)| ds =

∫ t

α−(ω)

|X′(s, ω)| ds

represents the arc length of the curveX(·, ω) from the pointX(α−(ω), ω) to X(t, ω).

Then we have

PROPOSITION2.2

Ω =

⊔
h∈πy (Ω)

Th(Dh), Th andSh areC1 diffeomorphisms.

Proof. First for each(x, y) ∈ Ω we have(x, y) = X(0, ω) = Th(0, ω) with ω = x andh = y.
Next thanks to (2.1) we haveTh ∈ C1(Dh). By Proposition 2.1,Sh is also inC1(Dh). To see that
they are diffeomorphisms, it suffices to verify that det(J Th) and det(J Sh) do not vanish; here we
denote byJF the Jacobian matrix of the transformationF .
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One can easily check that

detJ Sh = −|A(X(t, ω), e)| < 0,

Yh(t, ω) = det(J Th) = a1(X(t, ω))
∂X2

∂ω
− a2(X(t, ω))

∂X1

∂ω
,

∂Yh

∂t
(t, ω) = Yh(t, ω) · {div(A(·, e))}(X(t, ω)).

Therefore

Yh(t, ω) = Yh(0, ω) exp

( ∫ t

0
{div(A(·, e))}(X(s, ω)) ds

)
. (2.5)

SinceYh(0, ω) = −a2(X(0, ω)) < 0, we getYh(t, ω) < 0 for all t ∈ (α−(ω), α+(ω)) and all
ω ∈ πx(Ω ∩ [y = h]). 2

The following key theorem generalizes the fact thatgy > 0 in D′(Ω) whena1 = 0 anda2 is
nondecreasing with respect toy (see [15], [17], and [27]). It will play a major role for the definition
of the free boundary and the proof of its continuity.

THEOREM 2.1 Let(u, g) be a solution of(P). For eachh ∈ πy(Ω),

∂

∂τ
(g̃ · (−Yh ◦ S−1

h )) > 0 inD′(Sh(Dh)),

whereYh is given by (2.5) and̃g = g ◦ Th ◦ S−1
h .

Proof. Let φ ∈ D(Sh(Dh)), φ > 0. Thenφ ◦ Sh ◦ T −1
h ∈ C1

0(Th(Dh)) and by (1.5) and (2.2), we
have ∫

Th(Dh)

gA(X, e)∇(φ ◦ Sh ◦ T −1
h ) dX 6 0.

Using the change of variablesTh(t, ω) = (x, y) and the fact that

A(X(t, ω), e)(∇(φ ◦ Sh ◦ T −1
h )) ◦ Th · (−Yh(t, ω)) = −Yh(t, ω)

∂

∂t
(φ ◦ Sh)

we get ∫
Dh

g ◦ Th(t, ω) · (−Yh(t, ω)) ·
∂

∂t
(φ ◦ Sh) dt dω 6 0,

which becomes, after using the change of variablesS−1
h ,∫

Sh(Dh)

g ◦ Th ◦ S−1
h (ω, τ) · (−Yh ◦ S−1

h (ω, τ)) ·

(
∂

∂t
(φ ◦ Sh)

)
◦ S−1

h · |det(J S−1
h )| dω dτ 6 0.

Taking into account that(
∂

∂t
(φ ◦ Sh)

)
◦ S−1

h =
∂φ

∂τ
· |A(·, e)| ◦ Th ◦ S−1

h (ω, τ) =
∂φ

∂τ
· |det(J Sh)|,

we obtain ∫
Sh(Dh)

g̃(ω, τ ) · (−Yh ◦ S−1
h (ω, τ)) ·

∂φ

∂τ
dω dτ 6 0. 2
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REMARK 2.1 In order to avoid complicated notations we will writẽf to denote the functionf ◦

Th ◦ S−1
h for any functionf defined onTh(Dh). We will also denote byTh andYh the functions

Th ◦ S−1
h and−Yh ◦ S−1

h respectively.

3. Lower semicontinuity of the free boundary

In what follows we assume that there exist nonnegative constantsκ, σ and positive constants
λ0, λ1 with σ 6 1 andλ1 > λ0 such that for allX, Y ∈ Ω, ζ, ξ ∈ R2,∑

i,j

∂Ai

∂ζj
(X, ζ )ξiξj > λ0(κ + |ζ |

q−2)|ξ |
2, (3.1)

∣∣∣∣∂Ai

∂ζj
(X, ζ )

∣∣∣∣ 6 λ1(κ + |ζ |
q−2), (3.2)

|A(X, ζ ) −A(Y, ζ )| 6 λ1(1 + |ζ |
q−1)(|X − Y |

σ ). (3.3)

REMARK 3.1 (i) If A(X, ζ ) = a(X)ζ with a(X) a bounded 2-by-2 matrix, then (3.1) and (3.2)
are satisfied and (3.3) is not needed. In this caseu ∈ C

0,γ

loc (Ω ∪ S2 ∪ S3) for someγ ∈ (0, 1).
(ii) Assumptions (3.1)–(3.3) are satisfied in the case whereA(X, ζ ) = |ζ |

q−2ζ . Moreover under
these assumptions, we deduce from (1.4) (see [20], [30]) thatu ∈ C

0,γ

loc (Ω ∪S2∪S3) for some
γ ∈ (0, 1). Also by (1.4) and(P)(i) we have div(A(X, u)) = 0 inD′([u > y]). It then follows
by (3.1)–(3.3) (see [19], [25] for example) thatu ∈ C

1,δ
loc ([u > y]) for someδ ∈ (0, 1).

The following strong maximum principle (see [18], [1]) will be needed:

LEMMA 3.1 (Strong maximum principle) Letu1 andu2 be two functions defined on a domainD

of R2 such thatu1, u2 ∈ C1(D), u1 > u2 in D, the set{X ∈ D | ∇u1(X) = ∇u2(X) = 0} is
empty and div(A(X, ∇u1) −A(X, ∇u2)) 6 0. Then either

u1 = u2 in D or u1 > u2 in D.

The theorem below will allow us to define the free boundary∂([u > y])∩Ω locally as a curve.

THEOREM 3.1 Let(u, g) be a solution of(P) andX0 = Th(ω0, τ0) = (x0, y0) ∈ Ω.

(i) If p(X0) = p̃(ω0, τ0) > 0, then there existsε > 0 such that

p̃(ω, τ ) > 0 ∀(ω, τ) ∈ Cε = {(ω, τ) ∈ Sh(Dh) | |ω − ω0| < ε, τ < τ0 + ε},

(ii) If p(X0) = p̃(ω0, τ0) = 0, thenp̃(ω0, τ ) = 0 for all τ > τ0.

Proof. (i) By continuity, there existsε > 0 such that

p̃(ω, τ ) > 0 ∀(ω, τ) ∈ (ω0 − ε, ω0 + ε) × (τ0 − ε, τ0 + ε) = Qε .

Theng̃(ω, τ ) = 0 for a.e.(ω, τ) ∈ Qε . By Theorem 2.1 and sinceYh > 0, g̃ > 0, we get̃g = 0
a.e. inCε , i.e.g = 0 a.e. inTh(Cε) (see Figure 3).

By (1.4) we have div(A(X, ∇u))=div(gA(X, e))=0 inD′(Th(Cε)). Since div(A(X, ∇y))>0
inD′(Ω), ∇y = e 6= 0, u > y in Th(Cε) andu > y in Th(Qε), it follows by Lemma 3.1 thatu > y

in Th(Cε).

(ii) This is a consequence of (i). 2
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FIG. 3

REMARK 3.2 (i) The result of Theorem 3.1 means that if a pointX0 is in the wet region, then
the part of the curveX(·, ω) passing throughX0 at t0 remains in the wet region for allt 6 t0.

(ii) In [17] and [27] we assumed thatA(X, e) = k(X)e, which leads toX′

1(t) = 0 for all t and
the curveX(·, ω) is a vertical segment. Therefore the free boundary is represented by a curve
of the formy = Φ(x).

(iii) We haveu = p + y = ϕ + y > y onS3,i (ϕ > 0 onS3), i = 1, . . . , N , andu ∈ C0(Ω ∪ S3).
Sop > 0 belowS3 in the following sense:

p(X(t, ω)) > 0 ∀t ∈ [α−(ω), α+(ω)] such thatX(α+(ω), ω) ∈ S3.

DEFINITION 3.1 For eachh ∈ πy(Ω) we define the functionΦh onπx(Ω ∩ [y = h]) by

Φh(ω) =

{
sup{τ | (ω, τ) ∈ Sh(Dh), p̃(ω, τ ) > 0} if this set is not empty,

0 otherwise.
(3.4)

Thanks to Theorem 3.1,Φh is well defined and we have

PROPOSITION3.1 Φh is lower semicontinuous onπx(Ω ∩ [y = h]). Moreover

[p̃(ω, τ ) > 0] = [τ < Φh(ω)]. (3.5)

Proof. First we show the lower semicontinuity ofΦh. Let ω0 ∈ πx(Ω ∩ [y = h]).
If Φh(ω0) = 0 then for eachε > 0, Φh(ω) > 0 > Φh(ω0) − ε for all ω.
If Φh(ω0) > 0 then for eachε > 0, there isτε = Lh(tε, ω0) > 0 with tε ∈ (α−(ω0), α+(ω0))

such that
Φh(ω0) > τε > Φh(ω0) − ε/2, p̃(ω0, τε) > 0.

Moreover (see [23, Theorem 3.4, p. 24]) one can findη1 > 0 such thatX(t, ω) exists for all(t, ω) ∈

[α−(ω0), α+(ω0)] × (ω0 − η1, ω0 + η1) and(t, ω) 7→ X(t, ω) is continuous. Then by continuity,
there exists 0< η2 < η1 such that

p(X(t, ω)) > 0 ∀(t, ω) ∈ (tε − η2, tε + η2) × (ω0 − η2, ω0 + η2).
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By Theorem 3.1, we deduce that

p(X(t, ω)) > 0 ∀(t, ω) ∈ (α−(ω), tε + η2) × (ω0 − η2, ω0 + η2).

Using the definition ofΦh we get, forω ∈ (ω0 − η2, ω0 + η2),

Φh(ω) = sup
t∈(α−(ω),α+(ω))

{Lh(t, ω) | (t, ω) ∈ Dh and p(X(t, ω)) > 0}

> Lh(tε, ω).

SinceLh(tε, ω) =
∫ tε
α−(ω)

|A(X(s, ω), e)| ds is continuous with respect toω, there exists 0< η < η2
such that for allω ∈ (ω0 − η, ω0 + η),

Lh(tε, ω) =

∫ tε

α−(ω)

|A(X(s, ω), e)| ds >
∫ tε

α−(ω0)

|A(X(s, ω0), e)| ds −
ε

2

= Lh(tε, ω0) −
ε

2
= τε −

ε

2
> Φh(ω0) −

ε

2
−

ε

2
.

ThusΦh(ω) > Φh(ω0) − ε for all ω ∈ (ω0 − η, ω0 + η).
Now we prove (3.5). Let(ω0, τ0) ∈ [τ < Φh(ω)]. Assume that̃p(ω0, τ0) = 0. Then by Theorem

3.1,p̃(ω0, τ ) = 0 for all τ > τ0. SoΦh(ω0) = sup{τ | (ω0, τ ) ∈ Sh(Dh) andp̃(ω0, τ ) > 0} 6 τ0,
which is a contradiction.

Now let (ω0, τ0) ∈ [p̃(ω, τ ) > 0]. By continuity, there existsη > 0 such that̃p(ω0, τ ) > 0 for
all τ ∈ (τ0 − η, τ0 + η). By Theorem 3.1, we deduce that̃p(ω0, τ ) > 0 for all τ < τ0 + η such
that(ω0, τ ) ∈ Sh(Dh). HenceΦh(ω0) > τ0 + η > τ0 and(ω0, τ0) ∈ [τ < Φh(ω)]. 2

4. Some technical lemmas

The following lemma plays an important role in the proof of the continuity of the free boundary.

LEMMA 4.1 Let(u, g) be a solution of(P). Let (ω1, τ0), (ω2, τ0) ∈ Sh(Dh) with ω1 < ω2 and

p̃(ωi, τ ) = 0 ∀(ωi, τ ) ∈ Sh(Dh), τ > τ0 > 0.

SetZτ0 = Th((ω1, ω2) × (τ0, +∞) ∩ Sh(Dh)) and assume thatZτ0 ∩ S3 = ∅. Let y0 ∈ R be such
thatDy0,τ0 = [y > y0] ∩ Zτ0 6= ∅ (see Figure 4). Then∫

Dy0,τ0

(A(X, ∇u) − gA(X, e)) · e dX 6 0.

To prove this lemma, we need another lemma:

LEMMA 4.2 Under the assumptions of Lemma 4.1, we have∫
Dy0,τ0

(A(X, ∇u) − χ([u = y])A(X, e)) · ∇ζ dX 6
∫ ω2

ω1

Yh(s, Φh(s)) · ζ̃ (s, Φh(s)) ds

for all ζ ∈ W1,q(Dy0,τ0) ∩ C0(Dy0,τ0) such thatζ > 0 andζ(x, y0) = 0 for all (x, y0) ∈ Dy0,τ0.
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6

6

y = y0

p = 0-

p = 0�

S2�

Dy0,τ0

FIG. 4

Proof of Lemma 4.2. For ε > 0, ξ = χ(Dy0,τ0) min((u − y)/ε, ζ ) is a test function for(P). So
sinceg · (u − y) = 0 a.e. inΩ, we have∫

Dy0,τ0

A(X, ∇u) · ∇

(
u − y

ε
∧ ζ

)
dX 6 0.

Using the monotonicity ofA, we get∫
Dy0,τ0∩[u−y>εζ ]

(A(X, ∇u) −A(X, e)) · ∇ζ dX 6 −

∫
Dy0,τ0

A(X, e) · ∇

(
u − y

ε
∧ ζ

)
dX

= −Iε .

Moreover

Iε =

∫
Dy0,τ0

χ([u > y])A(X, e) · ∇

(
u − y

ε
∧ ζ

)
dX

=

∫
Dy0,τ0

χ([u > y])A(X, e) · ∇ζ dX

−

∫
Dy0,τ0

A(X, e) · ∇

(
ζ −

u − y

ε

)+

χ([u > y]) dX = I1
− I2

ε .

Now using the change of variablesTh, we obtain

I2
ε =

∫
T −1

h (Dy0,τ0)

χ([p ◦ Th(t, ω) > 0])A(X(t, ω), e) ·

(
∇

(
ζ −

p

ε

)+)
◦ Th|Yh(t, ω)| dt dω

= −

∫
T −1

h (Dy0,τ0)

χ([p ◦ Th(t, ω) > 0]) · Yh(t, ω) ·
∂

∂t

((
ζ −

p

ε

)+

◦ Th

)
dt dω

since

A(X(t, ω), e) ·

(
∇

(
ζ −

p

ε

)+)
◦ Th · |Yh(t, ω)| = −Yh(t, ω) ·

∂

∂t

((
ζ −

p

ε

)+

◦ Th

)
.
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Next using the change of variablesS−1
h , we get

I2
ε = −

∫
Sh◦T −1

h (Dy0,τ0)

χ([p̃(ω, τ ) > 0]) · Yh ◦ S−1
h (ω, τ)

·

(
∂

∂t

((
ζ −

p

ε

)+

◦ Th

))
◦ S−1

h (ω, τ) · |det(J S−1
h )| dω dτ

=

∫
T −1

h (Dy0,τ0)

χ([p̃(ω, τ ) > 0]) · Yh(ω, τ) ·
∂

∂τ

˜(
ζ −

p

ε

)+

(ω, τ) dω dτ

since(
∂

∂t

((
ζ −

p

ε

)+

◦Th

))
◦S−1

h (ω, τ) =
∂

∂τ

((
ζ −

p

ε

)+

◦Th ◦S−1
h

)
(ω, τ) · |A(Th ◦S−1

h (ω, τ), e)|.

Therefore

I2
ε =

∫
(ω1,ω2)×(τ0,+∞)∩T −1

h ([y>y0])
χ([τ < Φh(ω)]) · Yh ·

∂

∂τ

˜(
ζ −

p

ε

)+

dω dτ.

Note that for everyω ∈ (ω1, ω2) there is a uniquety0(ω) such that

X2(ty0(ω), ω) = y0, τy0(ω) =

∫ ty0(ω)

α−(ω)

|A(X(s, ω), e)| ds,

and one can check that

((ω1, ω2)×(τ0, +∞))∩T −1
h ([y > y0]) = {(ω, τ) ∈ Sh(Dh) | ω ∈ (ω1, ω2), τ > sup(τ0, τy0(ω))}.

It follows by the second mean value theorem that

I2
ε =

∫ ω2

ω1

∫ Φh(ω)

sup(τ0,τy0(ω))

Yh(ω, τ) ·
∂

∂τ

˜(
ζ −

p

ε

)+

(ω, τ) dω dτ

=

∫ ω2

ω1

Yh(ω, Φh(ω))

∫ Φh(ω)

τ∗(y0,ω)

∂

∂τ

˜(
ζ −

p

ε

)+

(ω, τ) dτ

6
∫ ω2

ω1

Yh(ω, Φh(ω))̃ζ (ω, Φh(ω)) dω,

whereτ ∗(y0, ω) ∈ [sup(τ0, τy0(ω)), Φh(ω)]. Thus∫
Dy0,τ0∩[u−y>εζ ]

(A(X, ∇u) −A(X, e)) · ∇ζ dX +

∫
Dy0,τ0

χ([u > y])A(X, e) · ∇ζ dX

6
∫ ω2

ω1

Yh(ω, Φ(ω)) · ζ̃ (ω, Φh(ω)) dω

and the lemma follows by lettingε go to 0. 2
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Proof of Lemma 4.1. Let ε > 0 andhε = θε ◦ Sh ◦ T −1
h , where

θε(ω) = min

(
(ω − ω1)

+

ε
, 1

)
· min

(
(ω2 − ω)+

ε
, 1

)
.

Sinceχ(Dy0,τ0)hε(y − y0) is a test function for(P) we have∫
Dy0,τ0

(A(X, ∇u) − gA(X, e)) · e dX

=

∫
Dy0,τ0

(A(X, ∇u) − gA(X, e)) · ∇(y − y0) dX

=
∫
Dy0,τ0

(A(X, ∇u) − gA(X, e)) · ∇(hε(y − y0)) dX

+

∫
Dy0,τ0

(A(X, ∇u) − gA(X, e)) · ∇((1 − hε)(y − y0)) dX

6
∫

Dy0,τ0

(A(X, ∇u) − gA(X, e)) · ∇((1 − hε)(y − y0)) dX

=

∫
Dy0,τ0

(A(X, ∇u) − χ([u = y])A(X, e)) · ∇((1 − hε)(y − y0)) dX

+

∫
Dy0,τ0

(χ([u = y]) − g)A(X, e) · ∇((1 − hε)(y − y0)) dX = J 1
ε + J 2

ε .

By Lemma 4.2, withζ = (1 − hε) · (y − y0) = (1 − θε ◦ Sh ◦ T −1
h ) · (y − y0), we have

J 1
ε 6

∫ ω2

ω1

Yh(ω, Φh(ω)) · (1 − θε(ω)) · ˜(y − y0)(ω, Φh(ω)) dω.

Moreover

J 2
ε =

∫
T −1

h (Dy0,τ0)

(χ([p̃(ω, τ ) = 0]) − g̃(ω, τ ))

·Yh(ω, τ).
∂

∂τ
((1 − θε(ω)) · ˜(y − y0)(ω, τ)) dω dτ

=

∫
T −1

h (Dy0,τ0)

(χ([p̃(ω, τ ) = 0]) − g̃(ω, τ ))

·Yh(ω, τ) · (1 − θε(ω))
∂

∂τ
(T 2

h ◦ S−1
h (ω, τ)) dω dτ.

Sinceθε → 1 asε → 0, we conclude thatJ 1
ε + J 2

ε → 0. This completes the proof. 2

LEMMA 4.3 Let(u, g) be a solution of(P). Let Ch be the connected component of [τ < Φh(ω)]
such thatTh(Ch) ∩ S3 = ∅. Then forCh = Th(Ch) we have∫

Ch

(A(X, ∇u) − gA(X, e)) · e dX 6 0.
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Proof. Step 1. Arguing as in the proof of Lemma 4.2, we get, for all nonnegativeζ ∈ W1,q(Ch)∩

C0(Ch),∫
Ch

(A(X, ∇u) − χ([u = y])A(X, e)) · ∇ζ dX 6
∫

πω(Ch)

Yh(s, Φh(s)) · ζ̃ (s, Φh(s)) ds.

Step 2. Let ε > 0 andA = R \ πω(Ch). We considerαε(ω) = min(1, d(ω,A)/ε), hε = αε ◦ T −1
h

and we argue as in the proof of Lemma 4.1. 2

LEMMA 4.4 Let (u, g) be a solution of(P). Let X0 = (x0, y0) = Th(ω0, τ0) be a point inΩ,
(ω0, τ0) ∈ Sh(Dh). Denote byBr(ω0, τ0) a ball with center(ω0, τ0) and radiusr contained in
Sh(Dh). If p̃ = 0 in Br(ω0, τ0), then (see Figure 5)

p̃ = 0 in Cr , g̃ = 1 a.e. inCr ,

whereCr = {(ω, τ) ∈ Sh(Dh) | |ω−ω0| < r, τ > τ0}∪Br(ω0, τ0), i.e. if p = 0 inTh(Br(ω0, τ0)),
thenp = 0, g = 1 a.e. inTh(Cr).

I 6
p = 0

S2

?

Th(Dr)�

Th(Br(ω0, τ0))
H

HHY
p = 0

FIG. 5

Proof. Note that by Remark 3.2, we necessarily have

X(α+(ω), ω) ∈ S2 ∀ω ∈ (ω0 − r, ω0 + r).

By Theorem 3.1(ii), we havẽp = 0 in Cr . Applying Lemma 4.1 withZτ0 = Th((ω1, ω2) ×

(τ0, +∞) ∩ Sh(Dh)) ⊂ Th(Cr) we obtain∫
[y>y0]∩Zτ0

(1 − g)A(X, e) · e dX 6 0 ∀y0 ∈ R such that [y > y0] ∩ Zτ0 6= ∅.

Sog = 1 a.e. inZτ0. This holds for all domainsZτ0 in Th(Cr) and we getg = 1 a.e. inTh(Cr). 2

The following result is a sort of maximum principle.
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LEMMA 4.5 Let (u, g) be a solution of(P), X0 = (x0, y0) = Th(ω0, τ0) be a point ofΩ and
Br be an open ball inSh(Dh) with center(ω0, τ0) and radiusr. Then the following situations are
impossible (see Figures 6, 7 and 8):

(i)

{
p̃(ω0, τ ) = 0 ∀τ ∈ (τ0 − r, τ0 + r),

p̃(ω, τ ) > 0 ∀(ω, τ) ∈ Br \ S, S = {ω0} × (τ0 − r, τ0 + r),

(ii)

{
p̃(ω, τ ) = 0 ∀(ω, τ) ∈ Br ∩ [ω 6 ω0],

p̃(ω, τ ) > 0 ∀(ω, τ) ∈ Br ∩ [ω > ω0],

(iii )

{
p̃(ω, τ ) = 0 ∀(ω, τ) ∈ Br ∩ [ω > ω0],

p̃(ω, τ ) > 0 ∀(ω, τ) ∈ Br ∩ [ω < ω0].

Proof. (i) Sinceu > y a.e. inTh(Br), we haveg = 0 a.e. inTh(Br) and then by (1.4),u is
A-harmonic in this domain. It follows by Lemma 3.1 thatu > y or u = y in Th(Br), which
contradicts (i).

�

p > 0p > 0

p = 0-

Th(Br(ω0, τ0))
@@I

FIG. 6

(ii) Let ξ ∈ D(Th(Br)), ξ > 0. Using the fact that±ξ are test functions for(P) and applying the
changes of variablesTh andSh, we obtain, as in the proof of Theorem 2.1,∫

Th(Br )

A(X, ∇u) · ∇ξ dX =

∫
Th(Br )

gA(X, e) · ∇ξ dX =

∫
Br

g̃ · Yh ·
∂ξ̃

∂τ
dω dτ.

Now by Lemma 4.4, we havẽg = 1 a.e. inBr ∩ [ω < ω0] and then∫
Th◦S−1

h (Br )

A(X, ∇u) · ∇ξ dX =

∫
Br∩[ω<ω0]

Yh ·
∂ξ̃

∂τ
dω dτ

=

∫
Br∩[ω<ω0]

−ξ̃
∂Yh

∂τ
dω dτ +

∫
S

Yhξ̃ ντ =

∫
Br∩[ω<ω0]

−ξ̃
∂Yh

∂τ
dω dτ.

�

p > 0p = 0

Th(Br(ω0, τ0))
@@I

FIG. 7
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It follows that∫
Th(Br )

(A(X, ∇u) −A(X, ∇y)) · ∇ξ dX =

∫
Br

ξ̃
∂Yh

∂τ
dω dτ −

∫
Br∩[ω<ω0]

ξ̃
∂Yh

∂τ
dω dτ

=

∫
Br∩[ω>ω0]

ξ̃
∂Yh

∂τ
dω dτ > 0.

Sinceu > y in Th(Br), u = y in Th(Br ∩ [ω 6 ω0]), ∇y = e 6= 0, we deduce from Lemma 3.1
thatu = y in Th(Br), which contradicts the fact thatu > y in Th(Br ∩ [ω > ω0]).

(iii) Argue as in (ii). 2

�

p = 0p > 0

Th(Br(ω0, τ0))
@@I

FIG. 8

5. Continuity of the free boundary

In this section we assume thatA is strictly monotone in the following sense:

(A(X, ξ) −A(X, ζ )) · (ξ − ζ ) > 0 ∀ξ 6= ζ, ∀X ∈ Ω. (5.1)

Then we have

THEOREM 5.1 For eachh ∈ πy(Ω), the functionΦh defined in (3.4) is continuous onπx(Ω ∩

[y = h]).

Proof. It suffices to prove thatΦh is upper semicontinuous. LetX0 = Th(ω0, τ0) ∈ Ω ∩ ∂[p > 0]
and letε > 0 be small enough. Thanks to Theorem 3.1 and Remark 3.2 we have necessarily
X(α+(ω0), ω0) 6∈ S3. Two cases are to be distinguished:

(i) First we assume thatX(α+(ω0), ω0) 6∈ S3, whereS3 denotes the closure ofS3 relative to∂Ω.
Sincep(X0) = p̃(ω0, τ0) = 0 andp, α+ are continuous, there exists a ballBε′(ω0, τ0) (0 < ε′ < ε)
such that {

p̃(ω, τ ) 6 ε ∀(ω, τ) ∈ Bε′(ω0, τ0),

X(α+(ω), ω) 6∈ S3 ∀ω ∈ (ω0 − ε′, ω0 + ε′).

By Lemma 4.5, one of the following situations occurs:

(a) ∃(ω1, τ1) ∈ Bε′(ω0, τ0) such that ω1 < ω0, p̃(ω1, τ1) = 0,

(b) ∃(ω2, τ2) ∈ Bε′(ω0, τ0) such that ω2 > ω0, p̃(ω2, τ2) = 0.

Assume that for example (a) holds and setX1 = Th(ω1, τ1) andτM = max(τ0, τ1) (see Figure 9).
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?

p = 0�

Th(Bε′(ω0, τ0))HHHYX0
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FIG. 9

Then by Theorem 3.1 we have

p̃(ωi, τ ) = 0 ∀(ωi, τ ) ∈ Sh(Dh) such thatτ > τM (i = 0, 1).

SetZτM
= Th((ω1, ω0) × (τM , +∞) ∩ Sh(Dh)) and lety0 ∈ R be such thatT −1

h ([y = y0]) ∩

Bε′(ω0, τ0) ∩ [τ > τM ] 6= ∅. Note that

T −1
h ([y = y0])

=

{
(ω, τy0(ω)) ∈ Sh(Dh)

∣∣∣∣ τy0(ω) =

∫ ty0(ω)

α−(ω)

|A(X(s, ω), e)| ds, X2(ty0(ω), ω) = y0

}
.

Set 
Dy0,τM

= [y > y0] ∩ ZτM
6= ∅,

v(y) = (ε + y0 − y)+ + y,

ξ(x, y) = χ(Dy0,τM
)(u − v)+.

Sincev > y = u on ∂Dy0,τM
\ ([y = y0]), we haveξ = 0 on ∂Dy0,τM

\ ([y = y0]). Moreover
v(y0) = ε + y0 > u(x, y0) and thenξ(x, y0) = 0. It follows thatξ = 0 on∂Dy0,τM

. So±ξ are test
functions for(P) and we have∫

Dy0,τM

(A(X, ∇u) − gA(X, e)) · ∇(u − v)+ dX = 0. (5.2)

We also have ∫
Dy0,τM

(A(X, ∇v) − χ([v = y])A(X, e)) · ∇(u − v)+ dX = 0. (5.3)

Subtracting (5.3) from (5.2), we obtain∫
Dy0,τM

∩[v>y]
(A(X, ∇u) −A(X, ∇v)) · ∇(u − v)+ dX

+

∫
Dy0,τM

∩[v=y]
(A(X, ∇u) − gA(X, e)) · ∇(u − y) dX = 0. (5.4)
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By Lemma 4.1, for [y > y0 + ε] ∩ ZτM
= Dy0,τM

∩ [v = y] we have∫
Dy0,τM

∩[v=y]
(A(X, ∇u) − gA(X, e)) · e dX 6 0. (5.5)

Adding (5.4) and (5.5), by taking into account(P)(i) we get∫
Dy0,τM

∩[v>y]
(A(X, ∇u) −A(X, ∇v)) · ∇(u − v)+ dX

+

∫
Dy0,τM

∩[v=y]∩[u>y]
A(X, ∇u) · ∇u dX +

∫
Dy0,τM

∩[v=y]∩[u=y]
(1 − g)A(X, e) · e dX 6 0.

Since the three integrals on the left hand side of the above inequality are all nonnegative, we
conclude by (5.1) that∇(u − v)+ = 0 a.e. inDy0,τM

∩ [v > y] and then, since(u − v)+ = 0 on
∂Dy0,τM

, we getu 6 v in Dy0,τM
∩ [v > y]. This leads top(x, y0 + ε) = 0 for all x ∈ πx(Dy0,τM

).
Now for eachω ∈ (ω1, ω0), there exists a uniquety0,ε(ω) ∈ (α−(ω), α+(ω)) such that

X2(ty0,ε(ω), ω) = y0 + ε, p(X1(ty0,ε(ω), ω), y0 + ε) = 0,

and if τy0,ε(ω) = Ly0+ε(ty0,ε(ω), ω), then we obtaiñp(ω, τy0,ε(ω)) = p ◦ Th(ty0,ε(ω), ω) =

p(X1(ty0,ε(ω), ω), y0 + ε) = 0 for all ω ∈ (ω1, ω0). ThereforeΦh(ω) 6 τy0,ε(ω). But sinceX2 is
increasing with respect tot , andX2(ty0(ω), ω) = y0 andX2(ty0,ε(ω), ω) = y0 + ε, it follows that
ty0(ω) < ty0,ε(ω) and then

ε = X2(ty0,ε(ω), ω) − X2(ty0(ω), ω) =

∫ ty0,ε(ω)

ty0(ω)

a2(X(s, ω)) ds

> λ(ty0,ε(ω) − ty0(ω))

and

τy0,ε(ω) = τy0(ω) +

∫ ty0,ε(ω)

ty0(ω)

|A(X(s, ω), e)| ds

6 τy0(ω) + M(ty0,ε(ω) − ty0(ω)) 6 τy0(ω) +
M

λ
ε.

So

Φh(ω) 6 τy0(ω) +
M

λ
ε < τ0 + ε′

+
M

λ
ε < Φh(ω0) +

(
1 +

M

λ

)
ε ∀ω ∈ (ω1, ω0).

HenceΦh is u.s.c. atω0 from the left. Using Lemma 4.5 and arguing as above, one can prove that
Φh is u.s.c. atω0 from the right. ThusΦh is continuous atω0.

(ii) Now we assume thatX(α+(ω0), ω0) ∈ S3 \ S3. Then one of the following situations holds:

(a) ∃η > 0 ∀ω ∈ (ω0 − η, ω0 + η) X(α+(ω), ω) ∈ S3 ⇔ ω ∈ (ω0, ω0 + η)

(b) ∃η > 0 ∀ω ∈ (ω0 − η, ω0 + η) X(α+(ω), ω) ∈ S3 ⇔ ω ∈ (ω0 − η, ω0).
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Assume for example that (a) holds. Then it is easy to see that

Φh(ω) = Lh(α+(ω), ω) ∀ω ∈ (ω0, ω0 + η). (5.6)

Arguing as in (i) one can prove thatΦh is continuous atω0 from the left. On the other hand, we
deduce from (5.6) thatu > y in a right neighborhood of the curveX(·, ω0). Using the continuity
from the left and Lemma 4.5, we have necessarilyΦh(ω0) = Lh(α+(ω0), ω0). Therefore we now
have

Φh(ω) = Lh(α+(ω), ω) ∀ω ∈ [ω0, ω0 + η),

which leads to the continuity ofΦh from the right atω0.
We argue similarly if (b) holds. 2

REMARK 5.1 (i) For eachX0 ∈ Ω ∩ ∂[p > 0], there existsh ∈ πy(Ω) such thatX0 ∈

Th(Dh) ∩ ∂[p > 0] and thenX0 = Th(ω0, τ0) with τ0 = Φh(ω0). Therefore from Theorem
5.1, the free boundary is represented in a neighborhood ofX0 by the graph of the continuous
functionΦh.

(ii) Since the free boundary is now represented locally by graphs of continuous functions, it
follows in particular that∂[p > 0] is of Lebesgue measure zero.

The following result expresses the fact thatg is the characteristic function of the dry region.

COROLLARY 5.1 Let(u, g) be a solution of(P). Then

g = χ([p = 0]) = χ([u = y]). (5.7)

Proof. First by (P)(i), we haveg = 0 in [p > 0]. Next if (x0, y0) ∈ Ω \ [p > 0], then since
Ω \ [p > 0] is an open set there existsε0 > 0 small enough andh ∈ πy(Ω) such thatBε0(x0, y0) ⊂

(Ω \ [p > 0]) ∩ Th(Dh).
By Lemma 4.4,̃g = 1 a.e. inT −1

h (Bε0(x0, y0)) or equivalentlyg = 1 in Bε0(x0, y0). Therefore
g = 1 in Ω \ [p > 0].

Since the set∂[p > 0] ∩ Ω is of Lebesgue measure zero, we conclude thatg = χ([p = 0]) =

χ([u = y]). 2

6. Uniqueness of reservoirs-connected solutions

DEFINITION 6.1 A solution(u, g) of (P) is areservoirs-connected solutionif for each connected
componentC of [u > y], we haveC ∩ S3 6= ∅.

REMARK 6.1 Thanks to Remark 3.2, ifC ⊃ S3,i (i = 1, . . . , N), thenC contains the strip ofΩ
belowS3,i in the following sense:⋃

h∈πy (Ω)

(Th((πω(Sh
3,i) × R) ∩ Sh(Dh)) ⊂ C, where Sh

3,i = T −1
h (S3,i).

THEOREM 6.1 Let(u, g) be a solution of(P) andC a connected component of [u > y] such that
C ∩ S3 = ∅. SethC = sup{y | (x, y) ∈ C}. Then

u(x, y) = (hC − y)+χ(C) + y, g = 1 − χ(C)
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for
(x, y) ∈

⋃
h∈πy (Ω)

(Th(πω(Ch) × R ∩ Sh(Dh))), where Ch = T −1
h (C ∩ Th(Ω)).

Proof. Since±χ(C)(u − y) are test functions for(P), we have∫
C

(A(X, ∇u) − gA(X, e)) · ∇(u − y) dX = 0. (6.1)

By Lemma 4.3, we have ∫
C

(A(X, ∇u) − gA(X, e)) · e dX 6 0. (6.2)

Adding (6.1) and (6.2), we obtain∫
C∩[u>y]

A(X, ∇u) · ∇u dX +

∫
C∩[u=y]

(1 − g)A(X, e) · e dX 6 0.

It follows that∇u = 0 a.e. inC and sou is equal to some positive constantk in C, which can be
easily verified to be equal tohC .

Using Theorem 3.1 and (5.7) we deduce thatu = (hC − y)+χ(C) + y andg = 1 − χ(C) in⋃
h∈πy (Ω)(Th(πω(Ch) × R ∩ Sh(Dh))). 2

DEFINITION 6.2 We define apool in Ω to be a pair(u, g) of functions defined inΩ by

u = (hC − y)+χ(C) + y and g = 1 − χ(C) a.e. inΩ,

whereC is a subdomain ofΩ andhC = max{y | (x, y) ∈ C}.

THEOREM 6.2 Each solution of(P) can be written as the sum of a reservoirs-connected solution
and pools.

Proof. See [14], [15], [17] and [27]. 2

In order to prove the uniqueness of the reservoirs-connected solution we assume thatS3 is of class
C1,α, andΩ is covered by a finite number of setsTh(Dh), that is, there areh1, . . . , hn ∈ πy(Ω)

such that

Ω =

n⋃
k=1

Thk
(Dhk

). (6.3)

We also assume that

A(X, ξ) = |a(X)ξ · ξ |
(q−2)/2a(X)ξ, where a(X) ∈ C1(Ω) is a 2-by-2 matrix. (6.4)

Then we can state our uniqueness theorem

THEOREM 6.3 Under assumptions (6.3)–(6.4), the reservoirs-connected solution is unique.

The proof of Theorem 6.3 requires three lemmas.
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LEMMA 6.1 Let(u1, g1) and(u2, g2) be two solutions of(P). Then fori = 1, 2 andζ ∈ W1,q(Ω)

we have

Fi(ζ ) =

∫
Ω

((A(X, ∇ui) −A(X, ∇um)) − (gi − gM)A(X, e)) · ∇ζ dX = 0,

whereum = min(u1, u2) andgM = max(g1, g2).

To prove Lemma 6.1 we need another lemma:

LEMMA 6.2 Let(u1, g1) and(u2, g2) be two solutions of(P) andΦi
hk

(i = 1, 2 andk = 1, . . . , n)

be the corresponding free boundary functions. Then fori = 1, 2 andζ ∈ W1,q(Ω) ∩ C0(Ω) with
ζ > 0 we have

Fi(ζ ) 6
n∑

k=1

∫
Di

hk

Yhk
(ω, Φi

hk
(ω)) · ζ ◦ Thk

◦ S−1
hk

(ω, Φi
hk

(ω)) dω,

whereDi
hk

= {ω ∈ πω(Shk
(Dhk

)) | Φ0
hk

(ω) = min(Φ1
hk

(ω), Φ2
hk

(ω)) < Φ i
hk

(ω)}.

Proof. First thanks to (6.3) there exists a partition of unity(θk)
n
k=1 corresponding to the open

covering(Thk
(Dhk

))nk=1 of Ω, that is,

θk ∈ D(Thk
(Dhk

)), 0 6 θk 6 1 ∀k = 1, . . . , n,

n∑
k=1

θk = 1 in Ω. (6.5)

Let ζ ∈ W1,q(Ω) ∩ C0(Ω), ζ > 0 and letζk = θkζ . SinceFi(ζ ) =
∑n

k=1Fi(ζk), it suffices to
show that

Fi(ζk) 6
∫
Di

hk

Yhk
(ω, Φi

hk
(ω)) · ζk ◦ Thk

◦ S−1
hk

(ω, Φi
hk

(ω)) dω. (6.6)

So letε > 0 andξk = min(ζk, (u1 − u2)
+/ε). Clearly±ξk are test functions for(P) and we have∫

Thk
(Dhk

)

((A(X, ∇u1) −A(X, ∇u2)) − (g1 − g2)A(X, e)) · ∇ξk dX = 0. (6.7)

Since we integrate only on the set [u1 > u2] whereu2 = um, (6.7) is equivalent toF1(ξk) = 0,
which can be written as∫

Thk
(Dhk

)∩[(u1−u2)
+>εζk ]

((A(X, ∇u1)−A(X, ∇um))·∇ζk dX−

∫
Thk

(Dhk
)

(g1−gM)A(X, e)·∇ζk dX

6 −

∫
Thk

(Dhk
)

(g1 − gM)A(X, e) · ∇

(
ζk −

(u1 − u2)
+

ε

)+

dX = I k
ε .

Using theC1 diffeomorphismsThk
andShk

, for g̃1k = g1 ◦ Thk
◦ S−1

hk
andg̃Mk = gM ◦ Thk

◦ S−1
hk

we obtain

I k
ε = −

∫
Shk

(Dhk
)

(g̃1k − g̃Mk) · Yhk
(ω, τ)

∂

∂τ

(
ζ̃k −

˜(u1 − u2)+

ε

)+

dω dτ
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=

∫
[p̃1k>0=p̃mk=p̃2k ]

Yhk
(ω, τ)

∂

∂τ

(
ζ̃k −

˜(u1 − u2)+

ε

)+

dω dτ

=

∫
[Φ2

hk
(ω)<τ<Φ1

hk
(ω)]

Yhk
(ω, τ)

∂

∂τ

(
ζ̃k −

˜(u1 − u2)+

ε

)+

dω dτ

=

∫
D1

hk

∫ Φ1
hk

(ω)

Φ2
hk

(ω)

Yhk
(ω, τ)

∂

∂τ

(
ζ̃k −

˜(u1 − u2)+

ε

)+

dω dτ.

By the second mean value theorem there existsΦ∗

k (ω) ∈ [Φ2
hk

(ω), Φ1
hk

(ω)] such that

I k
ε =

∫
D1

hk

Yhk
(ω, Φ1

k (ω))

∫ Φ1
hk

(ω)

Φ∗
k (ω)

∂

∂τ

(
ζ̃k −

˜(u1 − u2)+

ε

)+

dω dτ

6
∫
D1

hk

Yhk
(ω, Φ1

hk
(ω)) · ζ̃k(ω, Φ1

hk
(ω)) dω.

It follows that∫
Thk

(Dhk
)∩[(u1−u2)

+>εζk ]
(A(X, ∇u1) −A(X, ∇um)) · ∇ζk dX

−

∫
Thk

(Dhk
)

(g1 − gM)A(X, e) · ∇ζk dX 6
∫
D1

hk

Yhk
(ω, Φ1

hk
(ω)) · ζ̃k(ω, Φ1

hk
(ω)) dω.

Letting ε go to 0, we get (6.6) fori = 1. The proof fori = 2 is similar. 2

Proof of Lemma 6.1. Let ζ ∈ C1(Ω), ζ > 0. Forδ > 0 we set

Am =

n⋃
k=1

[p̃mk > 0], αδ(ω, τ) =

(
1 −

d((ω, τ), Am)

δ

)+

, hδ = αδ ◦ Shk
◦ T −1

hk

and remark thatF1(ζ ) = F1(hδζ ) + F1((1 − hδ)ζ ). By the previous lemma we have

F1(hδζ ) 6
n∑

k=1

∫
D1

hk

Yhk
(ω, Φ1

hk
(ω))ζ̃k(ω, Φ1

hk
(ω))αδ(ω, Φ1

hk
(ω)) dω.

Since(1 − hδ)ζ is a test function for(P), we have∫
Ω

(A(X, ∇u1) − g1A(X, e)) · ∇((1 − hδ)ζ ) dX 6 0.

Moreover the function 1− αδ vanishes onAm andgM = 1 in Ω \ Am. So∫
Ω

(A(X, ∇um) − gMA(X, e)) · ∇((1 − hδ)ζ ) dX = 0.
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This leads toF1((1 − hδ)ζ ) 6 0 and

F1(ζ ) 6
n∑

k=1

∫
D1

hk

Yhk
(ω, Φ1

hk
(ω))ζ̃k(ω, Φ1

hk
(ω))αδ(ω, Φ1

hk
(ω)) dω.

Letting δ → 0, we deduceF1(ζ ) 6 0. It is then easy (see [15], [17], [27]) to show thatF1(ζ ) = 0
for all ζ ∈ W1,q(Ω). Similarly we obtainF2(ζ ) = 0 for all ζ ∈ W1,q(Ω). 2

LEMMA 6.3 LetΩ0 be a domain ofR2, Γ0 ⊂ ∂Ω0 of classC1,α and letu1, u2 ∈ W
1,q

loc (Ω0) be
such that: 

(i) div(A(X, ∇u1)) = div(A(X, ∇u2)) = 0 inD′(Ω0),

(ii) u1 6 u2 in Ω0,

(iii ) u1 = u2 onΓ0, u1, u2 ∈ C1(Ω0 ∪ Γ0),

(iv) A(X, ∇u1) · ν = A(X, ∇u2) · ν onΓ0,

(v) ∇u1(X) 6= 0 ∀X ∈ Γ0 or ∇u2(X) 6= 0 ∀X ∈ Γ0.

Thenu1 = u2 in Ω.

Proof. See [16]. 2

Proof of Theorem 6.3. When q = 2 the proof is given in [27]. For the general case we use
Lemma 6.3.

Let (u1, g1), (u2, g2) be two solutions of(P). By Lemma 6.1 one can see that(um, gM) is also
a solution of(P). Let Cm,i be the connected component of the set [um > y] that containsS3,i on
its boundary. By Lemma 6.1 we deduce easily thatu1 andum satisfy the conditions (i) and (iv) of
Lemma 6.3 withΩ0 = Cm,i andΓ0 = S3,i .

The condition (ii) is obviously satisfied and the first part of (iii) is true sinceu1 = u2 = ϕ + y

onS3. The second part of (iii) is also true (see [19] and [26]). So if we show that (v) is satisfied we
will get u1 = um in Cm,i . For this purpose, we distinguish two cases:

• If ∇u1 and∇um are not identically zero onΓ0 then by (iii) there existsΓ ′

0 ⊂ Γ0 such that
∇u1 6= 0 onΓ ′

0 or ∇um 6= 0 onΓ ′

0. Therefore (v) is satisfied onΓ ′

0.
• If ∇u1 = 0 on Γ0 and∇um = 0 onΓ0, thenu1 andum are both constant alongΓ0. Since

u1 = um onS3, it follows thatu1 = um = hi onΓ0 for some constanthi . Therefore one can extend
u1 andum into B \ Ω by hi whereB is a ball centered at a point ofS3,i = Γ0 in such a way that
uj ∈ C1(Cm,i ∪ B) and div(A(X, ∇uj )) = 0 inD′(Cm,i ∪ B). So∇uj has nonisolated zeros and
then (see [4])uj = hi in Cm,i (j = 1, m). Thusu1 = um in Cm,i .

One can show as in [15], [17], [27] thatC1,i = Cm,i andu1 = um in C1,i . In the same way we
prove thatu2 = um in C2,i = Cm,i . We conclude thatu1 = u2 in C1,i = C2,i for all i = 1, . . . , N.

This means thatu1 = u2 in [u1 > y] = [u2 > y], which leads tou1 = u2 in Ω. Finally, we deduce
from (5.7) thatg1 = g2 in Ω. 2

REMARK 6.2 The assumption (6.4) is needed only to ensure the isolation of critical points of
A-harmonic functions (see [1]).
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