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The discrete Douglas problem:
theory and numerics
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We solve the problem of finding and justifying an optimal fully discrete finite element procedure for
approximating annulus-like, possibly unstable, minimal surfaces.

In this paper we introduce the general framework, some preliminary estimates, develop the ideas
used for the algorithm, and give the numerical results. Similarities and differences with respect to
the fully discrete finite element procedure given by G. Dziuk and J. Hutchinson in the case of the
classical Plateau problem are also addressed.

In a subsequent paper we prove convergence estimates.
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1. Introduction

The problem of showing the existence of aminimal surfaceof a given topological type spanning a
collection of disjoint closed oriented rectifiable Jordan curves is known as theDouglas problem.
Although in this work we study the specific problem of approximatingannulus-likeminimal
surfaces, we will often refer to it (with some abuse of notation) as the Douglas case, or Douglas
problem. Comprehensive references for the classical theory of minimal surfaces are the books by
Dierkes, Hildebrandt, K̈uster and Wohlrab [1], [2], and by J. C. C. Nitsche [9]; more specifically,
the Douglas problem is considered in the works by J. Jost [8], [7], and the references given there.

In this paper and a subsequent one [10] we find and justify an optimal fully discrete finite
element procedure for approximating annulus-like, possibly unstable, minimal surfaces. This work
is a natural extension of the research done by G. Dziuk and J. Hutchinson, and the author, in the
case of the classical Plateau problem: see [4], [5], and [11].

Unlike the Plateau case, where every disc-like surface is conformally equivalent to the unit disc,
in the Douglas problem every annulus-like surface is conformally equivalent to a unique cylinder of
radius one and lengthλ, for someλ ∈ (0,∞). This means that when we look for a parametrisation
of our surface we have a one-parameter family of possible domains (i.e. the set of all cylinders
of radius one and lengthλ for λ ∈ (0,∞)) as opposed to the fixed disc for the classical Plateau
problem.

Needless to say, the introduction of this a priori unknown parameter represents a major problem
in the study of the Douglas case.

The main results can be informally stated as follows. LetΓ1, Γ2 ⊂ Rn be two disjoint closed
Jordan curves, rectifiable and with given orientation, and setΓ = (Γ1, Γ2). Let Cλ be a cylinder
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of unit radius and lengthλ ∈ (0,∞). An equivalent formulation of the notion of an annulus-like
minimal surface which we will use is the following. LetF be the class of mapsu : Cλ → Rn, for
all possible choices ofλ > 0, such thatu|∂Cλ : ∂Cλ → Γ is monotone andu is harmonic. The
functionu ∈ F defined onCλ is said to be aminimal surfaceif u is stationary inF for the Dirichlet
energyD(u) =

1
2

∫
Cλ

|∇u|2. Such a mapu provides a harmonic andconformalparametrisation of
the corresponding minimal surface.

Following this characterisation, a first approximation to our numerical method is as follows.
For anyλ > 0, letGλh be a quasi-uniform triangulation ofCλ controlled byh (in practice this is
done by consideringCλ as a rectangle on the plane with the two sides of lengthλ identified and by
triangulating the planar figure in the natural way). We can considerGλh as a one-parameter family
of triangulations corresponding to the one-parameter family of domainsCλ. Let Fh be the class
of continuous piecewise linear mapsuh : Cλ → Rn, for all possible choices ofλ > 0, which are
discrete harmonicand for whichuh(φj ) ∈ Γ wheneverφj is a boundary node ofCλ. Note that we do
not require the monotonicity ofuh|∂Cλ . A functionuh ∈ Fh defined onCλh is said to be adiscrete
minimal surfaceif uh is stationary withinFh for the Dirichlet energyD(uh) =

1
2

∫
Cλh

|∇uh|
2.

A member ofFh is determined by its values at the boundary nodes and by the knowledge of the
lengthλh of its domain.

One of the main convergence results proved in [10] is that ifu : Cλ → Rn is a “nondegenerate”,
harmonic and conformally parametrised minimal surface spanningΓ , then there existλh ∈ (0,∞)

and a discrete minimal surfaceuh : Cλh → Rn such that if we denote byσµ the cylinder trans-
formation of the formσµ : C1 → Cµ, σµ(x, θ) = (µx, θ), then

‖u ◦ σλ − uh ◦ σλh‖H1(C1)
6 ch, |λ− λh| 6 ch, (1)

wherec depends on a fixed parametrisationγ of Γ , λ, and the nondegeneracy constant foru but is
independent ofh.

Under basically the same hypotheses it is proved furthermore that

‖u ◦ σλ − uh ◦ σλh‖L2(C1)
6 ch2

|lnh|3/2, |λ− λh| 6 ch2
|lnh|3/2, (2)

where, as above,c does not depend onh.
Once a suitable framework is established (and this is a crucial point), (1) is obtained by similar

arguments used to prove the analogous estimate for the case of the Plateau problem (see [4] and
[5]). We obtain (2) by extending to the present situation the results given in [11]. In both cases,
techniques are developed to deal with the parameterλ.

In this paper we introduce the general framework and illustrate some of the techniques used
to treat the parameterλ. Furthermore we give a constructive way to find stationary points for the
Dirichlet energy: see Section 3, Proposition 3.7. This proof is not needed theoretically, because
the existence of a solution to the Douglas problem has already been proved (see for example
[8, Theorem 1.2.1]) and extensive literature is available on this topic. However, Proposition 3.7
motivates and justifies the construction of the so called “discrete sequence” (discussed in Section 5),
on which idea the algorithm used to solve the discretised Douglas problem is based. Last but not
least, this approach makes it easier to recognize differences and similarities between the Douglas
case and the classical Plateau problem.

Finally, we demonstrate numerically that the orders of convergence obtained in (1) and (2)
cannot generally be improved. We would like to point out that our numerical investigation does
not aim to be exhaustive but rather verify the results obtained theoretically.



DISCRETE DOUGLAS PROBLEM 221

2. The smooth Douglas problem

2.1 Theoretical background

In this work we are interested in the study of annulus-like surfaces, i.e. surfaces of genus zero with
two boundary curves. We can word the problem as follows.

Given two disjoint oriented and rectifiable Jordan curvesΓ1 andΓ2 in Rn (n > 2),
find the area minimizer (or more generally, find a critical point for the area functional)
among all functions which have a cylinderCλ (of finite length) for domain and map
∂Cλ onto Γ1 ∪ Γ2 in a weakly monotone way and respecting the orientation of the
boundary.

It is of course not true that without further assumptions such a minimizer exists. A typical example
to keep in mind is that of a catenoid: given are two equal rings placed on parallel planes at a distance
d apart in such a way that one ring is the projection of the other in the direction perpendicular to
the planes. Ifd is small enough, it can be shown that there exist two annulus-like minimal surfaces,
one of which is an absolute area minimizer. Ifd exceeds a critical valuẽd and we consider an area
minimizing sequence of annulus-like surfaces, it can be observed that an increasingly narrower neck
is developed and the surfaces degenerate in topological type by tending to two disjoint discs. In this
situation no annulus-like surface can absolutely minimize the area. The area minimizer is given
instead by the union of the two flat discs bounded by the two rings. But the topological type has
now changed: we have a minimizer of lower topological type.

This example shows that we need extra conditions to guarantee the existence of both minimal
surfaces and area minimizers of a given topological type: in this particular case, a bound on the
separation of the boundary curves would do. In general the so calledDouglas conditionis usually
assumed to be true.

It is not our intention to go into more details about the Douglas condition and we refer the reader
to the classical books mentioned in the Introduction for more information about it. For the sake of
this paper the reader needs just to be aware that such an assumption is sufficient (but not necessary!)
to prove the existence of a minimal surface of given topological type. We state briefly the existence
theorem whose proof can be found in [8].

THEOREM 2.1 (Douglas Theorem) LetΓ = (Γ1, Γ2) be two disjoint closed oriented rectifiable
Jordan curves inRn. If the Douglas condition is satisfied, namely if

d(Γ,0) < d∗(Γ,0), (3)

thenΓ bounds a connected minimal surface (an area minimizer) of genus 0.

Intuitively, condition (3) guarantees the existence of an annulus-like surface whose area is
strictly less than the sum of the areas of the disc-like minimal surfaces for the two given Jordan
curvesΓ1 andΓ2.

2.2 Formulation of the problem

SetΓ = (Γ1, Γ2) and defineCλ to be the cylinder

Cλ := {(x, θ) | 0 6 x 6 λ, θ ∈ S1
}.
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We look at the maps

C′(Γ ) := {u : Cλ → Rn | 0< λ < ∞, u maps∂Cλ ontoΓ in a weakly monotone

way and preserving orientation} ∩H 1(Cλ) ∩ C0(Cλ),

and we are interested in findingu ∈ C′(Γ ) such thatu is stationaryfor the area functional. It is well
known that there is a one-to-one correspondence betweenconformalmaps that are stationary for
the area functional and maps that are stationary for the Dirichlet energy (see remark below). Since
a surface of genus zero with two boundary curves is conformally equivalent to a cylinderCλ for a
specificλ > 0, it is natural to give and use the following definition.

DEFINITION 2.1 A minimal surfaceis a map which is stationary for the Dirichlet functional.

Note that such a surface does not have to be an area minimizer. For later purposes we make the
following remark.

REMARK . The mapu (sometimes we will write(u, λ) to remind us thatu : Cλ → Rn) is
stationary for the Dirichlet functionalD if and only if

(D1) d
dt

∣∣
t=0D(u + tv) = 0 for all v ∈ H 1

0 (Cλ) (stationarity with respect to variations of the
surface),

(D2) d
dt

∣∣
t=0D(u ◦ σt ) = 0 for every smooth family of diffeomorphismsσt : Cλt → Cλ with

σ0 = id andλt depending differentiably ont (stationarity with respect to variations of and in
the domain).

In [8] we find the following important characterisation. A function that is stationary for the
Dirichlet energy must have a natural parametrisation, namely a conformal one. The fact that by
working with the Dirichlet functional we can control the parametrisation is one of the main reasons
for discarding the area functional and using the Dirichlet energy instead.

PROPOSITION2.2 (u, λ) satisfies (D1) and (D2), i.e.u : Cλ → Rn is a minimal surface, if and
only if u is harmonic and conformal in the interior ofCλ, which means

(H1) ∆u = 0 in C̊λ (harmonicity),
(H2) |ux | = |uθ | and〈ux, uθ 〉 = 0 in C̊λ (conformality).

Basically the following equivalences hold:

(D1) ⇔ (H1), (D2) ⇔ (H2).

In the proof of Jost, however, it becomes clear that we have something more, namely

(D2′)+ (D3′) ⇔ (H2),

where

(D2′) d
dt

∣∣
t=0D(u ◦ σt ) = 0 for every smooth family of diffeomorphismsσt : Cλ → Cλ such that

σ0 = id (stationarity with respect to variations on the fixed domain),
(D3′) d

dt

∣∣
t=0D(u ◦ σt ) = 0 for σ−1

t : Cλ → Cλt a diffeomorphism of the formCλ 3 (x, θ) 7→

((1 + t)x, θ).

Just to give an idea of the implications of each of these statements, let us recall the following
important lemma proved in [8].
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LEMMA 2.3 LetΣ be a compact Riemann surface with smooth boundary∂Σ , h ∈ H 1(Σ,Rn),
and suppose

d

dt

∣∣∣∣
t=0
D(h ◦ σt ) = 0

for all smooth families of diffeomorphismsσt : Σ → Σ with σ0 = id. Then, withz = x + iy a
local conformal parameter onΣ ,

ϕ(z)dz2 := h2
z dz2

=
1
4(h

2
x − h2

y − 2ihx · hy)(dx
2
− dy2

+ 2i dx dy)

is a holomorphic quadratic differential onΣ which is real on∂Σ .

Thatϕ(z)dz2 is real on∂Σ means the following: if we choose our local conformal parameter
z = x+ iy near∂Σ in such a way that∂Σ is locally given byy = 0, then along∂Σ , dy = 0; hence
if ϕ(z)dz2 is real on∂Σ , then

0 = Im(ϕ dz2) = −
1
2hx · hy dx2,

i.e.hx andhy are orthogonal along∂Σ .
On the unit disc, every holomorphic quadratic differential which is real on the boundary vanishes

identically, so conformality is immediately obtained.
On the other hand, on a cylinder the holomorphic quadratic differentials real on the boundary

are of the form
(real constant) · dz2,

so conformality is not quite achieved yet. It is at this point that condition (D3′) comes into play.
These facts will actually become relevant at a later stage. At the moment it is sufficient to note

that from now on we will consider the Dirichlet energy and therefore we can restrict our class of
maps to

C(Γ ) = C′(Γ ) ∩ {u : Cλ → Rn | u harmonic,λ ∈ (0,∞)}.

The big advantage of working inC(Γ ) is that harmonic maps are uniquely determined by their
boundary values. So essentially each mapu ∈ C(Γ ) is uniquely determined byλ andu|∂Cλ . About
the boundary behaviour of a solution to the Douglas problem we have the following result.

THEOREM 2.4 Letu be a minimal surface which maps an open arcA ⊂ ∂Cλ into an open portion
Γ ′

⊂ Γ and assume thatΓ ′
∈ Ck,α for somek ∈ N and some 0< α < 1. Thenu ∈ Ck,α(C̊λ ∪A).

Proof. See [2, §7.3]. 2

2.3 Reformulation of the problem

Our approach to the problem uses the ideas presented in [13] and in [4] and [5]. The main goal is to
transfer the nonlinearity from the classC(Γ ) of competing functions to the energy functional.

To do so, take a cylinderC1 of radius and length 1 and fixγ : ∂C1 → Γ , γ = (γ1, γ2),
γi : S1

→ Γi for i = 1,2, to be a regularCr -parametrisation ofΓ with r > 3.
If πλ : ∂Cλ → ∂C1 is the map that identifies∂Cλ with ∂C1, thenγ ◦ πλ acts on∂Cλ exactly

like γ on ∂C1. Thus, from now on we will identify these two maps and we will writeγ also when
we actually meanγ ◦ πλ.
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Givenu ∈ C(Γ ), u : Cλ → Rn, thenu|∂Cλ can be uniquely written in the formγ ◦ s, where
s : ∂D ∪̇∂D → S1

∪̇S1 (and∪̇ denotes the disjoint union). Although∂D ∪̇∂D, S1
∪̇S1 and∂Cλ are

naturally isomorphic, we will usually considerS1
∪̇ S1 as the domain of thefixedparametrisationγ

of Γ and∂D ∪̇ ∂D as the boundary of the parameter domainsCλ for various parametrised surfaces.
See Figure 1.

ΓΓΓΓ1111 ΓΓΓΓ2222

∂D ∂D

  γ o s

s s s= ( , )1 2
  γ γ πλ≈( )o

πλ

γ γ γ= ( , )1 2

Cλ

Cλ C1

  u s= ( )Φ γ o

S1 S1
S1 S1

FIG. 1

A map f ∈ C0(∂D, S1) is said to bemonotoneif f is positively oriented andf−1(p) is
connected for allp ∈ S1. Note that a monotonef need not be injective: as it moves once aroundS1

it can pause but never retraces its path. We similarly define the notion of monotone map from∂D

to Γi , for i = 1,2. Since there is a one-one correspondencesi ↔ γ ◦ si between monotone maps
in C(∂D, S1) and monotone maps inC(∂D, Γi), i = 1,2, there is also a one-one correspondence
s = (s1, s2) ↔ γ ◦ s = (γ1 ◦ s1, γ2 ◦ s2) between monotone maps inC0(∂D, S1) ∪̇ C0(∂D, S1) '

C0(∂D ∪̇ ∂D, S1
∪̇ S1) and monotone maps inC0(∂D, Γ1) ∪̇ C0(∂D, Γ2) ' C0(∂Cλ, Γ ).

Further note that any monotone maps : ∂D ∪̇ ∂D → S1
∪̇ S1 can be written in the form

s = (s1, s2) = (id + σ1, id + σ2) := id + σ.

Here id :∂D → S1 is the “identity” map id(θ) = θ (with abuse of notation we will write id also
when we intend(id, id)) andσ = (σ1, σ2) ∈ C0(∂D,R) ∪̇ C0(∂D,R) is a 2π-periodic function
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defined up to a constantc = (c1, c2) with ci = 2πki , ki ∈ Z, i = 1,2. Addition of such maps is
performed modulo 2π .

Forw ∈ C0(∂Cλ,Rn) we denote byΦ(w) the unique harmonic extension ofw onCλ.
We can now define theenergy functional E.

DEFINITION 2.2 Fors ∈ C0(∂D ∪̇ ∂D, S1
∪̇ S1) andλ ∈ (0,∞) let

E(s, λ) :=
1

2

∫
Cλ

|∇Φ(γ ◦ s)|2 = D(Φ(γ ◦ s)). (4)

ThusE(s, λ) is just the Dirichlet energy of the harmonic extension ofγ ◦ s onCλ.

Norms and function spaces. Forf : ∂D → R theH 1/2 seminorm can be defined by

|f |
2
H1/2(∂D)

=

∫
∂D

∫
∂D

|f (φ)− f (φ̄)|2

|φ − φ̄|2
dφ dφ̄

and the corresponding norm is given by

‖f ‖
2
H1/2(∂D)

= ‖f ‖
2
L2(∂D)

+ |f |
2
H1/2(∂D)

.

LetC denote a cylinder of radius one and fixed length. Forf = (f1, f2) : ∂C ' ∂D ∪̇∂D → R∪̇R,
with fi : ∂D → R, i = 1,2, we define theH 1/2 seminorm to be

|f |H1/2(∂C) = (|f1|
2
H1/2(∂D)

+ |f2|
2
H1/2(∂D)

)1/2

and the norm
‖f ‖H1/2(∂C) = (‖f1‖

2
H1/2(∂D)

+ ‖f2‖
2
H1/2(∂D)

)1/2.

As a domain for the energy functionalE one first chooses a suitable spaceX = H×(0,∞) (see
the definitions below), which basically consists of pairs(s, λ), whereλ is a positive real number and
s is anH 1/2 maps : ∂D ∪̇∂D → ∂S1

∪̇∂S1 which winds once around the boundary of the cylinder.
However to obtain a differentiable functional it will be necessary to restrictE to the subspace
T × (0,∞) of continuous members ofX .

DEFINITION 2.3 The Hilbert spaceH is defined by

H := H 1/2(∂C,R ∪̇ R) ' H 1/2(∂D,R) ∪̇H 1/2(∂D,R).

The corresponding affine Hilbert spaceH is the space of mapss : ∂D ∪̇ ∂D → ∂S1
∪̇ ∂S1 such that

s = id + σ

for some σ ∈ H . Note that we identifyσ with its equivalence class [σ ] = {σ̄ | σ =

σ̄ + (2πk1,2πk2), k1, k2 ∈ Z}.

DEFINITION 2.4 The Banach spaceT is defined by

T = H ∩ C0(∂C,R ∪̇ R)
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with norm
‖ξ‖T = ‖ξ‖H1/2(∂C) + ‖ξ‖C0(∂C)

(where we take‖ξ‖C0(∂C) = (‖ξ1‖
2
C0(∂D)

+ ‖ξ2‖
2
C0(∂D)

)1/2). The corresponding affine spaceT is
defined by

T = H ∩ C0(∂C, S1
∪̇ S1).

DEFINITION 2.5 The Hilbert spaceX is defined by

X := H × R

with norm
‖(ξ, µ)‖X = (‖ξ‖2

H1/2(∂C)
+ µ2)1/2.

The corresponding affine Hilbert space is given byX = H× (0,∞).

DEFINITION 2.6 The Banach spaceT R is defined by

T R := T × R

with norm
‖(ξ, µ)‖T R = (‖ξ‖2

T + µ2)1/2.

The corresponding affine space is given byT × (0,∞).

The space of variations ats ∈ H, s ∈ T , (s, λ) ∈ X , and(s, λ) ∈ T × (0,∞) is naturally
identified withH , T ,X, andT R respectively.

Notation. For f, g : ∂C → R ∪̇ R, s : ∂C → ∂C, f = (f1, f2), g = (g1, g2), ands = (s1, s2)

we set

fg := (f1g1, f2g2), f + g := (f1 + g1, f2 + g2), f ◦ s := (f1 ◦ s1, f2 ◦ s2),

i.e. all operations are always meant componentwise. Furthermore

‖f ‖ = (‖f1‖
2
+ ‖f2‖

2)1/2

for various norms. Finally fors = id + σ : ∂D ∪̇ ∂D → ∂S1
∪̇ ∂S1 we write‖s‖ = 1 + ‖σ‖ for

various norms onσ . (Of course,‖s‖ does not define a norm.)
For future references we note the following properties.

LEMMA 2.5 Supposef, g : ∂C → R ∪̇ R ands : ∂C → ∂C. Then

‖fg‖H1/2 6 c‖f ‖C1‖g‖H1/2, (5)

|fg|H1/2 6 c(‖f ‖C0|g|H1/2 + |f |H1/2‖g‖C0), (6)

‖g ◦ s‖H1/2 6 c‖g‖C1‖s‖H1/2. (7)

Proof. Use the definitions of the norm and results in [13, Lemma II 2.6] and [5, Prop. 3.1–3.2].2

It is standard that for fixedλ, Φ : H 1/2(∂Cλ,Rn) → H 1(Cλ,Rn) is a bounded linear map with
bounded inverse. ThereforeE is well defined and finite for(s, λ) ∈ H× (0,∞). In fact we have
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PROPOSITION2.6 E(·, λ) : H → R and

E(s, λ) 6 c(λ)‖γ ‖
2
C1‖s‖

2
H1/2.

Proof. From trace theory and (7) we get

E(s, λ) =
1

2

∫
Cλ

|∇Φ(γ ◦ s)|2 6 c‖Φ(γ ◦ s)‖2
H1(Cλ)

6 c(λ)‖γ ◦ s‖2
H1/2 6 c(λ)‖γ ‖

2
C1‖s‖

2
H1/2.

Note that the constant depends on the domain, i.e. onλ. 2

REMARK . In the case of the classical Plateau problem, the analogous function spaceH of
boundary maps is characterized by three additional integral conditions which correspond to the
so called “three-point condition”. Such a restraint is necessary to prove compactness results. In the
case of the Douglas problem we do not need such an assumption and convergence is ensured by the
Douglas condition.

Differentiability properties of E. We now want to investigate the differentiability properties of
E = E(s, λ).

Conventions regarding derivatives.Derivatives with respect to the functions in the directionξ are
usually denoted〈E′(s, λ), ξ 〉 or dE(s, λ)(ξ). Derivatives with respect to the parameterλ are usually
written ∂

∂λ
E(s, λ). Derivatives at(s, λ) in the direction(ξ, µ) are denoted〈E′(s, λ), (ξ, µ)〉.

First let us fixλ and compute formally the first and second derivative with respect to variations
of the boundary maps. Using the notation

u = Φ(γ ◦ s), v = Φ(γ ′
◦ s ξ), w = Φ(γ ′′

◦ s ξ2), (8)

for ξ ∈ H , we get from (4) and formal computation

E(s, λ) =
1

2

∫
Cλ

|∇u|2, (9)

〈E′(s, λ), ξ 〉 =
d

dt

∣∣∣∣
t=0
E(s + tξ, λ) =

∫
Cλ

∇u∇v, (10)

E′′(s, λ)(ξ, ξ) =
d2

dt2

∣∣∣∣
t=0
E(s + tξ, λ) =

∫
Cλ

∇u∇w +

∫
Cλ

|∇v|2, (11)

with an analogous expression forE′′(s, λ)(ξ, η) obtained by bilinearity in the case of distinct
variations.

Following the analysis of the differentiability properties of the energy functional for the classical
Plateau problem (see [4] and [3]), it is not difficult to verify the following two propositions.

PROPOSITION2.7 Lets = id + σ . ThenE(·, λ) : T → R isCr−1. Moreover

|djE(s, λ)(ξ1, . . . , ξj )| 6 c(λ, ‖γ ‖Cj+1, ‖s‖H1/2)‖ξ1‖T · · · ‖ξj‖T

for 1 6 j 6 r − 1.
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These estimates cannot be improved by replacing‖ξ‖T by ‖ξ‖H1/2, unless the regularity ofs is
increased.

PROPOSITION2.8 If s ∈ C1 thendE(s, λ) extends to a bounded linear operator onH and

|dE(s, λ)(ξ)| 6 c(λ)‖γ ‖
2
C2‖s‖

2
C1‖ξ‖H1/2.

If s ∈ C2 thend2E(s, λ) extends to a bounded bilinear operator onH ×H and

|d2E(s, λ)(ξ, η)| 6 c(λ)‖γ ‖
2
C2‖s‖

2
C2‖ξ‖H1/2‖η‖H1/2.

Now let us fix the boundary maps and compute the first and second derivative ofE = E(s, λ)

with respect toλ. To do so, it is convenient to define the following function:

F : (0,∞) → H 1(C1), F (λ) = uλ = Φ(γ ◦ s) ◦ σλ,

whereΦ(γ ◦ s) is the harmonic extension ofγ ◦ s on the domainCλ, s ∈ H, andσλ : C1 → Cλ,
σλ(x, θ) = (λx, θ), is the map that transforms the unit cylinder to a cylinder of lengthλ.

LEMMA 2.9 F is smooth on(0,∞). Each derivative is the unique weak solution of a partial
differential equation. In particularF ′(λ) ∈ H 1

0 (C1) satisfies∫
C1

(
1

λ
F ′(λ)xwx + λF ′(λ)θwθ

)
=

∫
C1

(
1

λ2
uλxwx − uλθwθ

)
for all w ∈ H 1

0 (C1) and‖F ′(λ)‖H1(C1)
6 c(λ)|uλ|H1(C1)

.

Proof. Sinceuλ is a weak solution of−
1

λ
uxx − λuθθ = 0 inC1,

u = γ ◦ s on ∂C1,

(12)

we immediately obtain∫
C1

(
1

λ+ h

(
uλ+h − uλ

h

)
x

wx + (λ+ h)

(
uλ+h − uλ

h

)
θ

wθ

)
=

∫
C1

(
1

λ(λ+ h)
uλxwx − uλθwθ

)
for all w ∈ H 1

0 (C1). Hence, for fixedh, u
λ+h

−uλ

h
is the unique weak solution of−

1

λ+ h
vxx − (λ+ h)vθθ = −

1

λ(λ+ h)
uλxx + uλθθ in C1,

v = 0 on∂C1,

and‖
uλ+h−uλ

h
‖H1

0 (C1)
6 c(λ)|uλ|H1(C1)

for all h < 1. It follows that there exists a functionF ′(λ) ∈

H 1
0 (C1) such that by passing to a subsequence ofh → 0,

uλ+h − uλ

h
⇀ F ′(λ) weakly inH 1,

uλ+h − uλ

h
→ F ′(λ) strongly inL2,
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andF ′(λ) is the weak solution of−
1

λ
F ′(λ)xx − λF ′(λ)θθ = −

1

λ2
uλxx + uλθθ in C1,

F ′(λ) = 0 on∂C1.

Moreover‖F ′(λ)‖H1(C1)
6 c(λ)|uλ|H1(C1)

. Since the solution of such a PDE is unique, we infer
that the above convergences occur for all subsequences ofh → 0.

Moreover, by employing the same type of argument as in Lemma 3.2, we can show that

‖
uλ+h−uλ

h
− F ′(λ)‖H1(C1)

→ 0 ash → 0 (i.e. F is Fŕechet differentiable atλ), and thatF ′ is
continuous on(0,∞). Existence and continuity of higher derivatives are shown in a similar way.2

Now suppose thats ∈ T is fixed. By performing a change of variables, we can writeE as an integral
over a fixed domainC1, namely

E(s, λ) =
1

2

∫
C1

(
1

λ
(F (λ))2x + λ(F (λ))2θ

)
. (13)

Hence

∂

∂λ
E(s, λ) =

1

2

∫
C1

(
−

1

λ2
(F (λ))2x + (F (λ))2θ

)
+

∫
C1

(
1

λ
(F (λ))x(F

′(λ))x + λ(F (λ))θ (F
′(λ))θ

)
and the second term cancels out due toF ′(λ) ∈ H 1

0 (C1) andF(λ) = uλ satisfying (12). Therefore
we can write

∂

∂λ
E(s, λ) =

1

2

∫
C1

(
−

1

λ2

∣∣∣∣ ∂∂x (Φ(γ ◦ s) ◦ σλ)

∣∣∣∣2 +

∣∣∣∣ ∂∂θ (Φ(γ ◦ s) ◦ σλ
)∣∣∣∣2)

=
1

2λ

∫
Cλ

(
−

∣∣∣∣ ∂∂x (Φ(γ ◦ s))

∣∣∣∣2 +

∣∣∣∣ ∂∂θ (Φ(γ ◦ s))

∣∣∣∣2). (14)

In a similar way we calculate

∂2

∂λ2
E(s, λ) =

1

λ3

∫
C1

∣∣∣∣ ∂∂x (Φ(γ ◦ s) ◦ σλ)

∣∣∣∣2 −

∫
C1

(
1

λ
(F ′(λ))2x + λ(F ′(λ))2θ

)
=

1

λ2

∫
Cλ

∣∣∣∣ ∂∂x (Φ(γ ◦ s))

∣∣∣∣2 −

∫
Cλ

|∇Ψ |
2, (15)

whereΨ ∈ H 1
0 (Cλ) solves∫

Cλ

∇Ψ∇g =
1

λ

∫
Cλ

(
∂

∂x
(Φ(γ ◦ s))

∂g

∂x
−
∂

∂θ
(Φ(γ ◦ s))

∂g

∂θ

)
(16)

for all g ∈ H 1
0 (Cλ). Note that‖Ψ ‖H1(Cλ)

6 c(λ)|Φ(γ ◦ s)|H1(Cλ)
.
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For the mixed variations (where one variable is kept fixed at each step) we can show with the
same type of argument as above that〈(

∂E

∂λ

)′

(s, λ), ξ

〉
=

∂

∂λ
〈E′(s, λ), ξ 〉

=
1

λ

∫
Cλ

(
−
∂

∂x
(Φ(γ ◦ s))

∂

∂x
(Φ(γ ′

◦ s ξ))+
∂

∂θ
(Φ(γ ◦ s))

∂

∂θ
(Φ(γ ′

◦ s ξ))

)
. (17)

Finally, let us compute formally the first and second variation forE. Using again the notation

u = Φ(γ ◦ s), v = Φ(γ ′
◦ s ξ), w = Φ(γ ′′

◦ s ξ2),

and lettingΨ ∈ H 1
0 (Cλ) be a solution of (16), and(ξ, µ) ∈ X, from (10) and (14) we get

〈E′(s, λ), (ξ, µ)〉 =

∫
Cλ

∇u∇v +
µ

2λ

∫
Cλ

(∣∣∣∣∂u∂θ
∣∣∣∣2 −

∣∣∣∣∂u∂x
∣∣∣∣2). (18)

Furthermore using (11), (15), and (17) we can write

E′′(s, λ)(ξ, µ)2 =

∫
Cλ

(|∇v|2 + ∇u∇w)

+
2µ

λ

∫
Cλ

(
−
∂u

∂x

∂v

∂x
+
∂u

∂θ

∂v

∂θ

)
+

(
µ

λ

)2∫
Cλ

∣∣∣∣∂u∂x
∣∣∣∣2 − µ2

∫
Cλ

|∇Ψ |
2, (19)

with an analogous expression forE′′(s, λ)(ξ, µ)(η, σ ) obtained by bilinearity in the case of distinct
variations.

PROPOSITION2.10 The functionalE(s, λ) : T × (0,∞) → R isC3. Moreover

|〈E′(s, λ), (ξ, µ)〉| 6 c(λ, ‖γ ‖C2, ‖s‖H1/2)‖(ξ, µ)‖T R

and

|E′′(s, λ)(ξ, µ)(η, σ )| 6 c(λ, ‖γ ‖C3, ‖s‖H1/2)‖(ξ, µ)‖T R‖(η, σ )‖T R.

Proof. Through the previous analysis we were able to describe the variations ofE = E(s, λ)

when fixing a variable. Roughly speaking we found the “gradient” and “Hessian” forE and used
these to formally derive an expression for the first and second variation ofE. By using Lemma 3.2
below it can be checked directly in a routine manner thatE is three times Fŕechet differentiable,
its derivatives are continuous, and (18) and (19) are the correct expressions for the first and second
variation respectively.

The last part of the proposition follows immediately by applying trace theory, (7), and (6) to the
expressions (18) and (19). 2

PROPOSITION2.11 If s ∈ C1 andλ ∈ (0,∞) thenE′(s, λ) extends to a bounded linear operator
onX and

〈E′(s, λ), (ξ, µ)〉 6 c(λ)‖γ ‖
2
C2‖s‖

2
C1‖(ξ, µ)‖X.

If s ∈ C2 thenE′′(s, λ) extends to a bounded bilinear operator onX ×X and

|E′′(s, λ)(ξ, µ)(η, σ )| 6 c(λ)‖γ ‖
2
C2‖s‖

2
C2‖(ξ, µ)‖X‖(η, σ )‖X.
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Proof. The first inequality follows by (18), trace theory, (5), and (7). The second inequality follows
by (19), trace theory, (5), (7), and Proposition 2.8. 2

Definition of minimal surface in terms of E. Now we are ready to give the formulation of
minimal surface which we will use throughout this work.

DEFINITION 2.7 The harmonic function

u = Φ(γ ◦ s)

defined onCλ is aminimal surface spanningΓ if s is monotone and the pair(s, λ) ∈ T × (0,∞)

is stationary forE, i.e. if the following two statements are true:

(E1) s is monotone and stationary forE(·, λ) in the sense that

〈E′(s, λ), ξ 〉 = 0 ∀ξ ∈ T , (20)

(E2) λ is such that (what we could call) “equipartition of energy” holds, namely∫
Cλ

∣∣∣∣∂u∂x
∣∣∣∣2 dx dθ =

∫
Cλ

∣∣∣∣∂u∂θ
∣∣∣∣2 dx dθ. (21)

REMARK . Note that by (18) the pair(s, λ) ∈ T × (0,∞) is stationary forE if and only if
〈E′(s, λ), (ξ, µ)〉 = 0 for all (ξ, µ) ∈ T × R.

PROPOSITION2.12 Definitions 2.1 and 2.7 are equivalent. In other words,(s, λ) is stationary for
E if and only ifu = Φ(γ ◦s) defined onCλ is stationary for the Dirichlet functional (or equivalently
u is harmonic and conformal).

Proof. First note that (E2) and (D3′) are equivalent, then apply similar arguments to those used by
Struwe in the proof of [13, II Proposition 2.9]. The most difficult step consists in proving that
condition (E1) implies thatu ∈ H 2(Cλ). This regularity result is achieved by using the same
arguments applied by Struwe in [13, II §5]. 2

PROPOSITION2.13 If γ ∈ Ck,α wherek > 2, 0< α < 1 and(s, λ) is stationary forE, then

‖s‖Ck,α 6 c = c(‖γ ‖Ck,α , ‖ |γ ′
|
−1

‖L∞).

Proof. This follows directly from the regularity result given in Theorem 2.4 and Proposition 2.12.2

Nondegeneracy for the energy functionalE. We will need to consider the second order behaviour
of E near a stationary point(s, λ) ∈ T × (0,∞). For s ∈ C2, λ ∈ (0,∞) and γ ∈ C2 (in
particular, by regularity theory, for(s, λ) stationary forE andγ ∈ C3) let us consider the bilinear
form E′′(s, λ) as given in (19). By Proposition 2.11 we know thatE′′(s, λ) extends to a bounded
bilinear operator onX×X. Hence, by the Riesz representation theorem, we introduce the bounded
self-adjoint map∇2E(s, λ) : X → X defined by

〈∇
2E(s, λ)(ξ, µ), (η, σ )〉X = E′′(s, λ)(ξ, µ)(η, σ )

for all (η, σ ), (ξ, µ) ∈ X, where〈·, ·〉X is the inner product defined on the Hilbert spaceX. Write

X = X−
⊕X0

⊕X+ (22)
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for the orthogonal decomposition generated by the eigenfunctions of∇
2E(s, λ) having negative,

zero, and positive eigenvalues, respectively.
For (ξ, λ) ∈ X, we will write

(ξ, µ) = (ξ−, µ−)+ (ξ0, µ0)+ (ξ+, µ+), (23)

where(ξ−, µ−) ∈ X−, (ξ0, µ0) ∈ X0, and(ξ+, µ+) ∈ X+.

DEFINITION 2.8 If (s, λ) is a stationary point forE, we say that

(s, λ) is nondegenerate if X0
= {0}

The corresponding minimal surfaceu = Φ(γ ◦ s) is also said to benondegenerate.

If (s, λ) is a nondegenerate stationary point forE, it follows that the eigenvalues of∇2E(s, λ)

are bounded away from zero and∇
2E(s, λ) is invertible with bounded inverse (see [3, Proposition

4.9]). In particular there exists aκ > 0 such that

E′′(s, λ)(ξ, µ)(ξ+
− ξ−, µ+

− µ−)

= E′′(s, λ)(ξ+, µ+)2 − E′′(s, λ)(ξ−, µ−)2 > κ(‖ξ‖2
H1/2 + µ2). (24)

We callκ thenondegeneracy constantfor (s, λ).

3. The “smooth sequence”

In this section we are concerned with the problem of giving a constructive method for finding
stationary points of the energy functionalE.

As mentioned in the Introduction this is not needed in order to establish the main error estimates
(1) and (2) discussed in [10]. However it motivates the construction of the so called “discrete
sequence” (see Section 5) on which the numerical algorithm given in Section 6 is based.

Let us build the following sequence of points(sn, λn) ∈ T × (0,∞). Chooseλ0 ∈ (0,∞), then
repeat the following two steps.

Step 1. Givenλn, find a monotone mapsn ∈ T such thatsn is stationary forE(·, λn). In other
words findsn such that

〈E′(sn, λn), ξ〉 = 0, ∀ξ ∈ T . (25)

Using (10), we see that (25) can be written as∫
Cλn

∇Φ(γ ◦ sn)∇Φ(γ
′
◦ sn ξ) = 0 (26)

for all ξ ∈ T , or equivalently

1

λn

∫
C1

∂

∂x
(Φ(γ ◦ sn) ◦ σλn)

∂

∂x
(Φ(γ ′

◦ sn ξ) ◦ σλn)dx dθ

+ λn

∫
C1

∂

∂θ
(Φ(γ ◦ sn) ◦ σλn)

∂

∂θ

(
Φ(γ ′

◦ sn ξ) ◦ σλn)dx dθ = 0 (27)
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for all ξ ∈ T , whereσλn : C1 → Cλn is the diffeomorphism of the formσλn(x, θ) := (λnx, θ). For
later use, let us denote by

hn := Φ(γ ◦ sn)

the harmonic extension ofγ ◦ sn onCλn .

Step 2. Givensn, λn, andhn, findλn+1 ∈ (0,∞) such thathn, reparametrised to the domainCλn+1,
satisfies “equipartition of energy” (see Definition 2.7 again). Precisely this means that if we denote
by kn,n+1 the functionkn,n+1 : Cλn+1 → Cλn which maps(x̃, θ̃ ) to

(
λn
λn+1

x̃, θ̃
)

= (x, θ), thenλn+1

must be such that∫
Cλn+1

∣∣∣∣ ∂∂x̃ (hn ◦ kn,n+1)

∣∣∣∣2 dx̃ dθ̃ =

∫
Cλn+1

∣∣∣∣ ∂
∂θ̃
(hn ◦ kn,n+1)

∣∣∣∣2 dx̃ dθ̃ . (28)

Note that a change of variables in (28) gives

λn

λn+1

∫
Cλn

∣∣∣∣∂hn∂x
∣∣∣∣2 dx dθ =

λn+1

λn

∫
Cλn

∣∣∣∣∂hn∂θ
∣∣∣∣2 dx dθ, (29)

which is easily solved sinceλn andhn are known.
Let us first point out the following important fact.

LEMMA 3.1 Step 2 does not increase the Dirichlet energy. More precisely, we have

D(hn ◦ kn,n+1, λn+1) 6 D(hn, λn),

with equality holding if and only ifλn = λn+1. (HereD(hn, λn) denotes the Dirichlet energy of the
maphn defined on the domainCλn .)

Proof. We can computeλn+1 directly from (29). (We are assuming here that Step 2 can be realized,
i.e. none of the integrals in expression (29) vanishes.) Note also that the solution is unique.

To prove the assertion, let us recall that the Dirichlet energyD(h, λ) for h : Cλ → Rn can be
written as

D(h, λ) = |h(Cλ)| + EC(h, λ),

where|h(Cλ)| is the area of the imageh(Cλ) andEC(h, λ) is the conformal energy as defined in
[6], namely

EC(h, λ) :=
1

2

∫
Cλ

∣∣∣∣J (h)∂h∂x −
∂h

∂θ

∣∣∣∣2 dx dθ.

HereJ (h) is rotation throughπ/2 in the oriented tangent plane to the image ofh.
Since|hn(Cλn)| = |hn ◦ kn,n+1(Cλn+1)|, all we have to prove is thatEC(hn ◦ kn,n+1, λn+1) 6

EC(hn, λn). This follows by a direct computation. 2

REMARKS. 1) During the first step, we fixλn and we find a boundary mapsn for which condition
(E1) of Definition 2.7 holds. This is very much like solving the classical Plateau problem. Bear
in mind that since we find a stationary map forE(·, λn), the functionalE need not decrease.
Furthermore the surface that we get, namelyΦ(γ ◦ sn) (where the harmonic extension is taken over
Cλn ), generally fails to be conformal. Note that if we look back at Lemma 2.3 and the comments
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there, and we consider again the proof of Proposition 2.12, we come to realize thatΦ(γ ◦ sn) just
fails to be conformal.

In the second step, we fix the surface just computed, i.e.Φ(γ ◦ sn), and parametrise it from a
different cylinderCλn+1 in such a way that the “equipartition of energy” (see (E2) in Definition 2.7
and (28)) holds. In other words, we are trying to make up for the lack of conformality. Note that
now we have the problem thatsn is not necessarily stationary forE(·, λn+1), so we need to “keep
going” with our construction.

Our wish is to derive a sequence of points(sn, λn) that will “approximate” conditions (E1) and
(E2) of Definition 2.7 more and more accurately asn increases.

2) It is clear that if the constructed sequence stops for somen ∈ N, then what we obtain is
exactly a stationary point forE, since (E1) and (E2) are satisfied at the same time.

3) Lemma 3.1 is interesting because if we are able to decrease the Dirichlet energy also during
Step 1 for eachn (say, we find a Dirichlet energy minimizer for the fixed domainCλn ), then we end
up with a sequence(sn, λn) for which

E(sn+1, λn+1) 6 E(sn, λn)

is true for alln ∈ N, i.e. the sequence is energy decreasing.
4) We pointed out in 1) that Step 1 is basically equivalent to solving the classical Plateau

problem. On the other hand, Step 2 is performed with a very easy computation (see (29)). It becomes
clear then that since the problem of implementing a program that solves the Plateau problem has
already been solved by G. Dziuk and J. Hutchinson (see [4]), the investigation of the convergence
of the “smooth sequence” is appealing also from a computational point of view.

Motivated by the remarks just made, we now tackle the problem of finding under which
conditions we can ensure the convergence of the sequence to a stationary point for the energy
functionalE.

Let us first give a few useful lemmas. The first establishes that if we take the harmonic extension
of the same boundary map on two different cylinders whose difference in length is small, then the
difference in theH 1 norm of the rescaled maps is also small.

LEMMA 3.2 Forf ∈ H 1/2(∂C), σµ : C1 → Cµ a diffeomorphism of the formσµ(x, θ) = (µx, θ)

for µ > 0, andλn → λ ∈ (0,∞), we have

‖Φ(f ) ◦ σλn −Φ(f ) ◦ σλ‖H1(C1)
→ 0

asn → ∞. More precisely, we have

‖Φ(f ) ◦ σλn −Φ(f ) ◦ σλ‖H1(C1)
6 c(λ)|λ− λn| |Φ(f ) ◦ σλ|H1(C1)

.

REMARK . Note thatΦ(f )◦σλn andΦ(f )◦σλ of Lemma 3.2 are two different functions: the first
Φ(f ) is the harmonic extension off onCλn whereas the secondΦ(f ) is the harmonic extension
of the same boundary valuesf onCλ.

Proof. Setun := Φ(f ) ◦ σλn andu := Φ(f ) ◦ σλ. Thenun ∈ H 1(C1) is the unique solution of{
Lnv = 0 inC1,

v = f on ∂C1,
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whereLnv = −
1
λn
vxx − λnvθθ . The mapu ∈ H 1(C1) is the unique solution of{

Lv = 0 inC1,

v = f on ∂C1,
(30)

whereLv = −
1
λ
vxx − λvθθ . By subtraction we getLn(un − u) =

(
1

λn
−

1

λ

)
uxx + (λn − λ)uθθ ≡ fn in C1,

un − u = 0 on∂C1.

Let us writevn := un − u ∈ H 1
0 (C1). By definition,vn is such that∫

C1

(
1

λn
vnxwx + λnv

n
θwθ

)
=

∫
C1

((
1

λ
−

1

λn

)
uxwx + (λ− λn)uθwθ

)
for all w ∈ H 1

0 (C1). Choosew = vn. Then forn sufficiently large,

c(λ)‖∇vn‖2
L2(C1)

6 C(λ)|λ− λn| ‖∇u‖L2(C1)
‖∇vn‖L2(C1)

,

which implies
‖un − u‖H1(C1)

6 c(λ)|λ− λn| |u|H1(C1)
→ 0

asn → ∞. Note that by extending canonicallyf to a mapf̃ ∈ H 1(C1) so thatf̃ |∂C1 = f

and ‖f̃ ‖H1(C1)
6 c‖f ‖H1/2(∂C1)

, by using f̃ to reduce (30) to a system with homogeneous
boundary conditions and by applying arguments similar to those above, it is not difficult to show
that‖u‖H1(C1)

6 c‖f ‖H1/2(∂C1)
. 2

Next we derive a Poincaré type inequality.

PROPOSITION3.3 Assume thatU is an open bounded subset ofRn with ∂U ∈ C1. Then for every
g ∈ H 1(U), ∫

U

|g|2 6 C

∫
U

|∇g|2 + C

( ∫
∂U

g

)2

(31)

with C independent ofg. In particular

‖g‖H1(U) 6 C(|g|H1(U) + ‖g‖L2(∂U)).

Proof. Suppose that (31) is not true. Then there existgn ∈ H 1(U) such that

1 =

∫
U

|gn|
2 > n

∫
U

|∇gn|
2
+ n

( ∫
∂U

gn

)2

∀n ∈ N. (32)

Since(gn)n∈N is a bounded sequence inH 1(U), there existsg ∈ H 1(U) to which gn converge
weakly inH 1(U) and strongly inL2(U). In particular‖g‖L2(U) = 1. On the other hand, (32)
implies thatgn → 0 in theL1(∂U) norm and∇gn → 0 strongly inL2(U), henceg ≡ 0. This
yields a contradiction. 2
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Keeping in mind the notation used so far (see definition ofλn, sn, hn, σλn given in Steps 1 and 2 at
the beginning of Section 3), let us start with some basic observations.

LEMMA 3.4 Suppose that‖hn‖H1(Cλn )
6 C for all n ∈ N andλn → λ ∈ (0,∞). Then

‖hn ◦ σλn‖H1(C1)
6 C(λ), |sn|H1/2(∂C) 6 C(λ, γ ).

Proof. The first estimate follows from‖hn‖H1(Cλn )
6 C by a change of variable and the fact that

the sequence ofλn is bounded. The second follows from the first one and the regularity ofγ . 2

If in addition we know thatsn ⇒ s uniformly, then in particular we have‖sn‖L2(∂C) 6 C(‖s‖C0)

and‖sn‖H1/2(∂C) 6 C(λ, γ, ‖s‖C0). Therefore

sn ⇀ s weakly inH 1/2(∂C).

One way to guarantee the uniform convergence of the mapssn is to require that, together with
the assumptionE(sn, λn) 6 C, the mapshn satisfy thecondition of cohesion, which means that

there exists a real numberα > 0 independent ofn such that each closed curve lying
on hn(Cλn) whose diameter does not exceedα can be continuously shrunk to a point
(insidehn(Cλn)).

Furthermore, under these same conditions, it can proved that (a subsequence of)λn converges to
someλ ∈ (0,∞). For more details see [9, §§559–560].

Let us define

h := Φ(γ ◦ s)

to be the harmonic extension ofγ ◦ s on Cλ and letσλ : C1 → Cλ be the usual cylinder trans-
formation (replaceλn with λ in the definition ofσλn on page 233).

LEMMA 3.5 Suppose thatsn ⇒ s uniformly, λn → λ ∈ (0,∞) and‖hn‖H1(Cλn )
6 C for all

n ∈ N. Then

hn ◦ σλn ⇀ h ◦ σλ weakly inH 1(C1).

Proof. From‖hn ◦ σλn‖H1(C1)
6 C(λ) it follows that there exists a functiong ∈ H 1(C1) to which,

by passing to a subsequence,hn ◦ σλn converges weakly in theH 1 norm. Forf ∈ H 1
0 (C1) we have

1

λn

∫
C1

∂

∂x
(hn ◦ σλn)

∂f

∂x
+ λn

∫
C1

∂

∂θ
(hn ◦ σλn)

∂f

∂θ
= 0

for all n. Lettingn → ∞ and using the weak convergence we obtain

1

λ

∫
C1

∂g

∂x

∂f

∂x
+ λ

∫
C1

∂g

∂θ

∂f

∂θ
= 0,

which implies thatg ◦ σ−1
λ is harmonic onCλ and therefore fully determined by its value on the

boundary. Setg := Φ(g̃) ◦ σλ, whereg̃ = g ◦ σ−1
λ |∂Cλ .
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Forf ∈ H 2(Cλ) harmonic onCλ we have

1

λn

∫
C1

∂

∂x
(hn ◦ σλn)

∂

∂x
(f ◦ σλ)+ λn

∫
C1

∂

∂θ
(hn ◦ σλn)

∂

∂θ
(f ◦ σλ)

=
1

λn

∫
∂C1

∂

∂x
(f ◦ σλ) ν1 hn ◦ σλn + λn

∫
∂C1

∂

∂θ
(f ◦ σλ) ν2 hn ◦ σλn

+

∫
C1

(
−

1

λn

∂2

∂x2
(f ◦ σλ)− λn

∂2

∂θ2
(f ◦ σλ)

)
hn ◦ σλn ,

whereν = (ν1, ν2) is the outward unit normal vector field defined on∂C1. Again by lettingn → ∞,
using the weak convergence ofhn ◦ σλn and uniform convergence ofsn we obtain

1

λ

∫
C1

∂g

∂x

∂

∂x
(f ◦ σλ) + λ

∫
C1

∂g

∂θ

∂

∂θ
(f ◦ σλ)

=
1

λ

∫
∂C1

∂

∂x
(f ◦ σλ) ν1 γ ◦ s(λx, θ) + λ

∫
∂C1

∂

∂θ
(f ◦ σλ) ν2 γ ◦ s(λx, θ)

=
1

λ

∫
C1

∂

∂x
(h ◦ σλ)

∂

∂x
(f ◦ σλ)+ λ

∫
C1

∂

∂θ
(h ◦ σλ)

∂

∂θ
(f ◦ σλ),

where the last equality is obtained by integrating by parts again and using the harmonicity off . By
a change of variables we have∫

Cλ

∇f ∇(Φ(g̃)− h) =

∫
∂Cλ

∂f

∂ν
(g̃ − γ ◦ s) = 0

for all f ∈ H 2(Cλ) harmonic onCλ. Since we are able to solve the Neumann problem{
∆f = 0 inCλ,
∂f /∂ν = h on ∂Cλ,

for all h ∈ C∞(∂Cλ) such that
∫
∂Cλ

h = 0 , it follows easily that̃g = γ ◦ s.
Finally, it is not difficult to see that the whole sequencehn ◦ σλn converges weakly toh ◦ σλ in

theH 1 norm. 2

Now we can use the tools developed so far to prove the following statement.

LEMMA 3.6 Suppose thatsn ⇒ s uniformly, λn → λ ∈ (0,∞) and‖hn‖H1(Cλn )
6 C for all

n ∈ N. Then
sn → s strongly inH 1/2(∂C).

Proof. First note that for each boundary component we can write

γ (sn)− γ (s) = γ ′(sn)(sn − s)−

∫ sn

s

∫ sn

u

γ ′′(ũ)dũdu

= γ ′(sn)(sn − s)+ In,

and as shown in [13, II 2.11],

|In|H1/2 6 C‖s − sn‖C0(|sn|H1/2 + |s|H1/2).
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Recall that any weakly convergent sequence is bounded, hence this inequality is meaningful. Since
by its definitionIn converges also to zero in theC0 topology, it follows that in particular

‖In‖H1/2 → 0 asn → ∞.

Now consider∫
Cλn

|∇(Φ(γ ◦ sn)−Φ(γ ◦ s))|2

(note that the harmonic extension is taken onCλn !)

=

∫
∂Cλn

∂

∂ν
(Φ(γ ◦ sn))(γ (sn)− γ (s))−

∫
Cλn

∇Φ(γ ◦ s)∇Φ(γ ◦ sn − γ ◦ s)

= J1 + J2.

But

J1 =

∫
∂Cλn

∂

∂ν
(Φ(γ ◦ sn))γ

′(sn)(sn − s)+

∫
Cλn

∇Φ(γ ◦ sn)∇Φ(In).

The first term is zero because of the stationarity ofsn (recall Step 1 in the definition of the “smooth
sequence”). Hence

|J1| 6 ‖hn‖H1(Cλn )
‖Φ(In)‖H1(Cλn )

6 C(λ)‖In‖H1/2 → 0

asn → ∞. With the usual change of variable we can write

−J2 =
1

λn

∫
C1

∂

∂x
(Φ(γ ◦ s) ◦ σλn)

∂

∂x
(Φ(γ (sn)− γ (s)) ◦ σλn)

+ λn

∫
C1

∂

∂θ
(Φ(γ ◦ s) ◦ σλn)

∂

∂θ
(Φ(γ (sn)− γ (s)) ◦ σλn).

Let us look at the first term of the above expression:∫
C1

∂

∂x
(Φ(γ ◦ s) ◦ σλn)

∂

∂x
(Φ(γ (sn)− γ (s)) ◦ σλn)

=

∫
C1

∂

∂x
(Φ(γ ◦ s) ◦ σλn −Φ(γ ◦ s) ◦ σλ)

∂

∂x
(Φ(γ ◦ sn) ◦ σλn −Φ(γ ◦ s) ◦ σλ)

+

∫
C1

∂

∂x
(Φ(γ ◦ s) ◦ σλ)

∂

∂x
(Φ(γ ◦ sn) ◦ σλn −Φ(γ ◦ s) ◦ σλ)

+

∫
C1

∂

∂x
(Φ(γ ◦ s) ◦ σλn)

∂

∂x
(Φ(γ ◦ s) ◦ σλ −Φ(γ ◦ s) ◦ σλn).

Using Lemmas 3.4, 3.5 and 3.2 we see that each term goes to zero whenn approaches infinity.
Using the same arguments also for the other terms inJ2, we deduce thatJ2 → 0 asn → ∞. Hence
we have shown that

|Φ(γ ◦ sn)−Φ(γ ◦ s)|H1(Cλn )
→ 0.
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By Proposition 3.3 andsn ⇒ s it follows that‖Φ(γ ◦ sn)−Φ(γ ◦ s)‖H1(Cλn )
→ 0, which implies

‖γ ◦ sn − γ ◦ s‖H1/2(∂C) → 0.

If we write γ ◦s−γ ◦sn = γ ′(s)(s−sn)+ Ĩn, thenĨn behaves likeIn, i.e.‖Ĩn‖H1/2 → 0 asn → ∞

and
‖γ ′(s)(s − sn)‖H1/2(∂C) → 0.

For each boundary component we have

|γ ′(s)(s − sn)|
2
H1/2(∂D)

=

∫
∂D

∫
∂D

|γ ′(s)(s − sn)(φ)− γ ′(s)(s − sn)(φ̄)|
2

|φ − φ̄|2
dφ dφ̄

=

∫
∂D

∫
∂D

|[γ ′(s)(φ)− γ ′(s)(φ̄)](s − sn)(φ)− γ ′(s)(φ̄)[(s − sn)(φ̄)− (s − sn)(φ)]|2

|φ − φ̄|2

=

∫
∂D

∫
∂D

[γ ′(s)(φ)− γ ′(s)(φ̄)]2((s − sn)(φ))
2

|φ − φ̄|2
dφ dφ̄

+

∫
∂D

∫
∂D

(γ ′(s)(φ̄))2[(s − sn)(φ̄)− (s − sn)(φ)]2

|φ − φ̄|2
dφ dφ̄

−2
∫
∂D

∫
∂D

[γ ′(s)(φ)− γ ′(s)(φ̄)](s − sn)(φ)

|φ − φ̄|2
γ ′(s)(φ̄)[(s − sn)(φ̄)− (s − sn)(φ)] dφ dφ̄

= B1 + B2 + B3.

Now, sincesn ⇒ s,
|B1| 6 ‖sn − s‖2

C0‖γ ‖C2|s|
2
H1/2 → 0.

Furthermore

|B3| 6 2‖sn − s‖C0‖γ ‖C1

·

∫
∂D

∫
∂D

[γ ′(s)(φ)− γ ′(s)(φ̄)][(s − sn)(φ̄)− (s − sn)(φ)]

|φ − φ̄|2
dφ dφ̄

6 2‖sn − s‖C0‖γ ‖C1|γ
′(s)|H1/2|s − sn|H1/2.

Since the weak convergence ofsn implies that|s − sn|H1/2 6 C, alsoB3 goes to zero. Finally, due
to the regularity ofγ ,

B2 > c2
γ |s − sn|

2
H1/2,

and the statement follows. 2

We are finally able to prove the following proposition.

PROPOSITION3.7 Following the notation used so far, suppose that the mapshn satisfy the
condition of cohesion and‖hn‖H1(Cλn )

6 C for all n ∈ N. Then there exists a monotones ∈ T and
λ ∈ (0,∞) such that (by passing to a subsequence)

sn → s strongly inH 1/2, sn ⇒ s uniformly, λn → λ,

and
(s, λ) is stationary forE.



240 P. POZZI

Proof. The condition of cohesion together with the assumption thatE(sn, λn) 6 C implies the
uniform convergence of the mapssn and the existence of aλ ∈ (0,∞) such that, by passing to a
subsequence,λn → λ. Hence the first statement follows from Lemma 3.6.

It remains to check the second statement. Let us work on the stationarity forsn as expressed in
(27). Consider the first term:∫

C1

∂

∂x
(Φ(γ ◦ sn) ◦ σλn)

∂

∂x
(Φ(γ ′

◦ sn ξ) ◦ σλn)

=

∫
C1

∂

∂x
(Φ(γ ◦ sn) ◦ σλn)

∂

∂x
(Φ(γ ′

◦ sn ξ) ◦ σλn −Φ(γ ′
◦ sn ξ) ◦ σλ)

+

∫
C1

∂

∂x
(Φ(γ ◦ sn) ◦ σλn)

∂

∂x
(Φ(γ ′

◦ sn ξ) ◦ σλ −Φ(γ ′
◦ s ξ) ◦ σλ)

+

∫
C1

∂

∂x
(Φ(γ ◦ sn) ◦ σλn −Φ(γ ◦ s) ◦ σλ)

∂

∂x
(Φ(γ ′

◦ s ξ) ◦ σλ)

+

∫
C1

∂

∂x
(Φ(γ ◦ s) ◦ σλ)

∂

∂x
(Φ(γ ′

◦ s ξ) ◦ σλ)

= I1 + I2 + I3 +

∫
C1

∂

∂x
(Φ(γ ◦ s) ◦ σλ)

∂

∂x
(Φ(γ ′

◦ s ξ) ◦ σλ).

Now, I1 goes to zero by Lemma 3.2 and the boundedness of the mapshn. Lemma 3.5 implies that
I3 goes to zero. Finally,

|I2| 6 C(λ)‖Φ(γ ′
◦ sn ξ) ◦ σλ −Φ(γ ′

◦ s ξ) ◦ σλ‖H1(C1)

6 C(λ)‖γ ′
◦ sn ξ − γ ′

◦ s ξ‖H1/2 6 C(λ)‖γ ′
◦ sn − γ ′

◦ s‖T ‖ξ‖T ,

which also goes to zero by Lemma 3.6. Applying the same arguments to the second term in (27)
and lettingλn → λ we obtain

1

λ

∫
C1

∂

∂x
(Φ(γ ◦ s) ◦ σλ)

∂

∂x
(Φ(γ ′

◦ s ξ) ◦ σλ)

+ λ

∫
C1

∂

∂θ
(Φ(γ ◦ s) ◦ σλ)

∂

∂θ
(Φ(γ ′

◦ s ξ) ◦ σλ) = 0 ∀ξ ∈ T ,

i.e.s is stationary forE(·, λ). Now let us consider equation (28). The left hand side can be written as∫
Cλn+1

∣∣∣∣ ∂∂x̃ (hn ◦ kn,n+1)

∣∣∣∣2 dx̃ dθ̃ =
1

λn+1

∫
C1

∣∣∣∣ ∂∂x (hn ◦ σλn)

∣∣∣∣2 dx dθ

=
1

λn+1

∫
C1

(
∂

∂x
(hn ◦ σλn)

∂

∂x
(Φ(γ ◦ sn) ◦ σλn −Φ(γ ◦ sn) ◦ σλ)

+
∂

∂x
(hn ◦ σλn)

∂

∂x
(Φ(γ ◦ sn) ◦ σλ −Φ(γ ◦ s) ◦ σλ)+

∂

∂x
(hn ◦ σλn)

∂

∂x

(
Φ(γ ◦ s) ◦ σλ

))
=

1

λn+1
I1 +

1

λn+1
I2 +

1

λn+1
I3.

We have

• I1 → 0 by Lemma 3.2 and‖hn ◦ σλn‖H1(C1)
6 C(λ),
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• I2 6 C(λ) ‖γ ◦ sn − γ ◦ s‖H1/2(∂C) → 0 by Lemma 3.6,

• I3 →
∫
C1

|
∂
∂x
(Φ(γ ◦ s) ◦ σλ)|

2 by Lemma 3.5.

Therefore asn → ∞, ∫
Cλn+1

∣∣∣∣ ∂∂x̃ (hn ◦ kn,n+1)

∣∣∣∣2 dx̃ dθ̃ →

∫
Cλ

∣∣∣∣∂h∂x̃
∣∣∣∣2 dx̃ dθ̃ .

Applying the same arguments to the right hand side of (28) we get∫
Cλ

∣∣∣∣∂h∂x̃
∣∣∣∣2 dx̃ dθ̃ =

∫
Cλ

∣∣∣∣∂h
∂θ̃

∣∣∣∣2 dx̃ dθ̃ .

This concludes the proof. 2

REMARKS. Proposition 3.7 gives an alternative proof for the existence of an annulus-like minimal
surface. Note that it does not necessarily yield the existence of an area minimizer as opposed to
Theorem 2.1 (for a proof see [8]).

In [9, §§556–566] another existence proof of an area minimizer for the Douglas problem is
given. The proof is quite similar to that of Theorem 2.1, the main difference being that the Douglas
condition (see (3)) is replaced by the condition of cohesion. It is also shown that the latter is a
weaker assumption (i.e. if the Douglas condition is satisfied, so is the condition of cohesion): in
practice the Douglas condition is usually preferred since the condition of cohesion is rather hard to
verify.

4. The discrete Douglas problem

4.1 Discrete function spaces

It is well known that every cylinderCλ is locally isometric to a rectangle on the plane with sides
of length 2π andλ, where the two sides of lengthλ are identified. In the attempt to discretize the
problem, the identification ofCλ with a flat figure in the real plane turns out to be very useful. Thus
we will use the latter as domain of parametrisation. Note that the two sides of lengthλ do not count
as boundary, and that functions are identified with periodic functions.

Let Gλh be a quasi-uniform triangulation ofCλ controlled byh, i.e. each triangleG ∈ Gλh has
diameter at mosth and at leastσh for someσ > 0 independent ofh, and has angles bounded away
from zero independently ofh. We can considerGλh as a one-parameter family of triangulations
corresponding to the one-parameter family of domainsCλ.

Define

Lλh =

⋃
{Ej |Ej a boundary interval},

Bλh = {φ1, . . . , φM} is the set of boundary nodes,

Nλh = {v1, . . . , vN } is the set of all nodes, wherevj = φj for j = 1, . . . ,M.

Supposef ∈ C0(∂Cλ,Rn), f = (f1, f2), fi : ∂D → Rn for i = 1,2. Then the continuous and
piecewise linear interpolantIhf is defined on∂Cλ by Ihf = (Ihf1, Ihf2), where

Ihfi(e
i((1−t)φj+tφj+1)) = (1 − t)fi(e

iφj )+ tfi(e
iφj+1)
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for i = 1,2 andφj , φj+1 are consecutive nodes on∂D. Note that the image ofIh(γ ◦ s) is a
polygonal approximation toΓ .

As in the smooth case, instead of working directly with mapsf : ∂Cλ → Γ , we work with the
corresponding mapss : ∂D ∪̇ ∂D → S1

∪̇ S1, wheref = γ ◦ s.
Before introducing some discrete function spaces, let us make the following important remark.
If we take a quasi-uniform triangulationGh on the unit cylinderC1 and then rescale it for various

values ofλ, the triangles degenerate very easily (and hence the quasi-uniformity is lost). So in
general, for the same parameterh and different lengthsλ andσ , Gλh andGσh will not be obtained
from each other by a rescaling process, but will be generated independently. However, if|λ − σ |

is sufficiently small, one grid can be rescaled to generate the other and the significant properties of
the triangulation are not destroyed. In this case, the main advantage is that the triangulations of the
boundaries∂Cλ and∂Cσ coincide.

DEFINITION 4.1 Suppose that a fixed set of boundary nodes on∂C has been given (with the size
of the boundary intervals controlled byh). Then we can define

Hh = {ξh ∈ C0(∂C,R ∪̇ R) | ξh ∈ P1(Ej ) ∀j},

Hh = {sh ∈ C0(∂D ∪̇ ∂D, S1
∪̇ S1) | sh = id + σh for someσh ∈ Hh}.

Here we intentionally omit the length of the cylinder because of the case in which we are looking
at a family of cylinders that have equal triangulation of the boundaries (this is the case for example
if the triangulations of the cylinders can be obtained from one another by rescaling as discussed
above).

Note thatHh ⊂ T ⊂ H andHh is anM-dimensional vector space. Moreover,Hh ⊂ T ⊂ H,
Hh is an affine space of dimensionM, and the space of variations at anysh ∈ Hh is naturally
identified withHh.

Sometimes it is important to stress the choice of domain. We also need some notation for discrete
maps which map intoRn.

DEFINITION 4.2

Xnλh = {uh ∈ C0(Cλ,Rn) | uh ∈ P1(G) for G ∈ Gλh},
xnλh = {fh ∈ C0(∂Cλ,Rn ∪̇ Rn) | fh ∈ P1(Ej )}.

Takingn = 1 we similarly defineXλh andxλh.

Forfh ∈ xλh thediscrete harmonic extensionΦhfh ∈ Xλh is defined by

∆hΦhfh = 0 inCλ, (33)

Φhfh = fh on ∂Cλ, (34)

where∆h is the discrete Laplacian. Thus (33) is interpreted in the weak sense, namely∫
Cλ

∇(Φhfh)∇ψh = 0

for all ψh in Xλh such thatψh = 0 on∂Cλh. If fh ∈ xnλh the discrete harmonic extensionΦhfh is
defined componentwise.
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4.2 The discrete energy functionalEh

DEFINITION 4.3 Given(sh, λh) ∈ Hh × (0,∞), the discrete energy functional is defined by

Eh(sh, λh) =
1

2

∫
Cλh

|∇ΦhIh(γ ◦ sh)|
2

= D(ΦhIh(γ ◦ sh)). (35)

That is,Eh(sh, λh) = D(uh), whereuh is the discrete harmonic extension ofIh(γ ◦ sh) taken
overCλh . We first applyIh to γ ◦ sh since the latter is not piecewise linear.

Note that for a fixed parametrisationγ and a fixedλh, Eh(sh, λh) is completely determined by
the nodal valuessh(φj ). Finally, note thatEh is not the restriction ofE toHh × (0,∞).

For later use set

uh = ΦhIh(γ ◦ sh), vh = ΦhIh(γ
′
◦ sh ξh), wh = ΦhIh(γ

′′
◦ sh ξ

2
h ), (36)

and letΨh ∈ Xnλhh
with Ψh = 0 on∂Cλh be the discrete solution of∫

Cλh

∇Ψh∇gh =
1

λh

∫
Cλh

(
∂uh

∂x

∂gh

∂x
−
∂uh

∂θ

∂gh

∂θ

)
(37)

for all gh ∈ Xnλhh
with gh = 0 on∂Cλh . Similarly to the smooth case we compute

〈E′

h(sh, λh), (ξh, µh)〉 =

∫
Cλh

∇uh∇vh +
µh

2λh

∫
Cλh

(∣∣∣∣∂uh∂θ
∣∣∣∣2 −

∣∣∣∣∂uh∂x
∣∣∣∣2), (38)

and

E′′(sh, λh)(ξh, µh)
2

=

∫
Cλh

(|∇vh|
2
+ ∇uh∇wh)

+
2µh
λh

∫
Cλh

(
−
∂uh

∂x

∂vh

∂x
+
∂uh

∂θ

∂vh

∂θ

)
+

(
µh

λh

)2∫
Cλh

∣∣∣∣∂uh∂x
∣∣∣∣2 − µ2

h

∫
Cλh

|∇Ψh|
2, (39)

with an analogous expression forE′′

h(sh, λh)(ξh, µh)(ηh, σh) obtained by bilinearity in the case of
distinct variations.

We are now ready to give the formulation of the discrete problem.

DEFINITION 4.4 The discrete harmonic function

uh = ΦhIh(γ ◦ sh)

defined onCλh is a discrete minimal surface spanningΓ if the pair (sh, λh) ∈ Hh × (0,∞) is
stationary forEh, i.e. if the following two statements are true:

(Eh1) sh is stationary forEh(·, λh) in the sense that

〈E′

h(sh, λh), ξh〉 = 0, ∀ξh ∈ Hh,
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(Eh2) λh is such that “equipartition of energy” holds, namely∫
Cλh

∣∣∣∣∂uh∂x
∣∣∣∣2 dx dθ =

∫
Cλh

∣∣∣∣∂uh∂θ
∣∣∣∣2 dx dθ.

REMARK . Note that we do not require monotonicity ofsh, as in the case ofs in Definition 2.7.
Also observe that(sh, λh) ∈ Hh × (0,∞) is a discrete stationary point forEh if and only if
〈E′

h(sh, λh), (ξh, µh)〉 = 0 for all (ξh, µh) ∈ Hh × R.

5. The “discrete sequence”

For the energy functionalE we have shown that under suitable conditions it is possible to construct
sequences converging to stationary points (see Proposition 3.7). A similar thing can be done in the
discrete setting. More precisely, let us define the so called “discrete sequence” in the following way.
First chooseλ0 ∈ (0,∞) and then repeat the following two steps.

Step 1. Givenλn, find shn ∈ Hh such thatshn is stationary forEh(·, λn). In other words, findshn
such that

〈E′

h(shn, λn), ξh〉 = 0, ∀ξh ∈ Hh (= xλnh).

Note that for eachλn a different triangulation (controlled byh) has to be determined. For later use
let us denote by

hn := ΦhIh(γ ◦ shn)

the discrete harmonic extension ofIh(γ ◦ shn) onCλn .

Step 2. Givenshn, λn, andhn, find λn+1 such that∫
Cλn+1

∣∣∣∣ ∂∂x̃ (hn ◦ kn,n+1)

∣∣∣∣2 dx̃ dθ̃ =

∫
Cλn+1

∣∣∣∣ ∂
∂θ̃
(hn ◦ kn,n+1)

∣∣∣∣2 dx̃ dθ̃ , (40)

where again we denote bykn,n+1 the functionkn,n+1 : Cλn+1 → Cλn which maps(x̃, θ̃ ) to(
λn
λn+1

x̃, θ̃
)
.

PROPOSITION5.1 Using the notation above, suppose that (by passing to a subsequence)λn →

λh ∈ (0,∞) for n → ∞ and‖shn‖C0 6 C for all n sufficiently large. Then a subsequence of
{(shn, λn)}n∈N converges to a discrete stationary point forEh.

Proof. Suppose thatλn → λh ∈ (0,∞). Forn sufficiently large,λn will be so close toλh that we
can fix a quasi-uniform triangulationGλhh of Cλh controlled byh and get all other triangulations
Gλnh of Cλn by rescalingGλhh. In this situation the triangulations of∂Cλh and∂Cλn will be the
same. SinceHh is a finite-dimensional space and‖shn‖C0 6 C for all n sufficiently large, there
existssh ∈ H such that, by passing to a subsequence,shn → sh in theC0 norm (and with respect to
every norm that can be defined on the space of piecewise linear functions). It remains to check that
(sh, λh) is stationary forEh. This is done as in the analogous Proposition 3.7, the only differences
being that, to evaluate the integrals, only Lemmas 3.2 and 5.2 are used. Note that the fixed cylinder
C1 naturally inherits the (rescaled) triangulation ofCλh . Also it is necessary to show that the norms
‖ΦhIh(γ ◦ shn) ◦ σλn‖H1(C1)

and‖ΦhIh(γ
′
◦ shnξh) ◦ σλh‖H1(C1)

are uniformly bounded for alln
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sufficiently large and a fixedξh ∈ Hh. This follows from the boundedness of‖γ ‖C1 and from the
fact that whenλn is sufficiently close toλh the stiffness matrices relative to the Poisson problem on
Cλn are comparable to the one relative to the Poisson problem onCλh . 2

In the next lemma we show that a control on the boundary norm‖fh‖C0 for fh ∈ Hh induces a
control on theC0 norm of the discrete harmonic extensionΦh(fh).

LEMMA 5.2 Suppose that a triangulationGλh on a cylinderCλ and a sequence of mapsfn ∈ Hh
are given, withfn → f ∈ Hh in theC0 norm. Then, by passing to a subsequence,Φhfn → Φhf

in theC0 norm (and hence in any other suitable norm).

Proof. Writeψn = Φh(fn − f ). Thenψn is such that{
∆hψn = 0 inCλ,
ψn = fn − f on ∂Cλ,

and‖ψn‖C0(Cλ)
6 C, since‖fn − f ‖C0(∂Cλ)

is also uniformly bounded.
To prove that‖ψn‖C0(Cλ)

6 C, let us denote by(
A B

B C

)
the stiffness matrix relative toGλh, whereA is the block relative to the internal nodes, andB the
block relative to the internal/boundary nodes. Then we can write the above PDE in the matrix form

A · ψint = −B · ψbdry, ψbdry = fn − f,

whereψ = (ψint, ψbdry) is the vector of components ofψ with respect to the nodal basis. Then
‖ψint‖Rp 6 ‖A−1

‖ ‖B‖ ‖ψbdry‖Rm , and the statement follows.
SinceXnλh is a finite-dimensional space, passing to a subsequence,ψn → ψ ∈ Xnλh, with ψ

discrete harmonic. Butψn → 0 on the boundary, henceψ = 0. 2

The discrete sequence proves to be interesting because it gives an alternative to the use of the Newton
method (as used in [4], [5] for the Plateau problem) to find stationary points for the discrete energy
functional. Basically what Proposition 5.1 tells us is that if we implement the discrete sequence and
it happens to converge, then what we find is a discrete stationary point forEh.

6. The numerical algorithm

We now describe the algorithm used for the computation of discrete minimal surfaces. We want to
solve the equation

E′

h(sh, λh) = 0

in the discrete spaceHh × (0,∞). This is equivalent to computing(sh, λh) such that

〈E′

h(sh, λh), (ξh, µh)〉 = 0, ∀(ξh, µh) ∈ Hh × R.

The algorithm used is based on the idea of the so called “discrete sequence” described in Section 5
(in particular see Proposition 5.1 and the remarks that follow).

We can now sketch the algorithm as follows.
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ALGORITHM 6.1 Given tolerancesε, εc > 0:

1. The user gives an initialλ andh0, whereλ is the length of the first cylinder in the “discrete
sequence” andh0 is the maximum allowed size for a triangle in the various triangulations.

2. A triangulation for the cylinder of lengthλ is created.
3. A solutionsh of E′

h(·, λ) = 0 is found and

uh = ΦhIh(γ ◦ sh)

is computed onCλ.
4. If ‖E′

h(sh, λ)‖(Hh×R)′ 6 ε and∣∣∣∣ ∫
Cλ

(∣∣∣∣∂uh∂x
∣∣∣∣2 −

∣∣∣∣∂uh∂θ
∣∣∣∣2) dx dθ

∣∣∣∣ < εc

then stop.
5. Computeλnew as described in “The discrete sequence, Step 2” (see Section 5), setλ = λnew

and go to step 2.

Let us now have a closer look at each step in the algorithm and give a few more details.

Algorithm 6.1, Step 2. Givenλ, a triangulation of the cylinderCλ is created in two steps:

1. A macro triangulation (i.e. an initial coarse grid) is created forCλ. This is done in accordance
with the ratio betweenλ and 2π . If λ > 2π (resp.λ 6 2π ), andn = [λ/2π ] (resp.n =

[2π/λ]), where [·] denotes the greatest integer function, then 2n right angled triangles are
created. These triangles have the property that the ratio of base to height is close to one (more
precisely base/height∈ [1,2) or (1/2,1], depending on which side of the triangle we take to
be the base).

2. The macro triangulation is refined until the diameter of the triangles is less thanh0. The
algorithm is based on bisection of triangles. The refinement edges chosen on the macro
triangulation prescribe the refinement edges for all simplices created during mesh refinement.
For more details see [12, §1.1.1].

For differentλ’s different triangulations are given and a different number of triangles is created each
time, although all triangulations share the property that their triangles’ diameters do not exceedh0.
However ifλi, λj > 2π and [λi/2π ] = [λj/2π ] (or if λi, λj 6 2π and [2π/λi ] = [2π/λj ]) and
|λi−λj | is small then the number of triangles is the same and the decompositions of the boundary of
the cylinders coincide. This ensures that if the sequence ofλ’s converges to āλ (in a monotone way
if λ̄ = 2kπ for some integerk), then during the last few iterations the triangulation of the boundary
of the cylinders will stay the same and Proposition 5.1 applies.

Algorithm 6.1, Step 3. The computation ofsh, a stationary point forEh(·, λ), is done by means of
the Newton method as follows.

ALGORITHM 6.2 Given an initial parametrisationsh ∈ Hh and a toleranceδ > 0:

1. ComputeE′

h(sh, λ).
2. If ‖E′

h(sh, λ)‖H ′
h

6 δ, then go to step 5 in this algorithm.
3. Solve the linear problem

E′′

h(sh, λ)(ηh, ξh) = −〈E′

h(sh, λ), ξh〉 ∀ξh ∈ Hh.
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4. Update the solution:sh = sh + ηh and go to step 1 in this algorithm.
5. Compute the discrete harmonic extensionuh = ΦhIh(γ ◦ sh) onCλ and stop.

For more details see the numerical algorithm developed for the Plateau problem in [4, §5].

Algorithm 6.1, Step 5. If ‖E′

h(sh, λ)‖(Hh×R)′ > ε or if
∣∣ ∫
Cλ

(∣∣ ∂uh
∂x

∣∣2 −
∣∣ ∂uh
∂θ

∣∣2)∣∣ > εc, then we
compute the nextλ in the discrete sequence as described in “The discrete sequence, Step 2” in
Section 5 (see also (29)). This amounts to calculating

λ2
new = λ2

∫
Cλ

∣∣ ∂uh
∂x

∣∣2∫
Cλ

∣∣ ∂uh
∂θ

∣∣2 ,
whereuh is the piecewise linear function computed in Step 3.

REMARK . Algorithm 6.1 was implemented for the case in which the two given Jordan curvesΓ1,
Γ2 lie in R3 and are such that(x, y, z) ∈ Γ1 if and only if (−x, y, z) ∈ Γ2. In this particular case
it is not hard to prove the existence of a symmetric minimal surface, so that we can assume that for
the boundary maps = (s1, s2) we haves1 = s2.

Such a simplification decreased the programming workload and is justified by the fact that the
main intention here is to verify the theoretical results rather than to give an exhaustive numerical
investigation.

7. Implementation and numerical results

The catenoid is a good test example because here the exact solution(s) for the minimal surface(s)
can be computed. Let

Γ1 = {x = d/2, y = sin(θ), z = cos(θ) | 0 6 θ 6 2π},

Γ2 = {x = −d/2, y = sin(θ), z = cos(θ) | 0 6 θ 6 2π}

be the two boundary curves.
For d small enough there exist two catenoids, sayS1

d and S2
d , with areasA(S1

d) 6 A(S2
d).

Precisely we have the following situation (see [9, §515]):

• for d < d1 ≈ 1.055396 there exist two minimal surfaces, an absolute minimizerS1
d with area

A(S1
d) < 2π and an unstable catenoidS2

d ;
• for d = d1, both catenoids exist andA(S1

d1
) = 2π ;

• for d1 < d < d2 ≈ 1.325487, both catenoids exist andS1
d , whose area is now bigger than 2π ,

represents a strong relative minimum;
• for d = d2, S1

d2
= S2

d2
, i.e. only one unstable solution exists;

• for d > d2, no minimal surface of the topological type of the annulus exists.

Fix d = 1, and denote byD(u, Cλ) andA(u, Cλ) the Dirichlet and area energy of the mapu
defined onCλ. An easy computation gives the following results.

Stable catenoid: A harmonic and conformal parametrisation is given by

G1 : [−s1/2, s1/2] × [0,2π ] → R3,

G1(x, θ) =

(
x

s1
,

1

s1
cosh(x) sin(θ),

1

s1
cosh(x) cos(θ)

)
,
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wheres1 ≈ 1.178775527. We haveD(G1, Cs1) = A(G1, Cs1) ≈ 5.991796978< 2π .

Unstable catenoid: A harmonic and conformal parametrisation is given by

G2 : [−s2/2, s2/2] × [0,2π ] → R3,

G2(x, θ) =

(
x

s2
,

1

s2
cosh(x) sin(θ),

1

s2
cosh(x) cos(θ)

)
,

wheres2 ≈ 4.253599783. We haveD(G2, Cs2) = A(G2, Cs2) ≈ 6.845655397.
The choice of initialλ = 1 and differenth0 gives the following results.

Stable catenoid, ε = 10−9

h0 (final) h λh EnergyEh L2-error H1-error

0.8 0.628318548 1.13947593 5.9664446 0.0514679054 0.624718504
0.6 0.427655043 1.16063973 5.99257619 0.017768278 0.336564961
0.35 0.314159274 1.16756642 5.98581048 0.0126773946 0.313185911
0.3 0.214951172 1.17384821 5.99218485 0.0046370298 0.168648153
0.2 0.157079637 1.17586513 5.99032695 0.00316071535 0.156642544
0.1 0.0785398185 1.17804075 5.99143122 0.000789723004 0.0783249433

We can now display graphically the behaviour of both errors (see Figure 2).
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Denote byeh the error between the continuous solution and the discrete one. For two successive
grids with grid sizesh1 andh2 the experimental order of convergence is

eoc= ln
eh1

eh2

/
ln
h1

h2
. (41)

If, of the previous grid sizes, we consider only thosehi such thathi+1 ≈ hi/2, then we obtain:

Stable catenoid

h L2-eoc H1-eoc L∞-error

0.628318548 – – 0.00490793974
0.314159274 2.0214148 0.99618694 0.00150622474
0.157079637 2.0039354 0.99954321 0.000398596735
0.0785398185 2.0008323 0.99993237 0.000101131735

This particular choice of grid sizes is motivated by the fact that it has been observed experimentally
that smaller error enters the formula (41) if we start with a grid sizeh and keep halving it.

As we can see from the displayed tables, these results confirm the accuracy of the convergence
rate given in (1) and (2). The convergence rate forλh given in (2) can also be readily checked.

Let us now have a look at the case of the unstable catenoid. Here the choice of the initialλ proves
to be crucial. Even a very small variation can make the sequence go in the “wrong” direction, either
towards the absolute minimum or towards cylinder-like surfaces with increasingly thinner neck. The
“good” choices of the initialλ’s were made after several trials, starting first the program with the
exactλ = s2 ≈ 4.253599783 and then damping the “λ-step” (i.e. choosing the new lambda to be
say 5% or more away fromλ in the direction ofλnew).

Unstable catenoid, ε = 10−4

h0 (final) h λ = λh EnergyEh L2-error H1-error

0.4 0.392699093 4.368 6.77898654 0.0403238796 0.594916311
0.2 0.196349546 4.279 6.82879917 0.00954042252 0.293771424
0.1 0.0981747732 4.259 6.84142998 0.00217344382 0.146426251

With the shown choice of initialλ’s, we achieve an accuracy of∣∣∣∣∫
Cλ

(∣∣∣∣∂uh∂x
∣∣∣∣2 −

∣∣∣∣∂uh∂θ
∣∣∣∣2) dx dθ

∣∣∣∣ < 10−3
= εc, (42)

whereas the accuracy of‖E′

h(sh, λ)‖H ′
h

and of the boundary mapsh is of the order of 10−6. The
latter can also be improved, but no major changes occur in the value of the energyEh(s, λ). An
improvement in the accuracy of (42), and a subsequent improvement in the determination of all
other variables (i.e.λh, Eh, ‖E′

h‖, etc.), proves however to be very difficult because of theλ’s
moving away very quickly from the significant region. Also a damped “λ-step” does not seem to
help much, unless one is lucky enough to choose exactly the right step. With the discussed accuracy
we get the following results.



250 P. POZZI

Unstable catenoid

h L2-eoc H1-eoc L∞-error

0.392699093 – – 0.017907561
0.196349546 2.0795094 1.018533 0.00430210466
0.0981747732 2.1340708 1.0039795 0.000985368115

Let now
Γ1 = {x = 0.5, y = a cos(θ), z = b sin(θ) | 0 6 θ 6 2π},

Γ2 = {x = −0.5, y = a cos(θ), z = b sin(θ) | 0 6 θ 6 2π}

be the two boundary curves, wherea = 0.85 andb = 1. Although the ellipse’s eccentricity is close
to zero, a few difficulties arise and the discrete sequence does not converge as easily as in the case
of the stable catenoid. Experiments show that the sequence ofλ’s converges smoothly towards the
solution. More problems arise instead in the calculation of the boundary mapsh at everyλ-iteration:
the best accuracy that can be achieved with the Newton method is of orderδ = 10−5 (and of order
δ = 10−4 for the finest grid). This forces a choice ofε = 10−4 (ε = 10−3 in the case of the
finest grid). As forεc, it has been found convenient to choose it of the same order ofε. To achieve
convergence for the boundary map it is also very useful to damp the Newton s-step by 50%.

For initial λ = 1.331 (orλ around this value) we get:

Elliptic boundary, ε = 10−4

h0 (final) h λh EnergyEh L2-error H1-error

0.4 0.392699122 1.3205351 5.47144538 – –
0.2 0.196349561 1.33184676 5.48461626 0.0179903008 0.36860177
0.1 0.0981747806 1.33490395 5.48787707 0.00455446958 0.18774433
0.05 0.0490873903 1.33553536 5.48869045 0.00128944176 0.0939547043

Note also that since exact smooth solutions are no longer known, the order of convergence is
calculated by

eoc= ln
ehi

ehi+1

/
ln

hi

hi+1
. (43)

wherehi andhi+1 are two consecutive grid sizes,ei = ‖uhi − uhi+1‖ anduhi denotes the discrete
solution calculated on a grid with grid sizehi . Again it is common practice to choosehi+1 ≈ hi/2.
The analysis of the eoc gives:

Elliptic boundary

h L2-eoc H1-eoc

0.392699122 – –
0.196349561 – –
0.0981747806 1.9818645 0.97329366
0.0490873903 1.8205371 0.99873202

We finish this section with a few graphical examples.
In Figure 3 the given boundary curves are two unit circles (the picture on the right is that of an

unstable catenoid with 1024 triangles).
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In Figure 4 the boundary curves are

Γ1 = (2, (4 − 2 sin(2θ)) sinθ, (4 − 2 sin(2θ)) cosθ),

Γ2 = (−2, (4 − 2 sin(2θ)) sinθ, (4 − 2 sin(2θ)) cosθ),

for the dumb-bell-like minimal surface (left), and

Γ1 = (2, (5 − sin(6θ)) sinθ, (5 − sin(6θ)) cosθ),

Γ2 = (−2, (5 − sin(6θ)) sinθ, (5 − sin(6θ)) cosθ),

for the “six-leaves catenoid” (right).
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