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Existence of self-similar evolution of crystals grown
from supersaturated vapor
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We study a cylindrical crystalline flow in three dimensions coupled to a diffusion field. This system
arises in modeling crystals grown from supersaturated vapor. We show existence of self-similar
solutions to this system under a special choice of interfacial energy and kinetic coefficients.

1. Introduction

In [GR1] we considered a model of crystals grown from supersaturated vapor. We established
existence of solutions to the evolution equations. Here we want to construct a special kind of
maximal solutions, namely a self-similar motion.

Our work was motivated by experiments. Namely, in their laboratory Gonda and Gomi [GoG]
have grown specimens of elongated prisms of ice crystals similar to those formed in the atmosphere
and found mostly in Antarctica. Theoretical foundation for our work has been laid down by Seeger
[Se] who studied planar polygonal crystals. Later his approach was extended to three dimensions
by Kurodaet al. [KIO]. These papers, however, do not include the Gibbs–Thomson relation on the
free boundary. We think that it is important to include this effect, especially for small crystals.

In [GR1] and here we make a simplifying assumption that the evolving crystal is a (right
circular) cylinderΩ(t), and not a hexagonal prism. This approach is in fact quite frequent in the
physics literature (see [Ne], [YSF]). We shall study solely the evolution of such right cylinders. The
description of the evolving interface is then relatively easy. Namely, it requires specifying the radius
R and the height 2L.

We now recall the equations of motion which we studied in [GR1]. The first one, for the
supersaturationσ outside the crystalΩ(t), is

∆σ = 0 in R3
\Ω(t). (1.1)

It means that the mass is transported by diffusion and this transport is much faster than the motion
of the free boundary∂Ω(t), hence the term∂σ/∂t on the right-hand side of (1.1) is dropped. It is
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also physically reasonable to assume thatσ has a specific value at infinity, i.e.

lim
|x|→∞

σ(t, x) = σ∞. (1.2)

We now explain the next equation representing the mass conservation on a crystal surface. It is a
Stefan–type condition. The evolution model we present is meant not only for crystals grown from
vapor but also for those growing from solution. Since the presentation is simpler for the latter we
explain the equation of mass conservation for crystals grown from solution. In this caseσ is given as

σ =
C − Ce

Ce
,

whereC = C(t, x) represents the concentration of atoms andCe is the saturated concentration
which is a constant independent ofx andt . The velocityV of the growing crystal is determined by
the normal derivative ofC on the surface,

vcD
∂C

∂n
= V on ∂Ω(t),

wheren is the outer normal. Herevc represents the volume of an atom of the crystal andD > 0 is
the diffusion coefficient of atoms in the solution. This equation expresses the mass conservation. By
normalizing the time variable we may assume that this Stefan-like mass conservation is of the form

∂σ

∂n
= V on ∂Ω(t). (1.3)

HereV is assumed to be constant on each facetSi ⊂ ∂Ω(t), i = T ,B,Λ, i.e. on the top, bottom
and lateral surface. The notation we use is explained in Section 2.

The hypothesis thatV is spatially constant on eachSi relates to stability properties of facets or
facet non-breaking properties. This property is not always natural, especially whenΩ(t) is large
(see [GiGi], [BNP1], [BNP2]). We do not touch on this issue in the present paper.

We also need an equation for the motion of the free boundary; it is

−

∫
Si (t)

σ(t, x)dH2(x) = (κi(t)− βiVi(t))|Si(t)|, i = T ,B,Λ, (1.4)

whereβi ’s are the (normalized) kinetic coefficients and (for simplicity of notation)|Si | stands for
H2(Si), i.e. the two-dimensional Hausdorff measure ofSi . Hereκi denotes the crystalline curvature
of Si . Later, we shall see how important is the interplay ofκi ’s andβi ’s. Note that the kinetic
coefficients here are normalized because of time normalization used in (1.3).

Condition (1.4) is in fact the Gibbs–Thomson relation. Due to the lack of smoothness of∂Ω,
pointwise curvature makes no sense. Instead we use the crystalline curvaturesκi of the facetsSi (see
[GR1]). The notion of crystalline curvature was first introduced by J. Taylor [Ta] and independently
by Angenent and Gurtin [AG]. We stress that the Gibbs–Thomson relation, in a similar form to
(1.4), has been derived by Gurtin ([G, Chapter 8], see also [GM]) for polygonal interfaces.

These equations have to be augmented with an initial condition onΩ, i.e.

Ω(0) = Ω0. (1.5)

In [GR1] we showed that this system (1.1)–(1.5) for(L,R, σ ) is well posed and we have local-in-
time existence of solutions for any admissible initial data. Namely,L, R are subject to an ODE (see
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equation (2.8) and further explanations) andσ is easily represented in terms ofL andR (see (2.9)).
However, in that paper we did not study any subtle properties of the dynamics.

Here we are interested in establishing existence of special maximal solutions (we allow for finite
extinction times). Namely, we want to establish existence of self-similar solutions, i.e. such that

Ω(t) = a(t)Ω(0) (1.6)

for a scale factora(t). By showing their existence we hope to gain new insight into the dynamics of
(1.1)–(1.5).

At this point we mention that the existence of self-similar solutions to the anisotropic curvature
flow of the formβV = κγ is well-studied in the plane, whereκγ is a weighted curvature with respect
to the interfacial energyγ . In fact there exists a self-similar shrinking solution for smooth, strictly
convexγ : [Ga], [GaL], [DG], [DGM]. This result was extended to a planar crystalline flow in [St1],
[St2] and to a crystalline flow inR3 in [PP]. Note that ifβγ = const, it is clear that the Wulff shape
of γ always shrinks self-similarly. The reader is referred to a review article [Gi] and a nice book
[CZ] on this topic. If there is a driving force term, i.e. we deal with the equationβV = κγ +C with
some constantC > 0, then there is a self-similar expanding solution, provided thatβγ = const, as
shown in [So, §12]. This can be easily extended to the crystalline case. The main difference between
these problems and ours is that our system may be understood as a crystalline flowcoupled to a
diffusion field. However, it turns out that the relationβγ = const is also necessary for the existence
of self-similar solutions.

Related to our work is the study of the isotropic Stefan problem undertaken in [HV]. However,
the essential difference is that they do not assume the Gibbs–Thomson law at the free boundary and
they work with smooth interfaces, precisely balls.

Our main goal is to establish existence of (expanding or shrinking) self-similar solutions to
(1.1)–(1.5). However, we will see that this is not always possible. Our result is sensitive to a
choice of two sets of parameters: (a) the Wulff shape of interfacial energy densityγ ; (b) the kinetic
coefficientsβi . Geometrically speaking, the crystalline curvatureκi depends on our selection of the
surface energy densityγ , hence on the Wulff shapeWγ . We note thatWγ is a cylinder with constant
crystalline curvature equal to−2 (see §2 for more details). We can now give a rough indication
of this dependence. We mentioned above that the evolution ofΩ is in fact a system of ordinary
differential equations (ODE’s) forL andR; see (2.8). However, when we try to reduce this system
to a single equation for the scale factora in (1.6) it turns out that this is possible only for special
values of the aspect ratio

L

R
= ρ0,

which must be equal to the quotient of the kinetic coefficientsβΛ/βT = ρ0 (see Proposition 4.2).
More precisely,ρ0 is a positive zero of a function which is not given in an explicit way. Our main
focus is then on studying this function and proving that it has at least one positive root; this is done
in §4.

Our work requires some preparations, made in §2, where we also explain the notation. What
is more important, we present the structure of the solutions of (1.1)–(1.5) and their behavior under
scaling, which is an important ingredient of our argument.

We also show in §3 that the only steady state of (1.1)–(1.5) is a properly scaled Wulff shape,
with the scale factor depending uponσ∞. We also explain how the signs of the speedsVi depend
onσ∞ and the curvaturesκi , i = T ,B,Λ.
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2. Preliminaries

In this section we set up the problem. We present our assumptions and the known results. We also
recall the structure of solutions and exhibit a scaling law.

2.1 The set up

As in the physics literature (see [Ne], [YSF]), our evolving crystalΩ(t) is assumed to be a right
cylinder,

Ω(t) = {(x, x2, x3) ∈ R3 : x2
1 + x2

2 6 R2(t), |x3| 6 L(t)}.

In other words, we only have to knowR(t) andL(t) to describe its evolution. The following subsets
of ∂Ω(t) will be called facets:

SΛ = {x ∈ ∂Ω(t) : x2
1 + x2

2 = R2
},

ST = {x ∈ ∂Ω(t) : x3 = L},

SB = {x ∈ ∂Ω(t) : x3 = −L};

these are the lateral side, top and bottom respectively. We also setI = {Λ, T ,B}. We shall specify
the initial dataΩ(0) = Ω0. We denote byVi the speed of the facetSi , i ∈ I , in the direction ofn,
the outer normal to∂Ω(t).

We explicitly assume thatσ enjoys the symmetry ofΩ(t), i.e.σ is axisymmetric and symmetric
with respect to the planex3 = 0:

σ = σ̄

(√
x2

1 + x2
2, |x3|

)
.

We want to consider a surface energy density functionγ which is consistent with ourΩ(t). We
recall thatγ has to be Lipschitz continuous, convex and 1-homogeneous. To be specific we take

γ (x1, x2, x3) = rγΛ + |x3|γT B , γΛ, γT B > 0, (2.1)

wherer2
= x2

1 + x2
2 andγΛ, γT B are positive constants. Hence, its Frank diagramFγ defined as

Fγ = {p ∈ R3 : γ (p) 6 1}

consists of two right cones with a common base, which is the disk{(x1, x2,0) ∈ R3 : x2
1 + x2

2 6
1/γΛ}, with the same height and with the vertices at

(0,0,±1/γT B).

Now, theWulff shapeof γ is defined by

Wγ = {x ∈ R3 : ∀n ∈ R3, |n| = 1, x · n 6 γ (n)}.

In our settingWγ is a cylinder of radiusR0 equal toγΛ and half-heightL0 equal toγT B . Hence, all
cylinders likeΩ(t) above areadmissible, in the sense that the normaln to the top facet (respectively:
bottom, lateral surface) ofΩ(t) is the normal to the top facet (respectively: bottom, lateral surface)
of Wγ .
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We now explain how the “mean crystalline curvatures”κi of facetSi may be defined. In this
respect we follow [GR1]. Define the surface energyE by

E(S) =

∫
S

γ (n(x))dH2(x).

Then we define

κi = − lim
h→0

∆E

∆V
,

whereh is the signed distance by whichSi is moved in the direction of the outer normal toS(t);
∆E is the resulting change of surface energy, and∆V is the change of volume. We now recall the
calculation ofκi performed in [GR1]. Namely, forγ given by (2.1) we obtain

κT = −
2γ (nΛ)
R

≡ κB , κΛ = −
γ (nT )
L

−
1

R
γ (nΛ).

In [GR1] we pointed out a relation betweenκi and the surface divergence of a selection of the
Cahn–Hoffmann vectorξ . Here we will not pursue this topic.

We have established existence of solutions(L,R, σ ) to system (1.1)–(1.4).

PROPOSITION 2.1 (see [GR1, Theorem 1]) There exists a unique local-in-time weak solution
(R,L, σ ) to

∆σ(t) = 0 in R3
\Ω(t), lim

|x|→∞
σ(t, x) = σ∞, (2.2)

∂σ

∂n
= V on ∂Ω(t), (2.3)

−

∫
Si (t)

σ(t, x)dH2(x) = (κi(t)− βiVi(t))|Si(t)| (2.4)

with initial conditionΩ(0) = Ω0, whereΩ0 is an admissible cylinder. Moreover,

R,L ∈ C1,1([0, T )), ∇σ ∈ C0,1([0, T );L2(R3
\Ω(t))). 2

From now on, for the sake of simplicity we shall denote the unique solution to (2.2)–(2.4) by(Ω, σ)

instead of(R,L, σ ).
Constructing the desired solutions requires a detailed knowledge of the structure ofσ . This is

presented below.

2.2 Structure ofσ and scalings

In order to present the useful structure ofσ we have to introduce some additional objects. Namely,
we needfi which is a unique solution to

−∆fi = 0 in R3
\Ω, (2.5)

∂fi

∂ν
= δij onSj , j ∈ I, (2.6)
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such that∇fi ∈ L2(R3
\ Ω) and limx→∞ fi(x) = 0 (see [GR1]), whereΩ is a right cylinder in

R3 given at the beginning of Section 2.1 (with time fixed). Here,δij is the Kronecker delta andν
denotes the inner normal to∂Ω. For functionsf, g such that∇f , ∇g ∈ L2(R3

\Ω) we also define
the following quantities:

(f, g) :=
∫

R3\Ω

∇f (x) · ∇g(x)dx, ‖f ‖
2 := (f, f ).

Let us mention that the equation (2.5)–(2.6) takes the following weak form:∫
R3\Ω

∇fi(x) · ∇h(x)dx =

∫
Si

h(x)dH2(x) (2.7)

for all h such that∇h ∈ L2(R3
\Ω).

We showed in [GR1] that (2.2)–(2.4) can be reduced to the following system of ODE’s:

(A+D)V = B, (2.8)

where

V = (VΛ, VT , VB), B = (|SΛ|(σ∞
+ κΛ), |ST |(σ∞

+ κT ), |SB |(σ∞
+ κB)),

A = {(fi, fj )}i,j=Λ,T ,B , D = diag{βΛ|SΛ|, βT |ST |, βB |SB |}.

In order to explain that (2.8) is indeed an ODE we recall that

VΛ =
dR

dt
, VT = VB =

dL

dt
.

In fact, (2.8) is a system of two equations for(R,L), but for the sake of compatibility with [GR1]
we write it as if it were a system for three unknowns(R,L1, L2) with L1 = L2.

Moreover,σ is given by

σ(t) = −

∑
i∈I

Vi(t)fi(t)+ σ∞. (2.9)

The purpose of the present section is to clarify the behavior of our system under scaling of
domains. Suppose we define a new variabley by the formula

y = ax,

wherea > 0; thusΩ is transformed toaΩ = Ω̃, andSi goes toaSi = S̃i . If h is defined onΩ,
then we transform it tõh : Ω̃ → R by setting

h̃(y) = h(y/a).

We also define
f ai (y) = afi(y/a), i = T ,B,Λ. (2.10)

The proposition below clarifies the role off ai .

PROPOSITION2.2. If fi satisfies (2.7), then∫
R3\aΩ

∇yf
a
i (y)∇y h̃(y)dy =

∫
aSi

h̃(y)dH2(y)

for all h with ∇h ∈ L2(R3
\Ω).
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Proof. Note that∇y h̃(y) = ∇xh(
y
a
)Dx
Dy

=
1
a
∇xh(x). Then indeed

∫
R3\Ω̃

∇yf
a
i (y)∇y h̃(y)dy =

∫
R3\Ω

a3

a
a∇xfi(x)∇xh(x)dx = a2

∫
Si

h(x)dH2(x)

=

∫
S̃i

h̃(y)dH2(y). 2

3. Critical size crystals

First, we want to determine the stationary states of (2.2)–(2.4). They will certainly depend uponσ∞.
Indeed, we have the following result.

PROPOSITION 3.1 Let σ∞ > 0 be given andγ be defined by (2.1). Then(Ω(t), σ (t)) is a
stationary solution to (2.2)–(2.4) if and only if

Ω(0) = aWγ and σ(t) = σ∞,

wherea = 2/σ∞.

Proof. Suppose first thatΩ(0) = aWγ , a = 2/σ∞ andσ(t) = σ∞. With this definition of the
scalea, we see that the right-hand side of equation (2.8) vanishes,

(A+D)V = 0.

HenceV = 0, because the matrixA + D is nonsingular. Moreover, by (2.9),σ(t) ≡ σ∞. Thus
((2/σ∞)Wγ , σ

∞) furnishes a solution to (2.2)–(2.4).
Conversely, if(Ω(t), σ (t)) is a stationary solution, then (2.9) together withVi ≡ 0, i ∈ I ,

implies thatσ(t) = σ∞. In addition, the left-hand side of equation (2.8) vanishes, implying that
B = 0. Thus,Ω(t) is of a constant crystalline curvature:

κT = κB = κΛ = −σ∞,

i.e.Ω(t) is a scaled Wulff crystal. Equivalently,

γT B

L
=
γΛ

R
=
σ∞

2

and the dimensionsR, L are determined byσ∞. 2

We may now say that ifσ∞ is given, then(2/σ∞)Wγ is of critical size. We expect thatΩ(0) (not
necessarily a scaled Wulff shape) containing(2/σ∞)Wγ will have the tendency to grow, while those
Ω contained in(2/σ∞)Wγ will shrink. We specify this below.

PROPOSITION3.2 Letσ∞ > 0 and a solution(Ω(t), σ (t)) to (2.2)–(2.4) be given. Also assume
thatVΛ(t) · VT (t) > 0.

(a) If the crystalline curvatures ofΩ(t) satisfyσ∞
+κi(t) > 0, i ∈ I , thenVi(t) > 0 for all i ∈ I .

(b) If σ∞
+ κi(t) < 0, i ∈ I , thenVi(t) < 0 for all i ∈ I .
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REMARK The conditionVi · Vj > 0 looks strange, but we may not exclude the possibility that
it is violated. However, in the case of self-similar motion constructed in the next section it is
automatically satisfied.

Proof of Proposition 3.2. We shall prove (a) since (b) is handled in a similar way. Recall that the
matrixA+D in (2.8) is positive definite. Thus,

0< λ0|V |
2 6 ((A+D)V,V) =

∑
i∈I

(σ∞
+ κi)|Si |Vi .

Sinceσ∞
+ κi > 0 and all terms on the right-hand side are of the same sign, we conclude that

Vi > 0 for i ∈ {Λ, T ,B}. 2

4. Existence of self-similar solutions

We are interested in special solutions to the evolution equations that are simple yet important. We
shall say that a solution (Ω(t), σ (t)) is self-similarif at all times the regionΩ(t) satisfies

Ω(t) = a(t)Ω(0), a(t) 6≡ 1, (4.1)

for a real-valued functiona : R+ → R+. We require that it is nonconstant for otherwise we would
obtain a stationary solution.

We shall examine consequences of (4.1). We have to express (4.1) in terms ofR, L and the
speeds of facets. Later we shall see that self-similar evolution exists only forsomechoices of the
Wulff shapesWγ and kinetic coefficientsβi , i = Λ, T ,B.

We note that in the case of evolving cylinder the self-similar evolution is equivalent to the
constancy of the aspect ratio

L(t)

R(t)
≡ ρ. (4.2)

Subsequently we shall find an equivalent characterization of (4.2) in terms of the speeds

L̇(t) = VT (t) ≡ VB(t), Ṙ = VΛ.

PROPOSITION4.1 Suppose that(Ω(t), σ (t)) is a self-similar solution to (2.2)–(2.4). Then (4.2)
is equivalent to

VT (t)

VΛ(t)
≡ ρ for all t ∈ [0, Tmax) and

L(0)

R(0)
= ρ. (4.3)

Proof. ⇒ We notice thatΩ(t) = a(t)Ω(0) is equivalent to

zi(t) = a(t)zi(0), i ∈ {Λ, T ,B}, (4.4)

where(zΛ, zT , zB) = (R,L,L). After differentiation of this identity we see that

Vi(t) = ȧ(t)zi(0), i ∈ {Λ, T ,B}.

This implies that
VT (t)

VΛ(t)
=
ȧL(0)

ȧR(0)
= ρ.

The possibility ofȧ ≡ 0 has already been excluded in the definition.
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⇐ Obviously, we have

zi(t) = zi(0)+

∫ t

0
Vi(s)ds.

Conditions (4.3) imply

L(t)

R(t)
=
L(0)+

∫ t
0 VT (s)ds

R(0)+
∫ t

0 VΛ(s)ds
=
ρR(0)+

∫ t
0 ρVΛ(s)ds

R(0)+
∫ t

0 VΛ(s)ds
= ρ. 2

In particular it follows from Proposition 4.1 that

VT (0)

VΛ(0)
= ρ =

1
|ST (0)|

∫
ST (0)

σ(0, x)dH2(x)+ κT (0)
1

|SΛ(0)|

∫
SΛ(0)

σ(0, x)dH2(x)+ κΛ(0)
·
βΛ

βT
.

Effectively, due to representation ofσ in terms of speeds, this is an equation for the initial speeds,
where the role ofβΛ andβT has to be clarified. We shall see momentarily that the relation between
βΛ andβT is set by another necessary condition for self-similar motion.

PROPOSITION4.2 Suppose that(Ω(t), σ (t)) is a self-similar solution to (2.2)–(2.4). Then

βΛ

βT
=
VT (t)

VΛ(t)
= ρ.

REMARK Combining this proposition with (4.2) and the definition of the Wulff shapeWγ leads
us to the conclusion that the relation

βγ = const

is a necessary condition for the existence of self-similar solutions.

Proof of Proposition 4.2. Suppose that(Ω(t), σ (t)) is a self-similar solution. We can then express
the supersaturation

σ(t) = −

∑
i∈{Λ,T ,B}

fi(t)Vi(t)+ σ∞

in terms offi(·) ≡ fi(0, ·), Vi(0), i = T ,B,Λ. In §2.2 we showed that if

Ω(t) = a(t)Ω(0),

then
σ(t) = −

∑
i∈{Λ,T ,B}

f
a(t)
i Vi(t)+ σ∞,

where thef ai satisfy (2.10), i.e.

f
a(t)
i (t, y) ≡ a(t)fi(y/a(t)).

Thus, we can rewrite both sides of∫
Si (t)

σ(t, x)dH2(x) = (−κi(t)+ βiVi(t))|Si(t)| (4.5)
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in the following way. First,

LHS =

∫
Si (t)

(
−

∑
j∈I

Vj (t)f
a(t)
j + σ∞

)
dH2

= −ȧ(t)

∫
Si (t)

∑
j∈I

zj (0)f
a(t)
j dH2

+ σ∞
|Si(t)|

= −
ȧ(t)

ȧ(0)

∑
j∈I

∫
a(t)Si (0)

ȧ(0)zj (0)a(t)fj

(
y

a(t)

)
dH2(y)+ σ∞a2(t)|Si(0)|.

We change variablex = y/a to obtain

LHS = −
ȧ(t)

ȧ(0)

∑
j∈I

a3(t)

∫
Si (0)

Vj (0)fj (x)dH2(x)+ σ∞a2(t)|Si(0)|

=
ȧ(t)a3(t)

ȧ(0)

( ∫
Si (0)

σ(0, x)dH2(x)− σ∞
|Si(0)|

)
+ σ∞a2(t)|Si(0)|

=
ȧ(t)a3(t)

ȧ(0)
|Si(0)|

(
βiVi(0)− κi(0)− σ∞

)
+ σ∞a2(t)|Si(0)|.

We now calculate the RHS of (4.5):

RHS=

∫
aSi (0)

−
κi(0)

a(t)
dH2(y)+ βi ȧ(t)a

2(t)|Si(0)|zi(0)

= −a(t)κi(0)|Si(0)| + βi ȧ(t)a
2(t)|Si(0)|zi(0).

After dividing by |Si(0)| we see that

σ∞a2(t)+
ȧ(t)

ȧ(0)
a3(t)(−κi(0)− σ∞

+ βiVi(0)) = −κi(0)a(t)+ βi ȧ(t)a
2(t)zi(0).

Further simple manipulations based on (4.5) yield

ȧ(t)a2(t)((−κi(0)− σ∞)a(t)+ βiVi(0)(a(t)− 1)) = −ȧ(0)(σ∞a2(t)+ κi(0)a(t)).

If we assume thatΩ(0) = Wγ , then the formula for crystalline curvatures yields

κi(0) = κ (≡ −2), i ∈ {Λ,B, T }.

If we plug this result into the equations above, we obtain

ȧ(t) =
ȧ(0)(σ∞a(t)+ κ)

a(t)((σ∞ + κ)a(t)+ βiVi(0)(1 − a(t)))
, i ∈ {Λ,B, T }. (4.6)

Of course, we have to assume thatσ∞
+ κ 6= 0, for otherwise we would have a stationary solution.

If the left-hand side is to be independent ofi, then we conclude that

βT VT (t) = βΛVΛ(t),

as desired. 2
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On the way, we established the equation thata(t)must fulfill, namely (4.6). This equation has to be
augmented with an initial condition, i.e.

a(0) = 1

and we have to supplẏa(0) calculated from (4.5). Namely, (4.5) may be rewritten as∑
j∈I

Vj (0)(fi, fj )+ βi |Si(0)|Vi(0) = (σ∞
+ κi(0))|Si(0)|.

Before we proceed, we make a simplifying assumption. Due to the scaling formula of §2.2, without
loss of generality we may assume

L(0) = ρ and R(0) = 1. (4.7)

If we use this simplification, Cramer’s formula applied to (2.8) yields

VT (0)

VΛ(0)
=

‖fΛ‖
2
+ 4βΛπρ − 8ρ(fΛ, fT )

4ρ(fT , fT + fB)+ 4πρ2βT − 2(fΛ, fT )
.

Combining this with
VT (0)

VΛ(0)
= ρ,

we obtain an equation forρ, where we also useβΛ/βT = ρ.
After some simple algebraic manipulations, the equation forρ reduces to

4ρ2(fT , fT + fB)+ 6ρ(fT , fΛ) = ‖fΛ‖
2. (4.8)

We notice thatβΛ, βT miraculously cancel out.
We stress thatfT , fB , fΛ depend only onρ and they are independent ofσ∞.
This is the equation for the constant-in-time proportions of the self-similar evolving cylinder. It

guarantees that
L(0)

R(0)
=
VT (0)

VΛ(0)
=
βΛ

βT
= ρ.

We will show that (4.8) has at least one solution. We first calculate the behavior of both sides of
(4.8) for large and smallρ. This will be done in a series of lemmata. We do not try to give optimal
estimates here. We content ourselves with ones sufficient for showing the existence of solutions.

LEMMA 4.3 There exists a universal constantC1 independent ofρ such that

‖fΛ‖ 6 C1ρ
1/2(1 + ρ1/3), ∀ρ ∈ R+,

and‖fΛ‖ 6 C1ρ
3/4 for smallρ.

Proof. Choose a cut-off functionη : [0,∞) → [0,1] such thatη(1) = 1 and

η(r) =

(R + l − r)/ l, r ∈ [R,R + l],
0, r > R + l,

1, r ∈ [0, R).
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Of courseR = 1 due to our scaling, but for the sake of clarity we shall exhibit it anyway. Note that

‖fΛ‖
2

=

∫
SΛ

fΛ(x)dH2(x) = 2
∫ 2π

0

∫ ρ

0
fΛ(x)R dx3 dθ,

where(r, θ, x3) are cylindrical coordinates.
SetD = (B(0, R + l) \ B(0, R))× (−ρ, ρ). Then due to the definition ofη we have

‖fΛ‖
2

= 2
∫ 2π

0

∫ ρ

0
[fΛ(x)Rη(R)− fΛ(x)(R + l)η(R + l)] dx3 dθ

= −2
∫ 2π

0

∫ ρ

0

∫ R+l

R

∂

∂r
(η(r)rfΛ(x))dx3 dθ dr

= −

∫
D

(
∂

∂r
ηfΛ + η

∂fΛ

∂r
+
η

r
fΛ

)
dx.

We notice that|D| = 2ρπ(2R + l)l andη/r 6 1 for r > R = 1. Now, by the Ḧolder inequality,

‖fΛ‖
2 6

(
1 +

1

l

)
|D|

5/6
( ∫

D

f 6
Λ

)1/6

+ |D|
1/2

( ∫
D

|∇fΛ|
2
)1/2

.

The first integral may be estimated by the Sobolev inequality for unbounded domains (see e.g. [HK,
Theorem 5]), i.e. we obtain

‖fΛ‖ 6 cρ5/6(l5/6 + l−1/6)(1 + l)5/6 + cρ1/2l1/2(1 + l)1/2,

wherec is a constant. When we choosel = 1, then

‖fΛ‖ 6 cρ1/2(1 + ρ1/3), ∀ρ ∈ R+.

For smallρ it is advantageous to balance all the terms in the estimate; for this reason we take
l = ρ1/2. Hence,

‖fΛ‖ 6 cρ5/6−1/12
+ cρ1/2+1/4

=: C1ρ
3/4

for sufficiently smallρ > 0, as desired. 2

A similar reasoning leads us to

LEMMA 4.4 There exists a constantC2 independent ofρ such that

‖fT ‖ 6 C2. 2

We also need good lower bounds on‖fΛ‖.

LEMMA 4.5 There existsC3 > 0 such that for all sufficiently smallρ the following estimate
holds:

‖fΛ‖ > C3ρ
5/6.

Proof. We shall exploit the fact that for any functionη with ∇η ∈ L2 and equal to 1 onSΛ, we
have

4πRρ =

∫
SΛ

1 dH2
=

∫
R3\Ω

∇η · ∇fΛ 6 ‖fΛ‖ · ‖η‖.
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We takeη = ψ(r)ϕ(x3), wherer2
= x2

1 + x2
2 andϕ(z) is even. Specifically, we choose

ψ(r) =

1, r ∈ [0, R],
(R + `− r)/`, r ∈ (R,R + `],
0, r > R + `,

ϕ(z) =

1, z ∈ [0, ρ],
(ρ + λ− z)/L, z ∈ (ρ, ρ + λ],
0, z > ρ + λ,

where`, λ > 0 will be picked later. Obviously

∇η = ψrϕ · Eer + ψϕx3Eex3,

whereEer = (x1, x2,0)/r, Eex3 = (0,0,1) and|∇η|2 = ψ2
r ϕ

2
+ ψ2ϕ2

x3
. We now set

D = [B(0, R + `) \ B(0, R)] × [−ρ, ρ],

P = B(0, R + `)× [ρ, λ+ ρ] ∪ B(0, R + `)× [−λ− ρ,−ρ],

X = [B(0, R + `) \ B(0, R)] × ([−λ− ρ,−ρ] ∪ [ρ, ρ + λ]).

With these definitions,∫
R3\Ω

|∇η|2 dx =

∫
D

ψ2
r ϕ

2 dx +

∫
P

ψ2ϕ2
x3

dx +

∫
X

ψr
2ϕ2 dx.

We shall treat each term separately. OnD we clearly haveψr = −`−1, hence∫
D

ϕ2ψ2
r dx 6

1

`2
|D| =

2πρ

`
(2R + `).

OnP we have|ϕx3| = 1/λ and ∫
P

ϕ2
x3
ψ2 dx 6

π

λ2
(R + `)2,

and finally we calculate the integral overX:∫
X

ψ2
r ϕ

2 dx 6
2π

`
λ(2R + `).

Combining those results we arrive at

‖η‖ 6 c

(
3

`
(1 + `)+

(1 + `)2

λ
+
λ

`
(1 + `)

)1/2

.

Again, we want to balance all the terms, so we put` = ρα, λ = ρ−β , α, β > 0. The constraint of
equal powers of all terms yieldsβ = 1/3, α = 2/3, and finally

‖η‖ 6 cρ1/6.

Hence‖fΛ‖ > C3ρ
5/6 for all ρ > 0. 2
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The argument used above also yields

LEMMA 4.6 There existsC4 > 0 such that for allρ > 0,

‖fT ‖ > C4,

i.e.‖fT ‖ is bounded below by a positive constant. 2

We are now ready to study equation (4.8).

THEOREM 4.7 Equation (4.8) has at least one positive solutionρ0.

Proof. Both sides of (4.8) are continuous functions ofρ. We shall estimate the growth of both sides
at∞ and near 0.

Forρ > 1 due to Lemmas 4.3 and 4.6 we have

RHS6 CUρ
5/6, LHS > 4ρ2

‖fT ‖ > CLρ
2,

where we also used the positivity of(fT , fB) and(fT , fΛ). Hence, LHS> RHS for sufficiently
largeρ.

Now, for smallρ > 0, Lemmas 4.5, 4.3 and 4.4 yield

RHS> clρ
5/3, LHS 6 c(ρ2

+ ρρ3/4).

It is obvious that
LHS< RHS for sufficiently smallρ > 0.

Hence, for someρ0 > 0 both sides of (4.8) must be equal, because they are continuous functions
of ρ. 2

So far, we have determined the proportions of the Wulff shape and the proportions of the kinetic
coefficientsρ0 = βΛ/βT . The numberρ0 is special and may not be unique. We are now ready to
establish the existence of a self-similar evolution.

THEOREM4.8 Suppose thatρ0 is a solution of (4.8) andΩ(0) is the Wulff shape ofγ , i.e.Ω(0) =

Wγ andL0/R0 = L(0)/R(0) = ρ0. Assume that

βΛ

βT
= ρ0.

Then the evolution ofΩ(0) is self-similar.

Proof. We have to show thatΩ(t) = a(t)Ω(0). We have already shown in the course of proof of
Proposition 4.2 thata(t) satisfies the ODE (4.6),

ȧ =
ȧ(0)(σ∞a(t)+ κ)

a(t)((σ∞ + κ)a(t)+ βT VT (0)(1 − a(t)))
,

a(0) = 1,
(4.9)

whereβT VT (0) = βΛVΛ(0) by our choice ofρ0 andκ = κT = κΛ. We recall thatκ denotes the
mean crystalline curvature ofΩ(t) at timet = 0, i.e. whenΩ(0) = Wγ . This is a constant in (4.9).
We also stress thatσ∞ is a constant parameter of the problem (see equation (1.2)).
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Similarly, we know that

ȧ(0) =
VΛ(0)

R(0)
=
VT (0)

L(0)
.

Equation (4.9) has a unique solution, because the right-hand side of (4.9) is Lipschitz continuous
with respect toa and the denominator never vanishes. This is so due to

(σ∞
+ κ)a(t)− βT VT (0)a(t)+ βT VT (0) = a(t)(σ∞

+ κ − βT VT (0))+ βT VT (0)

= a(t)

∫
ST (0)

∑
i∈I

Vi(0)fi dH2
+ βT VT (0)

6= 0

as long asσ∞
6= −κ andVi ’s have the same sign.

We have to check whether

(VΛ(t), VT (t)) := (ȧ(t)zΛ(0), ȧ(t)zT (0)) ≡ ȧ · (R(0), L(0))

and
σ(t) := −

∑
i∈I

ȧ(t)zif
a(t)
i + σ∞

satisfy (2.2)–(2.4). Of course

∆σ(t) = 0 in R3
\Ω(t), lim

|x|→∞
σ(t, x) = σ∞,

and
∂σ

∂n
= Vi on ∂Ω(t)

by the properties off ai (see Proposition 2.2). Moreover,∫
Si (t)

σ(t)dH2
=

∫
Si (t)

(βiVi(t)− κi(t))dH2, i = T ,B,Λ,

by the very definition oḟa(t). 2

Let us remark that ifVi > 0, thena(t) is defined for allt > 0. On the other hand, ifΩ(t) shrinks,
i.e. Vi < 0, then it is easy to see from (4.9) that the solution dies out in finite time. We leave this
calculation to the interested reader.
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