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Sharp-interface model for eutectic alloys
Part I: Concentration dependent surface tension
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We consider the problem of phase separation in eutectic alloy such as e.g.SnPb. For this we derive
a phase field model from an atomistic point of view. We find the surface energy to be anisotropic,
having in general a nonlinear dependence on concentration. We use matched asymptotic analysis to
obtain a corresponding sharp-interface model. The resulting expression for the surface tension agrees
with that found on the basis of classical thermodynamics for jump conditions at singular interfaces.
A boundary integral formulation of the sharp-interface model enables us to numerically describe the
motion and deformation of the binary alloy.

1. Introduction

Already in 1958 J. W. Cahn and J. E. Hilliard [4] considered the possibility of anisotropic surface
tension in a crystal lattice. This is generically the case when modeling phase separation in multi-
phase systems such as binary alloys. A number of models have been developed generalizing the
Cahn–Hilliard equation to multi-component systems by introducing a vector-valued order parameter
and by making some general assumptions on the form of the gradient energy [6], [28], [26]. Using
matched asymptotic expansions, corresponding sharp-interface models were then developed and
expressions for surface tension were determined on the basis of results by Herring on anisotropic
surface energy [13], [20].

Recently, a phase field model for the description and simulation of coarsening processes
occurring in binary alloys, that are caused by diffusion in local inhomogeneous stress fields, has
been formulated in [9]. There, the model is applied to the eutectic solder alloy consisting of lead
and tin. Figure 1 shows a typical morphology that developed from an initially fine mix of alternating
layers of lead-rich and tin-rich regions after 20 hours of slow cooling. The regions are resolved on
aµm-scale. This coarsening process is initiated by diffusion subjected to the effects of anisotropic
surface tension and of thermomechanical stress fields. Here, the symmetry of the crystal lattices in
the two phases is tetragonal and face-centered-cubic in the lead-rich and tin-rich phase, respectively.
For further related work see also e.g. [27], [17], [11].

We consider coarsening processes that may be subjected to external thermomechanical loads.
The given temperatureT is assumed to be uniform in space. In this case the morphology and its
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FIG. 1. Lead rich (dark) lamellae

evolution is described by the fields

vi(t,X) — displacement, leading to the strainεij =
1

2

(
∂vi

∂Xj
+
∂vj

∂Xi

)
,

c(t,X) — mass concentration (e.g. tin).

(1.1)

Here t denotes the time andX = (X1, X2, X3) are the Lagrange coordinates with respect to a
Cartesian frame of reference of the material particles of the alloy, which are the smallest volume
units that can be resolved on the space scale considered. The motion of a particle with coordinates
X is given by the functionx = χ(t,X), which gives the actual coordinatesx = (x1, x2, x3) of
the particle at timet . Its displacement isvi = χi −Xi . The objective of the phase field model is the
determination of the fields (1.1). Sometimes it is useful to refer the fields to the actual coordinates.
This can be done by the definitions

c̃(t,x) = c(t,χ−1(t,x)) and ṽi(t,x) = vi(t,χ
−1(t,x)). (1.2)

The field equations for the displacement and the concentration rely on the quasistatic momentum
balance and on the conservation law for the content of one of the two constituents of the binary
alloy.

In Part I of this study we assume that the displacement field is given, so that we only need the
conservation law

ρ0
∂c

∂t
+
∂Jk

∂Xk
= 0. (1.3)

Here and throughout, we use the Einstein summation convention. The constantρ0 denotes the mass
density of the reference state, which is here given by a homogeneous phase mixture at the eutectic
composition, andJk are the components of the diffusion flux.

The conservation law (1.3) becomes a field equation for the concentration if we relate the
diffusion flux to the concentration by a constitutive law that we determine as follows. In the
appendix of [9], Dreyer and M̈uller have exploited the second law of thermodynamics relying on
the assumption that the specific free energy,ψ , is given by a function of the type

ψ = ψ̂

(
T , c,

∂c

∂Xi
,

∂2c

∂Xi∂Xj
, εij

)
, (1.4)
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and they choose Joule/kg as the unit ofψ . In Section 2 of this paper we will give a short survey on
the main points of the derivation. Furthermore Dreyer and Müller showed in [9] that in accordance
with the second law of thermodynamics, the diffusion fluxJk may be related to the specific free
energy by the constitutive law

Jk = −
Bkl

T

∂µ

∂Xl
with µ =

∂ψ

∂c
−

∂

∂Xm

(
∂ψ

∂(∂c/∂Xm)

)
+

∂2

∂Xm∂Xn

(
∂ψ

∂(∂2c/(∂Xm∂Xn))

)
,

(1.5)
which generalizes the well known diffusion law according to Fick. The newly introduced quantities
Bkl are the components of the mobility matrix, which can be related to the matrix of diffusion
coefficients.

The idea we pursue in this article is to form the free energy densityψ of the two-phase mixture
by interpolation within the interfacial region of the two phases, and use this for the derivation of
the diffusion flux for the binary alloy. The resulting model shows that when mechanical effects are
neglected the coefficients of the surface tension terms introduce some anisotropy which is due to
the concentration dependence of the coefficients. This effect is the main focus of Part I of this study.
Hence, here the only field equation will be the diffusion equation. In Part II we will discuss the
contributions of mechanical effects to anisotropy.

The main objectives of Part I of this study on the coarsening problem of eutectic alloys are the
following:

(i) Atomistic motivations and derivations of the phase field model, which describes anisotropic
surface tension and mechanical stresses that appear during coarsening processes.

(ii) Establishment of the corresponding sharp-interface limit and its numerical exploitation for a
strongly reduced model that exclusively takes care of anisotropic surface tension and ignores
mechanical effects.

For this reason, a comparison of numerical experiments with real life processes in eutectic alloys
will be postponed to Part II of this study.

In the next section we begin with a presentation of the Helmholtz free energy, composed of
the potential energy between particles and the entropic part and derive expressions for the surface
tension coefficients. The corresponding coefficients in the expression for the diffusion flux are then
found via the mean field limit. In Section 3 we use matched asymptotic analysis to derive the
corresponding sharp-interface model. Interestingly, the expression for the surface tension that results
for the sharp-interface limit allows only two-fold symmetry if mechanical effects are neglected.
In Section 4 it is shown how the same expression can be found from classical thermodynamics
arguments based on the derivation of jump conditions at free boundaries. Finally, in Section 5 we
derive a boundary integral formulation for the sharp-interface model that enables us to employ the
nonstiff numerical method, due to [16], for our numerical solution to the problem.

2. Atomistic modeling of phase field systems

2.1 The free energy function for the phase mixture

In this section we establish the constitutive law for the free energy density from an atomistic point
of view. To this end we consider separately the two phases, calledα-phase andβ-phase, of the two-
phase mixture and calculate first their individual specific free energy densitiesψα andψβ . In the
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second step we form the free energy density of the two-phase mixture by interpolation within the
interfacial region according to

ψ = uψα + (1 − u)ψβ , with u =

{
1 for X ∈ α-phase,
0 for X ∈ β-phase,

(2.1)

whereu is the scaled concentration indicating the phase that occupies the locationX.
We may relateu to the concentration field by

u(t,X) =
cβ(T )− c(t,X)

cβ(T )− cα(T )
, (2.2)

where cα(T ) and cβ(T ) refer to the equilibrium concentration of theα-phase andβ-phase,
respectively. Thus the scaled concentration variableu may change continuously in the interfacial
region from 0 to 1. It remains to derive the free energy functionsψα andψβ for the individual
phases.

2.2 The free energy functions for the individual phasesα andβ

We consider a body that consists exclusively of the pure phaseγ , whereγ may generically represent
either phaseα or β. The body consists of a crystal lattice, whose symmetry is given, and the lattice
sites are randomly occupied byA-type andB-type atoms. We decompose the total free energy of
the body into its energetic and entropic parts and write

Ψγ = Uγ − T Sγ . (2.3)

Uγ andSγ denote the internal energy and the entropy of the body, which will now be determined
successively.

The internal energy can be decomposed into a thermal part,Uγ (T ), which does not interest us at
this point, and the potential part,Upot, which is due to the interaction energy between all particles.
For simplicity, we assume central forces to act between the atomsa andb, {a, b} ∈ {1, . . . , N}, and
we write

Uγ |pot = Φγ (x
1
i , . . . , x

N
i ) =

1

2

N∑
a,b=1
a 6=b

ϕabγ (r
ab) with rab = |xb − xa|, (2.4)

where the 3N -tuple (x1
i , . . . , x

N
i ) contains the current positions of the atoms. While central force

potentials are best suited to explore the key ideas and the atomistic origin of the various contributions
appearing in the diffusion flux of phase field models, we note that they are in general not appropriate
to describe the behavior of crystal lattices and may lead to some unrealistic results such as the so-
called Cauchy paradox [18]. In [10] some of the resulting shortcomings are discussed.

We introduce the microscopic displacements

ξai = xai −Xai (2.5)

in order to substitute the current positions by the Lagrange positions of the atoms. These
substitutions take care of terms up to second order in the displacements, resulting in a linear theory
of elasticity.
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The caseT = 0. In this subsection we establish the expansion ofΦγ atT = 0. In our derivation
we introduce the effects of thermal expansion and other eigenstrains only when taking the mean field
limit, which simplifies the calculation considerably. The justification for this procedure is given in
[18]. First, from (2.4) we obtain

Uγ |pot = Φγ (x
1
i , . . . , x

N
i ) = Φγ (X

1
i + ξ1

i , . . . , X
N
i + ξNi )

= Φγ (X
1
i , . . . , X

N
i )+

1

2

N∑
a,b=1
a 6=b

∂2Φγ (X
1
i , . . . , X

N
i )

∂Xak ∂X
b
l

ξak ξ
b
l . (2.6)

The first derivative does not appear here because atT = 0 the potential energy assumes its
minimum. Next, we note that there are three different potential functions, viz.ϕAAγ for AA-

interactions,ϕBBγ for BB-interactions andϕABγ forAB-interactions. The introduction of the particle
concentration operator

ŷ(a) =

{
0 if a indicates anA-type atom,
1 if a indicates anB-type atom,

(2.7)

permits us to represent a generic potentialϕabγ by

ϕabγ = (1 − ŷ(a))(1 − ŷ(b))ϕAAγ + ŷ(a)ŷ(b)ϕBBγ

+ [ŷ(b)(1 − ŷ(a))+ ŷ(a)(1 − ŷ(b))]ϕABγ . (2.8)

This representation will be introduced now in both terms of (2.6). As a consequence, there appear
new quantities, which are defined as

ϕγ (∆
ab) = ϕABγ (∆ab)−

1

2
(ϕAAγ (∆ab)+ ϕABγ (∆ab)),

ϕ̃γ (∆
ab) =

1

2
(ϕBBγ (∆ab)− ϕAAγ (∆ab)),

(2.9)

where∆ab denotes the magnitude of the reference distance between atomsa and b. The term
Φγ (X

1
i , . . . , X

N
i ) in (2.6) can now be rewritten as

Φγ (X
1
i , . . . , X

N
i ) =

1

2

N∑
a,b=1
a 6=b

ϕabγ (∆
ab)

=

N∑
a,b=1
a 6=b

(
1

2
ϕAAγ (∆ab)+ ŷ(a)(1 − ŷ(b)

)
ϕγ (∆

ab)+
1

2
(ŷ(a)+ ŷ(b))ϕ̃γ (∆

ab), (2.10)

and the sum in (2.6) results in a similar manner.
Next we carry out the mean field limit, where quantities that describe the state of an individual

atom are replaced by their respective mean values, which are assumed to vary slowly in time and
space. A detailed discussion on various aspects of the mean field limit is found in [12], [18] and [8].
Regarding the atomistic quantities appearing in this paper we define the mean field by the following
rules:
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(i) substitute the particle operator, which can only assume the values 0 or 1, by the particle
concentration, which may change continuously between 0 and 1:

ŷ(a) → y(t, Xa) ≡ y(t,X),

ŷ(b) → y(t, Xa +∆ab) ≈ y(t,X)+
∂y(t,X)

∂Xk
∆abk +

∂2y(t,X)

∂Xk∂Xl
∆abk ∆

ab
l ,

(2.11)

(ii) substitute the atomic displacement by the mean displacement:

ξai → ui(t, X
a) ≡ ui(t,X),

ξbi → ui(t, X
a

+∆ab) ≈ ui(t,X)+
∂ui(t,X)

∂Xk
∆abk .

(2.12)

Note that the coordinateXb denotes the location of atomb. It is related to an expansion for atoma
at the coordinateXa , which in turn is abbreviated byX.

Finally, we collect all terms appearing and obtain three different contributions to the potential
part of the total free energy of the pure phaseγ ∈ {α, β}:

Uγ |pot =

∑
a

[
ψAAγ + ψ ϕ̃γ y + ψϕγ y(1 − y)

−

(
a
ϕ
γ |kly −

1

2
a
ϕ̃
γ |kl +

(
A
ϕ
γ |klmnopy −

1

2
A
ϕ̃
γ |klmnop

)
εmnεop

)
∂2y

∂Xk∂Xl

+
1

2
(AAAγ |mnop + A

ϕ̃
γ |mnopy + A

ϕ
γ |mnop)εmnεop

]
. (2.13)

Here, the dependence on the concentration and the strain is explicit and the newly introduced
coefficients are constants which can be calculated from the given interaction potentials. Their
definitions are given in appendix B. The first line of (2.13) gives the classical local contribution and
its third term is the energy of mixing. The first two terms of the second line describe the nonlocal
interactions. Those terms depend on the concentration and are related to the classical Cahn–Hilliard
model (see [4]). Note that the first derivatives of the atomic concentration,∂y/∂Xk, do not appear
in the representation (2.13), which is due to our restriction to crystal lattices which have either
tetragonal or cubic symmetry. Finally, the third line gives the purely elastic part of the potential
energy, and the bracket in front ofεmnεop is the stiffness matrix, which, however, turns out to
depend on concentration.

The caseT > 0. For T > 0 a competition of the energy of mixing and the entropy arises. In
a phaseγ with a disordered distribution of theA-type andB-type atoms over the lattice sites, the
entropySγ is given by

Sγ = −k
∑
a

[y Log(y)+ (1 − y)Log(1 − y)]. (2.14)

Herek is the Boltzmann constant. If the coefficientψϕγ in (2.13) is positive, the energy of mixing
and the entropy may combine so that the local part of the free energy becomes a nonconvex function.

Next, we discuss further effects which are induced forT > 0. These are eigenstresses as a
consequence of eigenstrains, and the most prominent representative is the eigenstrain due to thermal
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expansion. Other eigenstrains are due to point defects, dislocations and misfit strain. The latter arises
for example during phase transitions if the new phase needs more space than the old one. All these
effects are described by eigenstrains that have the generic form

ε∗γ |mn = ε∗γ |mn(T , c). (2.15)

Eigenstrains can be incorporated into the model, i.e. into the equation (2.13), by the substitution

εmn → (εmn − ε∗γ |mn). (2.16)

Suppressing its thermal part, we obtain the total free energy for a pure phaseγ :

Ψγ =

∑
a

[
ψAAγ + ψ ϕ̃γ y + ψϕγ y(1 − y)

−

(
a
ϕ
γ |kly −

1

2
a
ϕ̃
γ |kl +

(
A
ϕ
γ |klmnopy −

1

2
A
ϕ̃
γ |klmnop

)
b(εmn − ε∗γ |mn)(εop − ε∗γ |op)

)
∂2y

∂Xk∂Xl

+
1

2
(AAAγ |mnop + A

ϕ̃
γ |mnopy + A

ϕ
γ |mnop)(εmn − ε∗γ |mn)(εop − ε∗γ |op)

+ kT
∑
a

(y Log(y)+ (1 − y)Log(1 − y))

]
. (2.17)

Recall that we need to know the free energy as a function of the mass concentrationc rather than a
function of the particle concentrationy. Both quantities are related by the equation

y =
MAc

MB − (MB −MA)c
, (2.18)

whereMA andMB are the molecular weights of the constituentsA andB, respectively.

2.3 The specific free energy and the diffusion flux of the phase mixture

From (2.17) we may read off the specific free energyψγ of the pure generic phaseγ . We consider
one mole, and abbreviate each term of the sum in (2.17) byψ̃γ |a , with ψγ = [NA/M(c)]ψ̃γ |a ,
whereNA = 6.023× 1023 particles/mole is the Avogadro number. We recall the interpolation (2.1)
and obtain the specific free energy of the phase mixture, viz.

ψ =
NA

M(c)
(u(c)ψ̃α|a + (1 − u(c))ψ̃β|a), (2.19)

where

M(c) =
MAMB

MB − (MB −MA)c
(2.20)

is the mean molecular weight of the binary mixture. A function of the type

ψ = ψ0(c, εrs)− aj l(c, εrs)
∂2c

∂Xj∂Xl
+ bj l(c, εrs)

∂c

∂Xj

∂c

∂Xl
(2.21)
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is obtained, where the identification of the local part of the specific free energyψ0 and the matrix
functionsaj l andbj l is done after carrying out the necessary differentiations in order to transfer the
y-dependent functions̃ψα|a andψ̃β|a into functions of the mass concentrationc. This calculation is
easy but lengthy and left to the interested reader.

Finally, we use the constitutive law (2.1) to calculate the diffusion flux. We abbreviateAj l =

aj l + bj l and obtain an expression of the following type:

Jk = −
Bki

T

∂

∂Xi

(
∂ψ0(c, εrs)

∂c
− 2Aj l(c, εrs)

∂2c

∂Xj∂Xl
−
∂Aj l(c, εrs)

∂c

∂c

∂Xj

∂c

∂Xl

− 2
∂Aj l(c, εrs)

∂εmn

∂c

∂Xj

∂εmn

∂Xl
−
∂2aj l(c, εrs)

∂εmn∂εop

∂εop

∂Xj

∂εmn

∂Xl
−
∂aj l(c, εrs)

∂εmn

∂2εmn

∂Xj∂Xl

)
. (2.22)

3. Sharp-interface limit

In the following we ignore mechanical contributions to the free energy and to the diffusion flux,
and we consider exclusively the effect of a simple anisotropy of the gradient coefficientsAkl , which
become functions of the concentration.

A detailed evaluation of the mechanical phenomena is the content of Part II of this study. For
the case we consider here, the diffusion flux (2.22) reduces to

Jk = −
Bki

T

∂

∂Xi

(
∂ψ0(c)

∂c
− 2Aj l(c)

∂2c

∂Xj∂Xl
−
∂Aj l(c)

∂c

∂c

∂Xj

∂c

∂Xl

)
.

For simplicity, we assume now a constant and isotropic mobility tensorBki = Bδki , and for further
simplification we refer to an eutectic alloy. We restrict ourselves to the regime below the eutectic
line of theSnPb phase diagram, which gives the coexistence region of a binary phase mixture,
with regions of high lead (α-phase) and high tin (β-phase) concentration. The lattice symmetry of
theα-phase is cubic, whereas theβ-phase exhibit tetragonal symmetry. This symmetry leads to the
gradient coefficients

Aαjl = aαδj l, A
β
jl =

a
β

1 0 0
0 a

β

1 0
0 0 a

β

2

 , (3.1)

with constantsaα, aβ1 andaβ2 for theα- andβ-phase, respectively [9]. The interface region of the two
phases is the only region with significant contributions to the higher gradients. Here we interpolate
as in (2.1), i.e.

Aj l = Aαjlu+ A
β
jl(1 − u), (3.2)

with u defined as in (2.2). Note that since we neglect all mechanical effects the Lagrange coordinates
coincide with the actual coordinatesx. We now substitute the resulting expression for the diffusion
flux into the conservation equation (1.3) and transform the equation to the scaled concentration
variableu(t,x), which is 0 in theβ-phase and 1 in theα-phase. We nondimensionalize via

xi = Lx̃i, t = ωt̃, ψ = ψ̄F (u), (3.3)

and obtain, after dropping the tildes for the governing equation,

∂u

∂t
= 4µ, (3.4)
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u− u+
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FIG. 2.

where4 denotes the Laplacian operator and

µ = F ′(u)− ε2
(

2Akl(u)
∂2u

∂xk∂xl
+ A′

kl(u)
∂u

∂xk

∂u

∂xl

)
(3.5)

in a domainΩ = Ω+ ∪Ω− with

ε2
=
Bω

T̄ L2
and ω =

T̄ (cβ − cα)
2

Bψ̄
, (3.6)

where T̄ is the constant temperature. The gradient energy coefficientsAkl(u) are in general
nonlinear functions ofu(t,x), where we abbreviatedAkl(c(u)) by Akl(u) with c(u) = cβ −

(cβ − cα)u(t,x). The prime denotes the derivative with respect tou. The free energyF(u) has
the form of a double-well potential (see Fig. 2). On the boundary∂Ω we take zero flux and the
variational condition

n · ∇µ = 0, n · ∇u = 0. (3.7)

Ω +

Ω−Ο(ε)

Γk

FIG. 3. Sketch of sharp interface.

Solutions of this problem reach phase equilibrium afterO(1) time. Near phase equilibrium, a
solution has developed an internal boundary layer structure, having a width ofO(ε) and approaching
sharp interfacesΓi of the appearing precipitates asε → 0 (see Fig. 3). The dynamics of the
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precipitates evolves then on the slow time scaleτ = εt and the governing equation describing
this is

ε
∂u

∂τ
= 4µ, (3.8)

whereµ is given by (3.5).
The solution to the corresponding internal boundary layer problem will yield the boundary

condition for the “outer problem”, i.e. in the region ofΩ outside that boundary layer.

3.1 Outer problem

Let u have the asymptotic expansion

u(τ,x; ε) = uo(τ,x)+ εu1(τ,x)+ ε2u2(τ,x)+O(ε3). (3.9)

Correspondingly we can developµ as

µ(τ,x; ε) = µo(τ,x)+ εµ1(τ,x)+ ε2µ2(τ,x)+O(ε3). (3.10)

Substituting into (3.4) we obtain together with (3.5) for the leading order problem

0 = 4µo = 4F ′(uo) (3.11)

sinceµo = F ′(uo). TheO(ε) problem is

∂uo

∂τ
= 4µ1 = 4(F ′′(uo)u1), (3.12)

and for theO(ε2) terms we obtain

∂u1

∂τ
= 4µ2 = 4

(
F ′′(uo)u2 +

1

2
F ′′′(uo)u

2
1 − 2Akl(ũo)

∂2ũo

∂xk∂xl
− A′

kl(ũo)
∂ũo

∂xk

∂ũo

∂xl

)
(3.13)

plus corresponding boundary conditions on∂Ω. The boundary conditions onΓk will be obtained
via matching to the solution of the “inner” problem valid in the vicinity of the interfaceΓi .

3.2 Inner problem

3.2.1 Transformation to inner variables.We consider the 2D situation, wherex = (x1, x2) =

(x, y). Let r(τ, s) = (r1(τ, s), r2(τ, s)) be a parametrization of the curveΓk, wheres denotes
arclength. Then

x(τ, s, z) = r(τ, s)+ εzν(τ, s) (3.14)

defines the boundary layer withz being the boundary layer or “inner” variable (see Fig. 4). The
normal

ν(τ, s) =

(
−
∂r2

∂s
(τ, s),

∂r1

∂s
(τ, s)

)
(3.15)

points inside the precipitate and the tangent vector

t(τ, s) =

(
∂r1

∂s
(τ, s),

∂r2

∂s
(τ, s)

)
(3.16)

points in the counter-clockwise direction.
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Ο(ε)Ω +

Ω −

Γk

x

ν{zε
r

FIG. 4. Boundary-layer region.

Supposew̃ is a quantity defined in the inner coordinates(s, z, τ ). Then its derivatives are
related to the derivatives of the corresponding quantityw in outer coordinates via the invertible
transformation matrix

M =

 0
Q 0
∂x

∂τ

∂y

∂τ
1

, where Q =


∂x

∂s

∂y

∂s
∂x

∂z

∂y

∂z

 , (3.17)

by 

∂w̃

∂s
∂w̃

∂z

∂w̃

∂τ

 = M



∂w

∂x
∂w

∂y

∂w

∂τ

 . (3.18)

Sinces is arclength, (
∂r1

∂s

)2

+

(
∂r2

∂s

)2

= 1,
∂r1

∂s

∂2r1

∂s2
+
∂r2

∂s

∂2r2

∂s2
= 0 (3.19)

and for the curvature we have

κ(s, τ ) =
∂r1

∂s

∂2r2

∂s2
+
∂r2

∂s

∂2r1

∂s2
(3.20)

so that
∂t
∂s

= κν,
∂ν

∂s
= −κt (3.21)

and
∂2r1

∂s2
= −κ

∂r2

∂s
,

∂2r2

∂s2
= κ

∂r1

∂s
. (3.22)

Hence,
∂x

∂s
= (1 − εκ)t,

∂x

∂z
= εν, detQ = ε(1 − εzκ). (3.23)
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Now we can express the quantityw in the outer variables in terms of the inner variables by
∂w

∂x
∂w

∂y
∂w

∂τ

 =


0

Q−1
0

−
∂x

∂τ
·Q−1 1



∂w̃

∂s
∂w̃

∂z
∂w̃

∂τ

 =


(1 + εzκ)

∂r1

∂s
−ε−1∂r2

∂s
0

(1 + εzκ)
∂r2

∂s
ε−1∂r1

∂s
0

−(1 + εzκ)V t
−ε−1V ν 1



∂w̃

∂s
∂w̃

∂z
∂w̃

∂τ

 , (3.24)

where we have used the approximation 1/(1 − εzκ) = 1 + εzκ +O(ε2), and where we denote the
tangential and normal velocity by

V t
=
∂x

∂τ
· t, V ν

=
∂x

∂τ
· ν, (3.25)

respectively.
The higher derivatives then transform as follows:

∂2w

∂x2
= ε−2

(
∂r2

∂s

)2
∂2w̃

∂z2
− ε−1

[
κ

(
∂r1

∂s

)2
∂w̃

∂z
+ 2

∂r1

∂s

∂r2

∂s

∂2w̃

∂s∂z

]
+

(
∂r1

∂s

)2
∂2w̃

∂s2

− 2κ
∂r1

∂s

∂r2

∂s

∂w̃

∂s
− zκ

[
κ

(
∂r1

∂s

)2
∂w̃

∂z
+ 2

∂r1

∂s

∂r2

∂s

∂2w̃

∂s∂z

]
, (3.26)

∂2w

∂y2
= ε−2

(
∂r1

∂s

)2
∂2w̃

∂z2
− ε−1

[
κ

(
∂r2

∂s

)2
∂w̃

∂z
− 2

∂r1

∂s

∂r2

∂s

∂2w̃

∂s∂z

]
+

(
∂r2

∂s

)2
∂2w̃

∂s2

+ 2κ
∂r1

∂s

∂r2

∂s

∂w̃

∂s
− zκ

[
κ

(
∂r2

∂s

)2
∂w̃

∂z
− 2

∂r1

∂s

∂r2

∂s

∂2w̃

∂s∂z

]
, (3.27)

∂2w

∂x∂y
= −ε−2∂r1

∂s

∂r2

∂s

∂2w̃

∂z2
− ε−1

[
κ
∂r1

∂s

∂r2

∂s

∂w̃

∂z
+

((
∂r2

∂s

)2

−

(
∂r1

∂s

)2)
∂2w̃

∂s∂z

]
+
∂r1

∂s

∂r2

∂s

∂2w̃

∂s2
− κ

((
∂r2

∂s

)2

−

(
∂r1

∂s

)2)
∂w̃

∂s

− zκ

[
κ
∂r1

∂s

∂r2

∂s

∂w̃

∂z
+

((
∂r2

∂s

)2

−

(
∂r1

∂s

)2)
∂2w̃

∂s∂z

]
, (3.28)

4w = ε−2∂
2w̃

∂z2
− ε−1κ

∂w̃

∂z
+
∂2w̃

∂s2
− zκ2∂w̃

∂z
. (3.29)

3.2.2 Inner equations and matching.In what follows we write

ũξk :=
∂ũ

∂ξk
, ũξkξl :=

∂2ũ

∂ξk∂ξl
, ũoξk :=

∂ũo

∂ξk
, ũoξkξl :=

∂2ũo

∂ξk∂ξl
. (3.30)

Making use of (3.19)–(3.29) we can expand the gradient energy part in inner coordinates:

2Akl(u)
∂2u

∂xk∂xl
+ A′

kl(u)
∂u

∂xk

∂u

∂xl
= ε−2g(ũ, ũξk , ũξkξl )+ ε−1h(ũ, ũξk , ũξkξl )+ j (ũ, ũξk , ũξkξl ),

(3.31)
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whereξk, ξl ∈ {s, z} and

g(ũ, ũξk , ũξkξl ) = 2νAν†∂
2ũ

∂z2
+ νA′ν†

(
∂ũ

∂z

)2

, (3.32)

h(ũ, ũξk , ũξkξl ) = −2κtAt†
∂ũ

∂z
+ 2(tAν†

+ νAt†)
∂2ũ

∂s∂z
+ (tA′ν†

+ νA′t†)
∂ũ

∂s

∂ũ

∂z
, (3.33)

j (ũ, ũξk , ũξkξl ) = 2tAt†
∂2ũ

∂s2
+ 2κ(tA′ν†

+ νA′t†)
∂ũ

∂s
+ tAt†

∂ũ

∂s

2

+ zκh(ũ, ũξk , ũξkξl ) (3.34)

with

A(ũ) =

(
A11(ũ) A12(ũ)

A21(ũ) A22(ũ)

)
, (3.35)

and the superscript † denotes the transpose of a vector.
From this we obtain

4µ = ε−2 ∂
2

∂z2
[F ′(ũ)− g(ũ, ũξk , ũξkξl )]

− ε−1
(
∂2h

∂z2
(ũ, ũξk , ũξkξl )− κ

∂

∂z
[F ′(ũ)− g(ũ, ũξk , ũξkξl )]

)
−
∂2j

∂z2
(ũ, ũξk , ũξkξl )− κ

∂h

∂z
(ũ, ũξk , ũξkξl )+

∂2

∂s2
[F ′(ũ)− g(ũ, ũξk , ũξkξl )]

− zκ2 ∂

∂z
[F ′(ũ)− g(ũ, ũξk , ũξkξl )] +O(ε). (3.36)

Let the quantitiesu andµ have inner expansions

ũ(τ, s, z) = ũo(τ, s, z)+ εũ1(τ, s, z)+ ε2ũ2(τ, s, z)+O(ε3), (3.37)

µ̃(τ, s, z) = µ̃o(τ, s, z)+ εµ̃1(τ, s, z)+ ε2µ̃2(τ, s, z)+O(ε3). (3.38)

The functionF(ũ) can be expanded as

F ′(ũ) = F ′(ũo)+ εũ1F
′′(ũo)+ ε2

(
1

2
ũ2

1F
′′′(ũo)+ ũ2F

′′(ũo)

)
, (3.39)

andA(ũ) can be expanded similarly.
Then, using (3.29) and (3.36) the leading order inner (O(ε−2)) problem is

∂2ũo

∂z2
=
∂2

∂z2
[F ′(ũo)− g(ũo, ũoξk , ũoξkξl )] = 0, (3.40)

so that
µ̃o(τ, r, z) = ao(τ, r)z+ bo(τ, r). (3.41)

Recall that the leading order outer problem forµ is

4µ−
o = 0 inΩ−,

n · ∇µ−
o = 0 on∂Ω−, (3.42)

4µ+
o = 0 inΩ+,
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whereµ−
o andµ+

o denote the chemical potential in the matrix and the precipitate, respectively.
Both problems have to be joined by a condition on the interfaceΓk of the precipitate. This will
be provided by matching with the inner solution. For this we express the outer solution in inner
coordinates and reexpand

(µ±
o + εµ±

1 + εµ±

2 +O(ε3)) (τ, r + εzν) = µ±
o (τ, r)+ ε(µ±

1 (τ, r)+ zν · ∇xµ
±
o (τ, r))

+ ε2(µ±

2 (τ, r)+ zν · ∇xµ
±

1 (τ, r)+
z2

2
νH(µ±

o (τ, r))ν
T )+O(ε3), (3.43)

where

H(w) :=


∂2w

∂x2

∂2w

∂x∂y

∂2w

∂y∂x

∂2w

∂y2

 . (3.44)

Matching to leading order then requires

µ±
o (τ, r) = lim

z→±∞
µ̃o(τ, r, z) (3.45)

asε → 0. Thereforeao(τ, r) = 0 andµ±
o (τ, r) = bo(τ, r).

Furthermore, from the ordinary differential equation foruo in z, (3.40) and (3.32), we obtain

(2νA(ũo)ν
†)
∂2ũo

∂z2
+ (νA′(ũo)ν

†)

(
∂ũo

∂z

)2

= F ′(ũo)− bo(τ, r). (3.46)

Hence we find

1

2

d

dz

[
(2νA(ũo)ν

†)

(
∂ũo

∂z

)2]
=

[
(2νA(ũo)ν

†)
∂2ũo

∂z2
+ (νA′(ũo)ν

†)
∂ũo

∂z

](
∂ũo

∂z

)2

= (F ′(ũo)− bo(τ, r))
∂ũo

∂z
. (3.47)

This yields, after integrating fromz = +∞ to z = −∞ and observing that∂ũo/∂z → 0 as
z → ±∞, the solvability condition∫ u+

u−

[F ′(ũo)− bo(τ, r)] dũo = 0 with F ′(u±) = bo. (3.48)

Equation (3.48) is basically a system of three equations in three unknownsu+, u− andbo. It means
that for a given free energyF(u) of the form of a double well,bo is the unique constant such that
the integral in (3.48), i.e. the “area” in Figure 2 betweenu− andu+, is zero.

Finally, the uniqueness of solution to the problem

4µ−
o = 0 inΩ−,

n · ∇µ−
o = 0 on∂Ω−, (3.49)

µ±
o = bo onΓk,

4µ+
o = 0 inΩ+,

ensures thatF ′(uo) = µo = const inall of Ω.
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To orderO(ε−1) we obtain for the inner problem

0 = −
∂2h

∂z2
(ũo, ũoξk , ũoξkξl )+ κ

∂µ̃o

∂z
+
∂2

∂z2

[
F ′′(ũo)ũ1 − 2νA(ũo)ν

†∂
2ũ1

∂z2

− 2νA′(ũo)ũ1ν
†∂

2ũo

∂z2
− 2νA′ν†∂ũo

∂z

∂ũ1

∂z
+ νA′′(ũo)ũ1ν

†
(
∂ũo

∂z

)2 ]
= −

∂2h

∂z2
(ũo, ũoξk , ũoξkξl )+ κ

∂µ̃o

∂z
+
∂2

∂z2

[
lim
ε→0

d

dε
(F ′(ũ)− g(ũ, ũξk , ũξkξl ))

]
= κ

∂µ̃o

∂z
+
∂2µ̃1

∂z2
. (3.50)

Note µ̃o is constant so thatκ∂µ̃o/∂z = 0 and the right hand side of (3.50) is equal to∂2µ̃1/∂z
2.

Hence,
µ̃1(τ, r, z) = a1(τ, r)z+ b1(τ, r). (3.51)

Moreover, sinceµo is constant, matching to next order yields

µ±

1 (τ, r) = lim
z→±∞

µ̃1(τ, r, z). (3.52)

Hence,a1(τ, r) = 0 andµ̃1 = b1(τ, r) are independent ofz and

µ̃1(τ, r) = −h(ũo, ũoξk , ũoξkξl )+ lim
ε→0

d

dε
(F ′(ũ)− g(ũ, ũξk , ũξkξl )). (3.53)

Note now that

∂

∂s

[
(tAν†

+ νAt†)
(
∂ũo

∂z

)2]
= (tAν†

+ νAt†)2
∂ũo

∂z

∂2ũo

∂s∂z
+ (tA′ν†

+ νA′ν†)
∂ũo

∂s

(
∂ũo

∂z

)2

− 2κ(tAt† − νAν†)

(
∂ũo

∂z

)2

. (3.54)

This implies

∂ũo

∂z
µ̃1(τ, r) = 2κνAν†

(
∂ũo

∂z

)2

−
∂

∂s

[
(tAν†

+ νAt†)
(
∂ũo

∂z

)2]
+
∂ũo

∂z
lim
ε→0

d

dε
(F ′(ũ)− g(ũ, ũξk , ũξkξl )). (3.55)

The condition joining the two outer problems forµ1 is now obtained by integrating (3.55) from
z = −∞ to z = +∞. First we observe that the third term on the right hand side vanishes. For this
recall that

∂ũo

∂z
lim
ε→0

d

dε
(F ′(ũ)− g(ũ, ũξk , ũξkξl )) = F ′′(ũo)

∂ũo

∂z
ũ1 − 2νAν†∂

2ũ1

∂z2

∂ũo

∂z
− νA′′ν†ũ1

(
∂ũo

∂z

)3

− 2νA′ν†
(
∂ũo

∂z

)2
∂ũ1

∂z
− 2νA′ν†ũ1

∂ũo

∂z

∂2ũo

∂z2
(3.56)
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and note that (3.46) implies

F ′′(ũo)
∂ũo

∂z
ũ1 = 2νA′ν†ũ1

∂ũo

∂z

∂2ũo

∂z2
+ 2νAν†ũ1

∂3ũo

∂z3

+ νA′′ν†ũ1

(
∂ũo

∂z

)3

+ 2νA′ν†ũ1
∂ũo

∂z

∂2ũo

∂z2
. (3.57)

Hence

∂ũo

∂z
lim
ε→0

d

dε
(F ′(ũ)− g(ũ, ũξk , ũξkξl )) =

∂

∂z

[
2νAν†

(
ũ1
∂2ũo

∂z2
−
∂ũ1

∂z

∂ũo

∂z

)]
, (3.58)

the integral of which fromz = −∞ to z = +∞ vanishes since∂ũo/∂z, ∂
2ũo/∂z

2
→ 0 asz →

±∞. For the integral of the other two terms on the right hand side of (3.55), we define

G(ũo) =

∫ ũo

u−

[F ′(v)− bo] dv (3.59)

and observe that from (3.46),

∂ũo

∂z
=

√
G(ũo)

νAν† , (3.60)

so that the integral of (3.55) can be written

[[u±
o ]] µ̃1(τ, r) = 2κ

∫ u+

u−

√
νAν†G(v)dv −

∂

∂s

∫ u+

u−

(tAν†
+ νAt†)

√
G(v)

νAν† dv, (3.61)

where [[u±
o ]] denotes the jumpu+

o − u−
o . This can also be written, after differentiation with respect

to s, as

µ̃1(τ, r) =
κ

[[u±
o ]]

(
2
∫ u+

u−

tAt†
√
G(v)

νAν† dv −
1

2

∫ u+

u−

(tAν†
+ νAt†)2

√
G(v)

(νAν†)3
dv

)
. (3.62)

By the matching condition (3.52) this equalsµ1(τ, r). Given F(u) andA(u) it represents the
chemical potential along the interfaceΓk of a precipitate. This leads to the sharp interface model

4µ−

1 = 0 inΩ−, (3.63)

n · ∇µ−

1 = 0 on∂Ω−, (3.64)

µ±

1 = µ̃1(τ, r), (3.65)

4µ+

1 = 0 inΩ+. (3.66)

In order to determine the velocity of the sharp interface we have to continue the matching to
higher order. To orderO(1) the inner problem reads
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− V ν ∂ũo

∂z
= −

∂2j

∂z2
(ũo, ũoξk , ũoξkξl )− κ

∂h

∂z
(ũo, ũoξk , ũoξkξl )+

∂2µ̃o

∂s2
− zκ

∂µ̃o

∂z

− lim
ε→0

d

dε

(
hzz(ũ, ũξk , ũξkξl )− κ

∂

∂z
[F ′(ũ)− g(ũ)]

)
+ lim
ε→0

d2

dε2

(
∂2

∂z2
[F ′(ũ)− g(ũ)]

)
,

=
∂2µ̃2

∂z2
− κ

∂µ̃1

∂z
+
∂2µ̃o

∂s2
− zκ

∂µ̃o

∂z
, (3.67)

whereV ν
= (∂x/∂τ) · ν. Again, sinceµo is constant, we have

− V ν ∂ũo

∂z
=
∂2µ̃2

∂z2
− κ

∂

∂z

[
h(ũo, ũoξk , ũoξkξl )− lim

ε→0

d

dε
(F ′(ũ)− g(ũ, ũξk , ũξkξl ))

]
=
∂2µ̃2

∂z2
− κ

∂µ̃1

∂z
. (3.68)

Sinceµ̃1 is independent ofz, we simply have

−V ν ∂ũo

∂z
=
∂2µ̃2

∂z2
. (3.69)

We integrate (3.69) once with respect toz and use the matching condition for∂µ̃2/∂z to obtain

lim
z→±∞

∂µ̃2

∂z
= ν · ∇xµ

±

1 (τ, r). (3.70)

Thez2-term in (3.43) vanishes sinceµo is constant. Hence, for the interfacial speed we obtain

V ν
= −

[[ν · ∇xµ
±

1 (τ, r)]]

[[u±
o ]]

. (3.71)

Equations (3.63)–(3.66) together with (3.71) constitute our sharp-interface model, governing the
long-time dynamics of the phase field model (3.4), (3.5) together with (3.7).

The sharp-interface model we obtained is very similar in structure to the one given in [25] and
reduces to it when the surface energy is independent of concentration.

3.3 The Cahn–Hoffmann law for concentration dependent surface energy

We also obtain a Cahn–Hoffmann law for a concentration dependent surface energy [14], [3], [13].
To this end we define

rs = (cosθ(τ, s), sinθ(τ, s)), (3.72)

whereθ(τ, s) is the angle of the tangent at a point onΓk to thex-axis. In terms of this coordinate
we have

∂2

∂θ2
(νAν†) = 2(tAt† − νAν†). (3.73)
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Using this we can derive

2

(
∂2

∂θ2
(
√

νAν†)+

√
νAν†

)
= 2

tAt†
√

νAν†
−

1

2

(tAν†
+ νAt†)2

(νAν†)−3/2
, (3.74)

so that

µ1(τ, r) =
κ

[[u±
o ]]

(
σ +

∂2σ

∂θ2

)
, (3.75)

where the surface tensionσ is defined as

σ = 2
∫ u+

u−

√
νAν†G(v)dv. (3.76)

At this point it is interesting to observe that the expression for the surface tensionσ allows at most
two-fold symmetry. This is in contrast to previous theories, e.g. [15] etc., where it was assumed
that the surface tension reflects the symmetry of the underlying crystal lattice and could in principle
have higher symmetry. Our analysis shows that in fact higher symmetries of the surface tension
enter only through mechanical effects, which is shown in Part II of this study.

There is a very interesting different approach to modeling anisotropic surface tension, which
is due to [1], [2]. There, the authors start from a nonlocal discrete spin lattice model in order
to derive a hierarchy of higher gradient phase field models. However, they are interested in non-
conserved order parameters, so that their treatment generalizes the Allen–Cahn model but not the
Cahn–Hilliard models, which is the focus of the current study. But this is a minor point compared
to the different origins for anisotropic surface tensions in [1], [2] and in our results. In our model,
anisotropic gradient coefficients are in general mainly due to mechanical stresses in the crystal
lattices of the two phases and they reflect the symmetry of the undistorted lattices. In [1], [2]
anisotropic gradient coefficients result by taking into account higher gradient terms in the Taylor
expansion of the nonlocal interaction functionJ .

3.4 Generalization to 3D

The sharp interface limit implies in first and second order the conditions (3.48) and (3.61),
respectively. The condition (3.48) yields the equilibrium concentrations according to the common
tangent construction, which describes the jump conditions if the curvature of the interface is ignored.
The condition (3.61) takes care of curvature and yields the corrections to the plane interface case.
Up to now we considered exclusively a phase mixture in 2D with interfaces as 1D objects. While
the common tangent construction is not influenced by this restriction, the condition (3.61) is. A
generalization to the case of a phase mixture in 3D with interfaces as 2D surfaces can be carried
out along similar lines. In this case the interfaces are described by two Gaussian parametersU∆,
∆ ∈ {1,2}, and the functionr(τ, U1, U2) gives the location of the surface points. The surface is
equipped with a unit normalν, two tangent vectorst∆, a metric,g∆Γ , and a Gaussian curvature
tensor,b∆Γ . The mean curvature is defined byκM =

1
2g
∆Γ b∆Γ . All these quantities can be

calculated from the surface functionr(τ, U1, U2).
The expression corresponding to (3.61) reads

[[u±
o ]]µ1 = 2σκM +

(
−

1

2
σ∆
)

;∆

, (3.77)
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where the semicolon indicates the covariant derivative, and with

σ = 2

u+∫
u−

√
νAν†G(v)dv, σ∆ = 2

u+∫
u−

(νAt†∆ + t∆Aν†)

√
G(v)

νAν† dv. (3.78)

The interfacial speed is just as in the 2D case and given in [7].

3.5 A remark on the Gibbs adsorbtion equation

We conclude from (3.78)1 that the surface tension depends on the interfacial normal vector and
on the limiting values of the concentrations of the adjacent phases. Moreover, the surface tension
depends also on the temperature and elastic strain. However, these dependencies will be discussed
in Part II of this study.

The normal and concentration dependence ofσ is explicitly given by (3.78)1 because the
phase field study of this model relies on atomistic reasonings. Phase field models that rely on
phenomenological reasoning need a different source of information on the dependencies of the
surface tension. In this case, the strategy is the identification of the Gibbs adsorbtion equation, which
allows likewise the calculation of the surface tension, at least in phase equilibrium. The background
and strategy are carefully described in [22], where also a phase field model of a binary mixture is
formulated. Despite the fact that mechanical effects are ignored here, the main basic difference to
our approach is the following. We start from the assumption that the phase field is given by the
concentration itself. In [22] additionally to the concentration a phase field is introduced, to take care
of the possibility that there might be no one-to-one correspondence between the present phase and
the present concentration.

4. Jump conditions for a binary mixture according to classical thermodynamics

The sharp interface limit from Section 3 reveals jump conditions at the interface between the two
coexisting phases. Jump conditions, however, can also be obtained from classical thermodynamics
that models the interfaces from the very beginning as singular surfaces [7]. Here, we consider
classical thermodynamics of a binary disordered mixture that may consist of two coexisting phases
α and β, and we ignore mechanical stress fields in the bulk. In this case the variables are the
temperatureT and the partial mass densitiesρA andρB of the two constituentsA andB. The
specific free energy density is given by a function of the type

ψ = ψ̂(T , ρA, ρB), (4.1)

and

µA =
∂ρψ̂

∂ρA
and µB =

∂ρψ̂

∂ρB
(4.2)

are the chemical potentials of the constituents (see e.g. [24]). Hereρ = ρA + ρB denotes the mass
density of the mixture.

It is useful to change the variablesρA, ρB according to

(ρA, ρB) → (ρ, c = ρB/ρ). (4.3)
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We write
ψ̂(T , ρA, ρB) = ψ̃(T , ρ, c), (4.4)

and

p = ρ2∂ρψ̃

∂ρ
(4.5)

defines the pressure. Next we calculate the chemical potentials from the functionψ̃ . We obtain

µA = ψ +
p

ρ
− cψ̃ ′ and µB = ψ +

p

ρ
+ (1 − c)ψ̃ ′ with ψ̃ ′

=
∂ψ̃

∂c
. (4.6)

Note that
µ ≡ µB − µA = ψ̃ ′. (4.7)

The jump conditions at the interface are derived in classical thermodynamics by means of
generic balance equations [7]. If we denote the limits of a generic quantityg obtained by
approaching the interface from theα-phase andβ-phase, respectively, bygα and gβ , the jump
conditions read

µAβ − µAα = 0, µBβ − µBα = 0, pβ − pα = S∆Γ b∆Γ + S∆
;∆. (4.8)

The newly introduced quantities are the tangential surface stress,S∆Γ , the normal surface stress,
S∆, and the semicolon indicates the covariant derivative.

Thermodynamics of interfaces relates the surface stressesS∆Γ andS∆ to the free energy density,
ψs , of the interface. Under the assumptions that

(i) Tβ = Tα ≡ T ,
(ii) ψs may depend onT , νi andg∆Γ ,

one obtains as a consequence of the second law of thermodynamics

S∆Γ = ψsg
∆Γ

+
1

2

∂ψs

∂g∆Γ
and S∆ = −g∆Γ τ iΓ

∂ψs

∂νi
(4.9)

(see [7] for details). The first contribution ofS∆Γ leads in (4.8)3 to the classical capillary force
which is proportional to the mean curvatureκM =

1
2g
∆Γ b∆Γ . The metric dependence of the

interfacial free energy describes elastic effects of the interface and the normal surface stress, given
by (4.9)2, which is related to the Cahn–Hoffmann vector.

Next we will evaluate the jump condition (4.8). First we write the conditions (4.8)1,2 more
explicitly:

ψ̃ ′
β(T , ρβ , cβ) = ψ̃ ′

α(T , ρα, cα) ≡ µ and (cβ − cα)µ = ψ̃β − ψ̃α +
pβ

ρβ
−
pα

ρα
. (4.10)

Let us assume for simplicityρβ ≈ ρα ≡ ρ, and letcβ0, cα0 be the solution of

ψ̃ ′
β(T , ρ, cβ) = ψ̃ ′

α(T , ρ, cα) and (cβ − cα)µ = ψ̃β − ψ̃α, (4.11)

which describes the common tangent construction, also called the Maxwell construction. We
conclude that the common tangent construction only holds if

(i) pβ = pα ≡ p0,
(ii) ρβ = ρα ≡ ρ0.
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Note at this point that condition (i) is well known, but the necessity of the second condition is
in general not noted. In the following we will take the condition (ii) for granted. Note that in the
derivation of the sharp-interface limit from the reduced phase field model we also did not consider
the variation of the total density of the binary mixture. Furthermore, note that this variation is related
to the trace of the mechanical strain, which will be included in Part II of this study.

We proceed to exploit the jump conditions (4.8). To this end we make the Ansatz

cα = cα0 + cα1, cβ = cβ0 + cβ1, pα = pα0 +pα1, pβ = pβ0 +pβ1, µ = µ0 +µ1 (4.12)

and exploit the jump condition (4.10)1 under the assumption that quantities with index 1 are small
corrections to the corresponding quantities with index 0. We obtain

µ0 = ψ̃ ′
α(T , ρ0, cα0) = ψ̃ ′

β(T , ρ0, cβ0), µ1 = ψ̃ ′′
α (T , ρ0, cα0)cα1 = ψ̃ ′′

β (T , ρ0, cβ0)cβ1, (4.13)

while the conditions (4.10)2 and (4.8)2 imply

(cβ0 − cα0)µ1 =
1

ρ0
(S∆Γ b∆Γ + S∆

;∆). (4.14)

Let us now ignore elastic effects of the interface so that the right hand side of (4.14) can be rewritten
as

(cβ0 − cα0)µ1 =
1

ρ0

(
2ψsκM +

(
−g∆Γ τ iΓ

∂ψs

∂νi

)
;∆

)
. (4.15)

A comparison of (4.15) with the corresponding result (3.77), which we have obtained from the phase
field model, suggests identifying

ψs = σ. (4.16)

In this case the definitions (3.78) imply that the interfacial free energy density has the following
properties:

νi
∂ψs

∂νi
= ψs and τ i∆

∂ψs

∂νi
=

1

2
σ∆. (4.17)

The result (4.15) of classical thermodynamics can thus be written

ρo(cβ0 − cα0)µ1 = 2σκM +

(
−

1

2
σ∆
)
∆

. (4.18)

This result is in agreement with (3.77) developed from the phase field model.
Originally, the Cahn–Hoffmann vector,ξ i , was introduced to describe interfaces with

anisotropic surface tension within sharp-interface models. It was shown, e.g. in [21], that the
Cahn–Hoffmann vector can also be identified with the phase field models and they provide useful
generalizations of the classical concepts. In the current study we can also identify the Cahn–
Hoffmann vector, which is here related to the normal surface stress byS4

= −g4Γ τKΓ ξ
K (see also

[7] for details). A comparison with (4.17) and (4.9)2 yields thus the identificationτKΓ ξ
K

=
1
2σΓ ,

which gives the tangential component of the Cahn–Hoffmann vector within the phase field model,
via equation (3.78)2. However, the role ofξ changes, if we consider the elastic contributions of the
current model to the gradient coefficients. A detailed discussion of this topic is found in Part II of
this study.
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5. Numerical methods

For our numerical treatment we follow [15] and transform the sharp-interface model (3.63)–(3.66),
(3.71) into a boundary integral formulation. Note that the sharp-interface model describes mass
diffusion in the matrix and mass diffusion in the precipitates connected by the common boundary
condition (3.65). Here, we make the simplifying assumption that diffusion in the precipitates can be
neglected, i.e. we treat only the one-sided model

4µ−

1 = 0 inΩ−, (5.1)

n · ∇µ−

1 = 0 on∂Ω−, (5.2)

µ−

1 = µ̃1 onΓ, (5.3)

[[u±
o ]]V ν

= ν · ∇µ−

1 onΓ, (5.4)

and drop the superscript ( – ) from now on. Note that this does restrict the range of morphological
scenarios in comparison to the solutions of the phase field model (see [19]). However, we expect the
shapes shown here to qualitatively correspond to those of a two-sided model for very small diffusion
inside the precipitate.

We further assume that∂Ω has been shifted to infinity and replace the local condition
n · ∇µ1 = 0 by the condition of no flux in the far field

lim
R∞→∞

∫
n · ∇µ1 = 0. (5.5)

In what follows, we note that the tangential vectort to the boundary of a precipitate always points
into the mathematically positive direction, andν always points to the left, i.e. inside the precipitate.

We next derive a boundary integral representation for the solution of4µ1 = 0 inΩ− by setting

µ1 = Re(Ψ (z)) , z = x + iy, z ∈ Ω−, (5.6)

where

Ψ (z) =

N∑
k=1

Ak ln(z−Mk)+
1

2πi

∫
Γ

Φ(ζ)

ζ − z
dζ +

1

2π

∫
Φ(ζ)dζ. (5.7)

HereAk ∈ R, Φ is a complex function and the complex numberMk is in Ωk, the interior of the
k-th precipitate, bounded byΓk, whereΓ :=

⋃N
k=1Γk. The first term on the r.h.s. represents the

contribution of the 2D-precipitates, the second term is the analytical part forz ∈ Ω− and the third
part is a constant correction ifΨ 6→ 0 asz → ∞. As shown by Mikhlin [23] this representation is
unique for givenzk. Furthermore, it is shown in [23] that forz → z̃ ∈ Γ ,

Re( lim
z→z̃
z∈Ω−

Ψ ) = −
1

2
Φ(z̃)+

N∑
k=1

Ak ln(z̃−Mk)+
1

2π
Im
∫
Γ

Φ(ζ)

ζ − z
dζ +

1

2π

∫
Φ(ζ)dζ

= µ1|Γ , (5.8)

i.e. forµ1 onΓ . Substitution of (5.6), (5.7) into (5.5) yields

N∑
k=1

Ak = 0. (5.9)
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Note that the l.h.s. of (5.8) is an integral operator onΦ with kernel of dimensionN − 1 so that
we haveN − 1 solvability conditions for the r.h.s. of (5.8). Together with (5.9) this will fix the
Ak, so that we can find the correspondingΦ. In order to obtain uniqueness one has to impose the
constraints (see again [23]) ∫

Γk

Φ(ζ)dζ = 0. (5.10)

Now we can determineµ1 onΓ and hence∇µ1, which allows us to calculate [[u±
o ]]V ν

= ν ·∇µ1.
Note that knowledge of the normal velocity is sufficient to evolve the interface. For the numerical
implementation we use a parametrizationzk(α, τ ) for eachΓk, whereα ∈ [0,2π ]. These parameter
functions are evolved according to

dzk

dτ
= V ν

k νk + V t
k tk, (5.11)

whereνk andtk denote the normal and tangent vectors with respect to thek-th precipitate. The
tangential componentV t

k of dzk/dτ remains arbitrary and a special choice of the parametrization
for the boundariesΓk will be used to simplify the numerical implementation. Here we follow [16]
in the choice of the coordinate system, whereθk is the angle of the tangent vector at points onΓk
to thex-axis andLk denotes the length of the corresponding interface. The components ofzk(α, τ )
are then replaced by the coordinatesskα andθk through

skα = |zk| and (cosθk(α, τ ), sinθk(α, τ )) =
(Re(zk), Im(zk))

skα
(5.12)

so that the evolution equations

∂skα

∂τ
= V t

kα − θkαV
ν
k and

∂θk

∂τ
=
V ν
kα + V t

kθkα

skα
(5.13)

are obtained. Note that the indexk refers to thek-th precipitate, while the indexα denotes partial
derivative with respect to the parameterα. Then the special choice of

V t
k (α, τ ) =

∫ α

0
θkα′V ν

k dα′
−

α

2π

∫ 2π

0
θkα′V ν

k dα′ (5.14)

yields the equal arclength parametrization

skα =
Lk(τ )

2π
for all α, (5.15)

and hence the simpler ODE-PDE system

∂Lk

∂τ
= −

∫ 2π

0
θkα′V ν

k dα′ and
∂θk

∂τ
=

2π

Lk
(V ν
kα + θkαV

t
k ). (5.16)
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In summary, the complete boundary integral formulation for the evolution of the precipitates is:

−
1

2
Φk(α, τ )+

1

2π

N∑
l=1

∫ 2π

0
Φl(α

′, τ ) Im

(
zlα′(α′)

zl(α′)− zl(α)

)
dα′

+
1

Lk

N∑
l=1

∫ 2π

0
Φl(α

′, τ )dα′

+

N∑
l=1

Al ln(zl(α)−Ml) = µ1|Γ , (5.17)

∫ 2π

0
Φk(α

′, τ )dα′
= 0 k = 1, . . . , N − 1, (5.18)

V ν
k (α, τ ) = −

1

Lk

N∑
l=1

∫ 2π

0
Φlα′(α′, τ )Re

(
zlα(α)

zl(α′)− zl(α)

)
dα′, (5.19)

together with (5.9), (5.14) and (5.16).
Now, considerθkα in the second equation of (5.16). It gets another derivative in the first equation

of (5.16) and another one in (5.17), since inθ , sα coordinates the curvature inµ1|Γ is expressed as
κ = θα/sα. Hence, there are three derivatives. Such high derivatives in an evolution equation will
lead to numerically stiff problems (the stability constraint e.g.4t < O((4x)3) leads to prohibitive
time stepping). However, the advantage of the above formulation is that the evolution equation can
for eachk be written as

∂θ

∂τ
=

(
2π

L

)3

µ̄H [θααα] +N(α, τ), (5.20)

where

µ̄ =
1

[u±]

∫ 2π

0
σ dθ. (5.21)

The first term of (5.20) becomes in Fourier space

−

(
2π

L

)3

|j |3θ, (5.22)

which is the stiffest term and will be treated implicitly. However, in this form it is linear and diagonal
in Fourier space and hence one only has to solve a diagonal system. The remaining complicated
nonlinear expressionN(α, τ) can be treated explicitly. We use a pseudo-spectral method (using
FFT) in space, and Leap–Frog for the explicit and Crank–Nicholson for the implicit time integration.
The integration of theLτ ODE is done with an Adams–Bashforth integrator. Equations (5.17),
(5.18), (5.19) and (5.9) yield theΨ andAk. They represent a linear system which we solve iteratively
using GMRES.

5.1 Examples

We are interested here in some first characteristic features of the influence of anisotropic surface
tension on the dynamics of coarsening. This will be extended to include elastic effects in Part II.

For the numerical simulations we use forA(ũ) the linear interpolating expression

A(ũ) =

(
aα 0
0 aα

)
ũ+

(
a
β

1 0
0 a

β

2

)
(1 − ũ), (5.23)
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where theα-matrix corresponds to a cubic symmetry and theβ-matrix to a tetragonal symmetry,
frequently occurring in binary alloys (see e.g. [9]). For the configurational part of the free energy we
choose a fourth order polynomial, i.e.F ′(ũo) = ũo(ũo − 1/2)(ũo − 1) so thatb0 = 0, [[u±

o ]] = 1
andG(v) = 1/4v2(v − 1)2. With this choice we obtain the following explicit expression forσ :

σ =
√
aα

4

105p3
[(1 − p)3/2(4 − p − 3p2)− 4 + 7p], (5.24)

where

p = q + δ sin2 θ with q =
aα − a

β

1

aα
, δ =

a
β

2 − a
β

1

aα
. (5.25)

In all simulations for Figures 5–7 we letq = 0.4 andδ = 0.1. For the initial conditions we
always choose a pair of circles, where the left one has its center at the origin and is of radius
R = 0.13 and the right one has its center shifted to the right byd > 2.01R from the origin and has
1% larger radius. We are interested in the effect of anisotropic surface tension and distance of the
precipitates on the coarsening rate and their shape.

−0.2 −0.1 0 0.1 0.2
x

−0.2

−0.1

0

0.1

0.2

y

5 5.1 5.2 5.3 5.4
x

FIG. 5. Two evolving precipitates with centers initiallyd = 5.2 apart (solid line). Middle portion 0.2< x < 5.2 not shown.

In Figure 5 we see the change in area for two precipitates, initially of circular shape (solid line),
where the second one has center shifted byd = 5.2 to the right and having 1% larger radius (also
solid line). Note that we do not show the middle portion 0.2< x < 5 to better focus on the shape of
the precipitates. For both precipitates, the growing (right)and the shrinking (left) one, coarsening
proceeds by quickly assuming and retaining almost equilibrium shape (dotted lines), which can be
found analytically as the stationary solution of (5.17)–(5.19), (5.9), (5.14) and (5.16), for a single
precipitate

r1stat=

∫ s

0
cosθ ds =

∫ θ

0

cosθ

∂θ/∂s
dθ = −

1

C

(
σ sinθ +

∂σ

∂θ
cosθ

)
,

r2stat=

∫ s

0
sinθ ds =

∫ θ

0

sinθ

∂θ/∂s
dθ =

1

C

(
σ cosθ −

∂σ

∂θ
sinθ

) (5.26)

with scaling factorC.
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FIG. 6. Two evolving precipitates with centers initiallyd = 0.325 apart.

In Figure 6 the center of the left initial circle is the origin, while the center of the right initial
circle has been shifted only byd = 0.325 to the right. We see that while the right precipitate
is growing at the expense of the left one, the influence of diffusion dominates the shape of the
precipitates. Only for the smallest precipitate shown is the equilibrium shape attained, i.e. when
surface tension dominates.
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FIG. 7. Change in area for two precipitates, placed next to each other (solid line) and over each other (dotted line).

In Figure 7 we show the influence of distance of the precipitates on the coarsening rate, which
is smaller for larger distances. Additionally, we performed a second set of simulations, where the
center of the second precipitate was placed a distanced above the origin instead to the right. While
the influence of the distance on the shape is analogous to the previous examples, we also notice a
dependence of the coarsening rate on the orientation of the precipitates with respect to each other.
Figure 7 shows the area of the precipitates minus their initial area for three pairs initially with
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distanced = 0.325 (left),d = 0.65 (middle) andd = 5.2 (right). The solid lines represent pairs
of precipitates, where the center of the second one is placed to the right of the origin, as in the
previous figures, and the dotted lines represent those where the center of the second precipitate is
placed above the origin. We see that the effect of anisotropic surface tension on the coarsening is felt
largely for nearby particles. Furthermore, we see a tendency that coarsening proceeds faster when
the points of higher curvature are closer.

Conclusion

In this paper we derived a phase field model for a binary alloy such asSnPb from an atomistic
point of view. The resulting model has anisotropic surface energy with a nonlinear dependence on
concentration. For the study of phase separation we employ the method of matched asymptotic
expansion to obtain a corresponding sharp-interface model for the case when mechanical effects are
neglected. As a result we also obtain an analytic expression for the concentration dependent surface
tension. Interestingly, the expression allows at most a two-fold symmetry. It furthermore agrees with
the one obtained on the basis of classical thermodynamics for jump conditions at singular interfaces.

We finally investigate the dynamics of precipitates numerically, using a boundary integral
formulation of our sharp-interface model.
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Appendix A. Higher gradient coefficients

In this appendix we relate the coefficients which appear in (2.13) to the three pair potentialsϕAAγ ,

ϕBBγ , ϕABγ and to the combinations (2.17), respectively. Recall the definitions∆abi = Xbi − Xai ,

∆ab = |Xbi −Xai | and let us furthermore setNi = ∆abi /∆
ab.

The coefficients determining the local part of the free energy read

ψAAγ =
1

2

∑
b

ϕAAγ (∆ab), ψ ϕ̃γ =
1

2

∑
b

ϕ̃γ (∆
ab), ψϕγ =

1

2

∑
b

ϕγ (∆
ab). (A.1)

The higher gradient coefficients, which we also call extended Cahn–Hilliard coefficients, read

a
ϕ
γ |kl =

1

2

∑
b

(∆ab)2ϕγ (∆
ab)NkNl, a

ϕ̃
γ |kl =

1

2

∑
b

(∆ab)2ϕ̃γ (∆
ab)NkNl, (A.2)

and

A
ϕ
γ |klmnop =

1

2

∑
b

(∆ab)4
∂2ϕγ (∆

ab)

∂∆abm ∂∆
ab
o

NkNlNnNp,

A
ϕ̃
γ |klmnop =

1

2

∑
b

(∆ab)4
∂2ϕ̃γ (∆

ab)

∂∆abm ∂∆
ab
o

NkNlNnNp.

(A.3)
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Finally, there are the coefficients which determine the elastic stiffness matrix, and these are

AAAγ |mnop =

∑
b

(∆ab)2
∂2ϕAAγ (∆ab)

∂∆abm ∂∆
ab
o

NkNl, A
ϕ
γ |mnop =

∑
b

(∆ab)2
∂2ϕγ (∆

ab)

∂∆abm ∂∆
ab
o

NkNl,

A
ϕ̃
γ |mnop =

∑
b

(∆ab)2
∂2ϕ̃γ (∆

ab)

∂∆abm ∂∆
ab
o

NkNl .

(A.4)

We conclude that the constitutive law for the phase field model is completely determined by the
three pair potential functions. How these functions can be fitted to experimental data is described in
[10].
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