
Interfaces and Free Boundaries7 (2005), 415–434

Existence and uniqueness for dislocation dynamics with nonnegative velocity
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We study the problem of large time existence of solutions for a mathematical model describing
dislocation dynamics in crystals. The mathematical model is a geometric and nonlocal eikonal
equation which does not preserve the inclusion. Under the assumption that the dislocation line is
expanding, we prove existence and uniqueness of the solution in the framework of discontinuous
viscosity solutions. We also show that this solution satisfies some variational properties, which allows
us to prove that the energy associated to the dislocation dynamics is nonincreasing.
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1. Introduction

In this paper, we study a simple model for dislocation dynamics. Dislocations are line defects in
crystals that can be observed by electron microscopy. The typical length of these dislocation lines
in metallic alloys is of the order of 10−6 m.

The concept of dislocations in crystals has been introduced and developed in the XXth century,
as the main microscopic explanation of the macroscopic plastic behaviour of metallic crystals (see
for instance the physical monographs Nabarro [20], Hirth and Lothe [16], or Lardner [18] for a
mathematical presentation). Since the beginning of the 90’s, the research field of dislocations has
enjoyed a new boom based on the increasing power of computers, allowing simulations with a large
number of dislocations (see for instance Kubin et al. [17]). This simultaneously motivated new
theoretical developments for the modelling of dislocations. Recently Rodney, Le Bouar and Finel
introduced in [21] a new model, called thephase field model of dislocations, that we study in this
paper.
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In this model, the dislocation line in the crystal moves in its slip plane with a normal velocity
which is proportional to the Peach–Koehler force acting on this line. This force may have two
possible contributions: the first one is the self-force created by the elastic field generated by the
dislocation line itself; the second one is the force created by everything exterior to the dislocation
line, like the exterior stress applied on the material, or the force created by other defects.

Mathematically, a dislocation is formalized by a closed curveΓ (t) in R2 moving with a normal
velocityVt,x given at each timet and at each pointx ∈ Γ (t) by the following nonlocal law:

Vt,x = c̄0 ? 1K(t)(t, x) + c̄1(t, x). (1)

In the above equality,K(t) denotes the compact set enclosed by the curveΓ (t), the functionc̄0(t, x)

is a kernel associated to the equations of linearized elasticity and the functionc̄1(t, x) describes
some external field. The convolution is done in space forx ∈ R2. Here the term̄c0 ? 1K(t)(t, x)

corresponds to the part of the velocity created by the self-force, and the termc̄1(t, x) is associated
to the exterior forces acting on the dislocation line.

If we set

ρ(t, x) = 1K(t)(x) =

{
1 if x ∈ K(t),

0 otherwise,

then equation (1) is equivalent to saying thatρ is a discontinuous viscosity solution of the
following nonlocal Hamilon–Jacobi equation (for the definition of discontinuous viscosity solution,
see [6], [5]):

∂ρ

∂t
= (c̄0 ? ρ(t, ·) + c̄1)|Dρ|. (2)

Such a nonlocal equation has been poorly investigated until now: Ifc̄0 > 0, then the equation
satisfies the inclusion principle, and existence and (generic) uniqueness of generalized solutions
can be obtained as application of [11]. Unfortunately, for dislocation dynamics, the kernelc̄0 has
a zero mean, which implies in particular that it changes sign. In [2, 3] short time existence and
uniqueness of the solution is proved under the assumption that the initial position of the dislocation
is a Lipschitz graph.

In this paper we consider the existence and uniqueness of generalized solutions for an arbitrary
time interval, provided that the initial curve is sufficiently smooth and the external fieldc̄1 is large
with respect to the kernelc̄0, namely we assume that

c̄1(t, x) > ‖c̄0(t, ·)‖L1(R2) ∀(t, x) ∈ [0, +∞) × R2. (3)

This condition ensures that the dislocation is expanding because it implies that, for any Borel subset
K of R2, one has

c̄0 ? 1K(t, x) + c̄1(t, x) > c̄1(t, x) − ‖c̄0(t, ·)‖L1(R2) > 0 ∀(t, x) ∈ [0, +∞) × R2.

As for the regularity of the initial curve, we assume that the compact setK0 enclosed by this curve
satisfies theinterior ball condition. This means that there is somer > 0 such that, for any point
x ∈ K0, there is some unit vectorp ∈ R2 with B(x − rp, r) ⊂ K0, whereB(y, r) is the closed ball
centred aty and of radiusr:

∃r > 0, ∀x ∈ K0, ∃p ∈ RN , |p| = 1 andB(x − rp, r) ⊂ K0. (4)
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For instance, ifK0 is the closure of some open bounded set with aC2 boundary, then it satisfies the
interior ball condition for some radiusr.

Under these two assumptions, we prove (in any dimensionN ) that the problem of dislocation
dynamics has a unique solutionρ, and that this solution depends in a Lipschitz way on the initial
condition. We also show that this solutionρ is a variational solution, in the sense that∫

RN

ϕ(t, x)ρ(t, x) dx −

∫
RN

ϕ(0, x)ρ(0, x) dx

=

∫ t

0

[∫
RN

∂ϕ

∂t
(s, x)ρ(s, x) dx +

∫
∂{ρ(s,·)=1}

ϕ(s, y)c(s, y) dHN−1(y)

]
ds

for anyϕ ∈ C1([0, +∞) × RN ). As a consequence, we prove that when the data do not depend on
time, the energyE(t) naturally associated to the dislocation

E(t) =

∫
RN

(
−

1

2
(c̄0 ? ρ)ρ − c̄1ρ

)
is nonincreasing:

d

dt
E(t) = −

∫
∂{ρ(t,·)=1}

c2 dHN−1,

wherec = c̄0 ? ρ + c̄1.
In order to explain the role played by our two main assumptions (3) and (4), a description of the

method of proof is now in order. As in [3] and in Alibaud [1] we use a Banach fixed point argument.
We consider the mappingΦ which associates to anyρ0

∈ C0([0, T ], L1(RN )), with 0 6 ρ0 6 1,
the unique discontinuous viscosity solutionρ = Φ(ρ0) to

∂ρ

∂t
= cρ0(t, x)|Dρ|,

ρ(0, ·) = 1K0,

(5)

where we have set
cρ0(t, x) = c̄0 ? ρ0(t, x) + c̄1(t, x).

The solution of our problem is clearly a fixed point ofΦ. In order to prove thatΦ is a contraction
(for a suitable norm, which here turns out to be supt∈[0,T ] ‖ρ(t, ·)‖L1(RN )), we are led to combine
three types of arguments.

• A representation formula. Since 0 6 ρ0 6 1, cρ0(t, x) is nonnegative and the set
{Φ(ρ0)(t, ·) = 1} can be represented as the reachable set of an associated control problem:
namely{Φ(ρ0)(t, ·) = 1} is equal to the set of pointsz ∈ R2 for which there is some initial
positionx0 ∈ K0 and some measurable mapu : [0, t ] → R2 (the control), with|u| 6 1 a.e. in
[0, t ], and such that the solution to{

x′(s) = cρ0(t, x)u(s),

x(0) = x0,

satisfiesx(t) = z. Then, using the Grownall Lemma, one can easily show thatΦ has the following
contraction property: Letρ0,1 and ρ0,2 belong toC0([0, T ], L1(RN )) with 0 6 ρ0,i 6 1
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(i = 1, 2) and setK1(t) = {Φ(ρ0,1)(t, ·) = 1} andK2(t) = {Φ(ρ0,2)(t, ·) = 1}. We have

sup
t∈[0,T ]

dH(K1(t), K2(t)) 6 C T sup
t∈[0,T ]

‖ρ0,1(t, ·) − ρ0,2(t, ·)‖L1(R2)

wheredH(K1(t), K2(t)) denotes the Hausdorff distance between the setsK1(t) andK2(t), and
C is some given constant (independent ofρ0,1 andρ0,2 andT ).

In order to prove thatΦ is indeed a contraction, it remains to show an inequality of the form

sup
t∈[0,T ]

‖Φ(ρ0,1)(t, ·) − Φ(ρ0,2)(t, ·)‖L1(R2) 6 C sup
t∈[0,T ]

dH(K1(t), K2(t)). (6)

This amounts to estimating the volume of the symmetric difference of two sets by their Haudorff
distance. In general, such an estimate is hopeless, as simple examples show. It is here that the
interior ball condition plays a role.

• Propagation of the interior ball condition. A remarkable property of Hamilton–Jacobi
equations of the form (5) is that they preserve the interior ball condition: If the initial setK0
satisfies the interior ball condition with radiusr > 0 and if we denote byρ(t, x) = 1K(t)(x) the
solution to (5), thenK(t) still satisfies the interior ball condition with some other (but controlled)
radius. This result, which has also been noticed in [19], is strongly inspired from [12] and [9]. Let
us also point out that [9] contains the much stronger assertion that, when the velocity is positive,
the setK(t) develops immediately an interior ball for any compact initial conditionK0.

• Perimeter and volume estimate of enlarged sets. From the interior ball condition, we can get an
inequality of the form (6). Indeed, if a setK satisfies the interior ball condition with some radius
r > 0, then, for any setK1, the volume of the differenceK \ K1 can be controlled in terms of the
Hausdorff distance betweenK andK1.

This result is a consequence of the following monotonicity formula for the perimeter of a
enlarged set: IfK is a compact subset ofRN , and if we denote byK + tB the set of points which
are at a distance less thant of K, then the mapt 7→ HN−1(∂(K + tB))/tN−1 is nonincreasing.

Let us now explain how this paper is organized: Section 2 is devoted to the monotonicity formula
described above and to its applications, among which the fact that the Hausdorff distance controls
the volume of the symmetric difference of sets satisfying the interior ball condition. In Section 3 we
recall some results on the propagation of the interior ball condition and derive the main estimates
needed for proving that the mapΦ has a fixed point. Statement and proof of the existence and
uniqueness for (2) are given in Section 4. In Section 5 we give a variational formulation of the
problem and show that the energy of the dislocation decreases. We also consider the case of several
dynamics. In the appendix we prove the result on the propagation of the interior ball condition.

Let us finally underline that throughout the paper, we work inRN , for N > 2, although the
physical problem has a meaning only forN = 2.

Some notation. We complete this introduction by collecting some notation used throughout the
paper. We denote by| · | the euclidean norm ofRN , and byB(x, r) the closed ball of radiusr
centred at the pointx. If K is a subset ofRN , dK(x) denotes the distance of the pointx to the set
K: dK(x) = infy∈K |y − x|. For r > 0, we denote byK + rB the set of pointsx ∈ RN such that
dK(x) 6 r andB = B(0, 1). Finally, for any functionf , we denote the gradient off by Df .
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2. Sets with interior ball condition

We say that a closed setK ⊂ RN satisfies theinterior ball conditionwith radiusr > 0 if, for any
pointx ∈ K, there is some unit vectorp ∈ RN with B(x − rp, r) ⊂ K. Then we have the following
result (see also [8]):

LEMMA 2.1 If a closed setK ⊂ RN satisfies the interior ball condition with radiusr > 0, then
there is some closed subsetK0 of K such thatK = K0 + rB.

From this lemma, it can be easily seen that a closed setK ⊂ RN satisfies the interior ball
condition with radiusr > 0 if and only if there is a closed setK0 ⊂ K such thatK is the set of
pointsx ∈ RN with dK0(x) 6 r. Namely,K = K0 + rB.

Proof of Lemma 2.1. SetK0 = {x ∈ K | d∂K(x) > r}. ThenK0 + rB ⊂ K, from the definition
of K0.

Conversely, letx ∈ K. There is somep ∈ RN with |p| = 1 such thatB(x − rp, r) ⊂ K. Hence
x − rp ∈ K0 anddK0(x) 6 r. 2

In this section we give some estimates of the volume and perimeter of sets satisfying the interior
ball condition.

Let us start with an elementary result.

LEMMA 2.2 Let K be a closed subset ofRN , and lety1 and y2 be points of∂K at which K

satisfies the interior ball condition with radiusr > 0, that is, there exist unit vectorsp1, p2 such that
B(yi − rpi, r) ⊂ K for i = 1, 2. Then

〈p1 − p2, y1 − y2〉 6
1

r
|y1 − y2|

2.

Proof. Sincey2 does not belong to the interior of the ballB(y1 − rp1, r), we have

|y2 − (y1 − rp1)|
2 > r2, whence |y2 − y1|

2
+ 2r〈p1, y2 − y1〉 > 0.

In the same way, sincey1 does not belong to the interior ofB(y2 − rp2, r), we have|y2 − y1|
2

+

2r〈p2, y1 − y2〉 > 0. Putting the two inequalities together gives the desired result. 2

The next lemma plays a crucial role in our study.

LEMMA 2.3 (Monotonicity formula (I)) LetK be a compact subset ofRN . Then the functiont 7→

HN−1(∂(K + tB))/tN−1 is nonincreasing.

Proof. We start with a preliminary result. Let 0< t0 < t1, let y1, y2 belong to∂(K + t1B), and
y′

1, y
′

2 be projections ofy1, y2 ontoK + t0B. We claim that

|y1 − y2| 6
t1

t0
|y′

1 − y′

2|. (7)

Indeed, letz1 andz2 be projections ofy1 andy2 respectively ontoK, and set

p1 =
y1 − z1

t1
and p2 =

y2 − z2

t1
.



420 O. ALVAREZ ET AL .

For j = 1, 2 andt ∈ [0, t1], define the mapsyj (t) = zj + tpj . We note thatyj (t) ∈ ∂(K + tB) for
anyt ∈ [0, t1] andyj (t0) = y′

j .

Let ρ(t) =
1
2|y1(t) − y2(t)|

2. Then

ρ′(t) = 〈y1(t) − y2(t), p1 − p2〉.

Sinceyj (t) belongs to∂(K + tB) for t ∈ [0, t1] and since the setK + tB satisfies the interior ball
condition with radiust , from Lemma 2.2 we get

ρ′(t) 6
1

t
|y1(t) − y2(t)|

2
=

2

t
ρ(t).

Integrating this inequality betweent0 andt1 gives our claim (7).
Next we note that, sincedK is a Lipschitz continuous function with compact level sets, the

coarea formula states that almost all level sets ofdK have finiteHN−1 Hausdorff measure. Choose
a levelt0 ∈ (0, t1) for whichHN−1(∂(K + t0B)) < +∞.

Let ε > 0 andri ∈ (0, t0ε/2t1) be such that

∂(K + t0B) ⊂

∞⋃
i=0

Ai and HN−1(∂(K + t0B)) > HN−1(BN−1(0, 1))

∞∑
i=0

rN−1
i − ε

for some setsAi of diameter at most 2ri , and whereBN−1(0, 1) is the unit ball ofRN−1. We denote
by Ki the subset of points of∂(K + t1B) for which a projection ontoK + t0B belongs toAi . Then

∂(K + t1B) ⊂

∞⋃
i=0

Ki .

We now estimate diam(Ki). Lety1, y2 belong toKi , andy′

1, y′

2 be projections ofy1, y2 ontoK+t0B

which belong toAi . Then from (7), we have

|y1 − y2| 6
t1

t0
|y′

1 − y′

2| 6
t1

t0
2ri .

Hence diam(Ki) 6 t1
t0

2ri 6 ε. Therefore

HN−1
ε (∂(K + t1B)) 6 HN−1(BN−1(0, 1))

∞∑
i=0

(
diam(Ki)

2

)N−1

6 (t1/t0)
N−1HN−1(BN−1(0, 1))

∞∑
i=0

rN−1
i

6 (t1/t0)
N−1(HN−1(∂(K + t0B)) + ε).

Letting ε → 0+ gives

HN−1(∂(K + t1B)) 6

(
t1

t0

)N−1

HN−1(∂(K + t0B)).

Hence theHN−1 Hausdorff measure of∂(K + tB) is finite for any levelt > 0, and the map
HN−1(∂(K + tB))/tN−1 is nonincreasing. 2
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For t > 0, we always have∂(K + tB) ⊂ {dK(x) = t}, but the inclusion is not an equality in general.
This is why we introduce the following variant of the previous monotonicity formula:

LEMMA 2.4 (Monotonicity formula (II)) LetK be a compact subset ofRN , anddK the distance
function to the setK. Then for anyt1 > t0 > 0, we have

1

tN−1
1

HN−1({dK(x) = t1}) 6
1

tN−1
0

HN−1(∂(K + t0B)).

Proof. The proof is similar to the proof of Lemma 2.3. We only have to replace∂(K + t1B) by
{dK(x) = t1} everywhere in the proof. 2

As an application we have the following perimeter estimate for bounded sets which satisfy some
interior ball condition.

LEMMA 2.5 Let 0< r < R. Then, for any compact subsetK of RN such thatK ⊂ B(0, R) and
K satisfies the interior ball condition with radiusr, we have

HN−1(∂K) 6 N |B|
RN

r
,

where|B| denotes the volume of the unit ball ofRN .

Proof. SinceK satisfies the interior ball condition with radiusr, there is some compact setK0 such
thatK = K0 + rB. SetKt = K0 + tB. Note thatKr = K. From Lemma 2.3 we have

HN−1(∂K) 6

(
r

t

)N−1

HN−1(∂Kt ) ∀t ∈ (0, r].

Fix θ ∈ (0, r]. We now apply the coarea formula (see for instance [4]) to the Lipschitz functiondKθ

(the distance function fromKθ ): since|DdKθ | = 1 a.e., we have

|K \ Kθ | =

∫ r

θ

dt

∫
{dK0(x)=t}

dHN−1 >
∫ r

θ

HN−1(∂Kt ) dt

> HN−1(∂K)

∫ r

θ

(
t

r

)N−1

dt >
HN−1(∂K)

N

rN
− θN

rN−1
.

Next we note that|K \ Kθ | 6 |K| 6 RN
|B|. Hence

HN−1(∂K) 6
NRN

|B|

r − θN/rN−1
.

Letting θ → 0+ gives the result. 2

Finally, we show that, under the interior ball condition, it is possible to estimate the Hausdorff
distance between sets by the difference of their volumes:

LEMMA 2.6 LetK be a compact subset ofRN satisfying the interior ball condition with radius
σ > 0. Then for anyr > 0 we have

|(K + rB) \ K| 6
σHN−1(∂K)

N

((
1 +

r

σ

)N

− 1

)
.
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Proof. Let K0 be a compact subset ofRN such thatK0 + σB = K. Then, using Lemma 2.4, we
get

|(K + rB) \ K| =

∫ σ+r

σ

HN−1({dK0(x) = t}) dt

6 HN−1(∂K)

∫ σ+r

σ

(
t

σ

)N−1

dt 6 σ
HN−1(∂K)

N

((
1 +

r

σ

)N

− 1

)
. 2

3. Estimates of the reachable set of a controlled system

In this section we provide our main estimates in order to prove that the mapΦ defined in the
introduction is a contraction.

For this, we investigate the propagation of the interior ball for the reachable set of the control
system

y′(t) = c(t, y(t))u(t), u(t) ∈ B(0, 1). (8)

For any initial positionx0 ∈ RN and any measurable controlu : [0, +∞) → B(0, 1), we denote
by y[y0, u] the solution to (8) with initial positiony[y0, u](0) = y0. We denote byR(K, t) the
reachable set at timet when starting from some closed setK:

R(K, t) = {z ∈ RN
| ∃y0 ∈ K, ∃u : [0, +∞) → B(0, 1) measurable, y[y0, u](t) = z}.

From now on, we assume that the velocityc has the following regularity properties:
(i) c is nonnegative, continuous,

differentiable with respect to the second variable,
(ii) |c(t, y)| 6 M ∀(t, y) ∈ R × RN ,

(iii ) |c(t, y1) − c(t, y2)| 6 L0|y1 − y2| ∀(t, y1, y2) ∈ R × RN
× RN ,

(iv) |Dxc(t, y1) − Dxc(t, y2)| 6 L1|y1 − y2| ∀(t, y1, y2) ∈ R × RN
× RN ,

(9)

whereM, L0, L1 > 0 are fixed constants.
Fix also some closed setK. When there is no ambiguity, we simply dropK in the notation

of the reachable set:R(t) := R(K, t). If a point z belongs to the boundary of the setR(T ) for
someT > 0, then there exists a measurable controlb : [0, +∞) → B(0, 1) and an initial position
y0 ∈ K such thaty[y0, b](T ) = z. It follows from this property thatR(T ) is closed. We call
such a trajectoryy[y0, b] an extremal trajectoryon the time interval [0, T ]. It is well known that
y[y0, b](t) ∈ ∂R(t) for all t ∈ [0, T ].

LEMMA 3.1 Assume that the setK ⊂ RN is compact and satisfies the interior ball condition with
radiusr ∈ (0, 1]. Then the setR(t) satisfies the interior ball condition with radiusre−κt for any
t > 0, whereκ = 3L0 + L1.

Proof. If z0 ∈ R(t), then there is a time measurable controlb0 : [0, t ] → B(0, 1) and some
y0 ∈ K such thaty[y0, b0](t) = z0. We now apply Lemma 6.1 of the appendix to the differential
equation with dynamicsf (t, y) = c(t, y)b0(t): the reachable set for this dynamicsf starting from
K satisfies the interior ball condition with radiusre−κt . But this reachable set is contained inR(t).
HenceR(t) itself satisfies the interior ball condition with radiusre−κt . 2
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In particular, we have:

COROLLARY 3.2 Under the assumption of Lemma 3.1, the map

t 7→ ρ(t) = 1R(t) ∀t > 0

is continuous intoL1(RN ).

Proof. From Lemma 3.1,R(t) satisfies the interior ball condition for anyt > 0. So the boundary
∂R(t) has a zero Lebesgue measure. Since moreovert 7→ R(t) is increasing and Hausdorff
continuous, the desired result follows. 2

LetRi(t) (for i = 1, 2) be the reachable set at timet for the controlled system with dynamics{
y′(t) = ci(t, y(t))b(t), |b(t)| 6 1 a.e. t > 0,

y(0) ∈ Ki .

We assume that theKi are closed subsets ofRN , with K1, K2 ⊂ B(0, R), and satisfy the interior
ball condition with radiusr > 0. We also assume that theci satisfy assumption (9) fori = 1, 2. We
fix someT > 0 and we suppose that

‖c2 − c1‖∞ := ‖c2 − c1‖L∞([0,T ]×RN ) < +∞.

Let γ0 > 0 be the Hausdorff distance betweenK1 andK2. Recall thatγ0 > 0 is the smallest real
number such that

K2 ⊂ K1 + γ0B and K1 ⊂ K2 + γ0B.

Our aim is estimate the volume of the symmetric differenceR1(t) 4R2(t).

PROPOSITION3.3 Under the previous assumptions, for anyt ∈ [0, T ] we have

|R1(t) 4R2(t)| 6 C [γ0 + ‖c1 − c2‖∞t ]

wheneverγ0 and‖c1 − c2‖∞ are so small that

[γ0 + ‖c1 − c2‖∞T ] 6 re−(L0+κ)T , (10)

whereC = C(N, T ,M, L0, L1, r, R) andκ = 3L0 + L1.

To prove the proposition we need a preliminary lemma:

LEMMA 3.4 Under the previous assumptions,

R2(t) ⊂ R1(t) + γ (t)B,

where

γ (t) = γ0e
L0t + ‖c1 − c2‖∞

eL0t − 1

L0
.
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Proof. Let z ∈ R2(t). There is a time-measurable controlb : [0, t ] → B(0, 1) and a solutionz to{
z′(s) = c2(s, z(s))b(s), a.e. s > 0,

z(0) ∈ K2,

such thatz(t) = z. Let y0 ∈ K1 be such that|y0 − z(0)| 6 γ0 and lety be the solution to{
y′(s) = c1(s, y(s))b(s),

y(0) = y0.

Then

|y(s) − z(s)| 6 |y0 − z(0)| +

∫ s

0
|c1(τ, y(τ )) − c2(τ, z(τ ))| dτ

6 γ0 + ‖c1 − c2‖∞s + L0

∫ s

0
|y(τ) − z(τ )| dτ

sincec1 is L0-Lipschitz continuous. From the Gronwall Lemma we get

|y(t) − z(t)| 6 γ (t),

which implies the desired inclusion. 2

Proof of Proposition 3.3. It is enough to estimate the difference|R2(t)\R1(t)|. From Lemma 3.4
we have

|R2(t) \R1(t)| 6 |(R1(t) + γ (t)B) \R1(t)|.

By Lemma 3.1 we know that the reachable setR1(t) satisfies the interior ball condition with radius
σ(t) > 0 for anyt > 0, whereσ(t) = re−κt andκ = 3L0 + L1. Then Lemma 2.6 states that

|(R1(t) + γ (t)B) \R1(t)| 6
σ(t)HN−1(∂R1(t))

N

((
1 +

γ (t)

σ (t)

)N

− 1

)
.

From assumption (10) we know that

γ (t)

σ (t)
=

[
γ0e

L0t + ‖c1 − c2‖∞

eL0t − 1

L0

]
eκt

r
6 [γ0 + ‖c1 − c2‖∞T ]

e(L0+κ)T

r
6 1.

Hence((1 + γ (t)/σ (t))N − 1) 6 N2N−1γ (t)/σ (t) and we get

|R2(t) \R1(t)| 6 CNHN−1(∂R1(t))γ (t)

for some constantCN which only depends onN .
We now note thatR1(t) ⊂ B(0, R+Mt) becauseK ⊂ B(0, R) and‖c1‖∞ 6 M. Then Lemma

2.5 together with the interior ball estimate gives

HN−1(∂R1(t)) 6 N |B|
(R + Mt)Neκt

r
,

from which one gets

|R2(t) \R1(t)| 6 CNN |B|
(R + Mt)Neκt

r

[
γ0e

L0t + ‖c1 − c2‖∞

eL0t − 1

L0

]
,

yielding the result for a suitable constantC = C(N, T ,M, L0, L1, r, R). 2
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4. Application to dislocation dynamics

We are now ready to investigate the nonlocal equation arising in dislocation dynamics:
∂ρ

∂t
= (c̄1 + c̄0 ? ρ)|Dρ|,

ρ(0, x) = ρ0(x),

(11)

whereρ0(x) = 1K0(x).
We assume that̄c0 andc̄1 are such that

c̄1(t, x) > ‖c̄0(t, ·)‖L1(RN ) ∀(t, x) ∈ [0, +∞) × RN (12)

and satisfy fori = 0, 1,
(i) c̄i is uniformly continuous with respect to all the variables

and differentiable with respect to the second variable,
(ii) |c̄i(t, y)| 6 M ∀(t, y) ∈ R × RN ,

(iii ) |c̄i(t, y1) − c̄i(t, y2)| 6 L0|y1 − y2| ∀(t, y1, y2) ∈ R × RN
× RN ,

(iv) |Dx c̄i(t, y1) − Dx c̄i(t, y2)| 6 L1|y1 − y2| ∀(t, y1, y2) ∈ R × RN
× RN ,

(13)

whereM, L0, L1 > 0 are fixed constants. Recall that assumption (12) implies that

c̄1(t, x) + c̄0 ? 1K(t, x) > 0

for any(t, x) ∈ R × RN and any Borel measurable setK.
In order to explain what we mean by a solution to (11), we have to recall some existence and

uniqueness results for the (discontinuous) solutions to Hamilton–Jacobi equations of the form
∂ρ

∂t
= c(t, x)|Dρ|,

ρ(0, x) = 1K0(x),

(14)

and the link with the reachable set of the control system (8). In the following, we denote byρ∗ the
lower semicontinuous envelope of some functionρ and byρ∗ its upper semicontinuous envelope.
We recall that uniqueness for (14) means that all discontinuous solutions have the same lower
semicontinuous envelope and the same upper semicontinuous envelope.

LEMMA 4.1 Asume thatc is continuous with respect to all variables and satisfies (9), and thatK0
is equal to the closure of its interior. Then (14) has a unique discontinuous viscosity solutionρ.
Moreover, for any timet > 0,

{ρ∗(t, ·) = 1} = R(K0, t) ∀t > 0 ,

where, as in Section 3,R(K0, t) is the reachable set at timet from K0 for the controlled system (8).

Proof. The uniqueness result for the geometric evolution equation (14) comes from ([7, Theorem
4.1]). In order to show the link between the level set{ρ∗(t, ·) = 1} and the reachable setR(K0, t),
let us introduce a new control problem: The value functionu = u(t, x) is defined by

u(t, x) = max
b

1K0(y(0))

wherey is the solution to the backward differential equation{
y′(s) = c(s, y(s))b(s) a.e. in [0, t ],
y(t) = x,
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and where the maximum is taken over the measurable mapsb : [0, t ] → B(0, 1). By [5] or [6], a
routine verification shows thatu is a discontinuous viscosity solution to (14), hence it is the unique
discontinuous viscosity solution. To complete the proof of the assertion, it suffices to notice thatu

is upper semicontinuous and that, by definition,R(K0, t) = {x ∈ RN
| u(t, x) = 1}. 2

Let us now explain what we mean by a viscosity solution to (11) (see also the discussion in [3]).

DEFINITION 4.2 We say thatρ : [0, +∞) × RN
→ R is a viscosity solutionto (11) if ρ ∈

C0([0, +∞), L1(RN )) andρ is the unique discontinuous viscosity solution to
∂ρ

∂t
= cρ(t, x)|Dρ|,

ρ(0, x) = ρ0(x),

(15)

wherecρ(t, x) := (c̄1(t, x) + (c̄0 ? ρ)(t, x)).

REMARK . Since ρ ∈ C0([0, +∞), L1(RN )) and from assumption (13), the functioncρ is
continuous with respect to all variables and satisfies (9), with new constants

M ′
= M min(1 + ‖ρ‖L∞((0,T );L1(RN )), 1 + ‖ρ‖L∞((0,T )×RN)),

L′

0 = L0(1 + ‖ρ‖L∞((0,T );L1(RN ))), L′

1 = L1(1 + ‖ρ‖L∞((0,T );L1(RN ))).

In the proof of Theorem 4.3, we will have

‖ρ‖L∞((0,T );L1(RN )) 6 1, ‖ρ‖L∞((0,T )×RN ) 6 |K0| + 1,

which gives the following choice:M ′
= 2M, L′

0 = L0(2 + |K0|), L′

1 = L1(2 + |K0|). From the
uniform boundM ′

= 2M on the velocity, we see in particular that if supp(ρ0) ⊂ B(0, R − δ), the
minimal time for the solution to exit the ballB(0, R) is bounded from below byδ/(2M), which
explains why there will be no blow-up of‖ρ(t, ·)‖L1(RN ) in finite time for this equation.

In the proof of Theorem 4.3, up to redefiningM, L0, L1 byM ′, L′

0, L
′

1, we will keep the notation
M, L0, L1.

THEOREM 4.3 Assume that the compact setK0 satisfies the interior ball condition with radius
r > 0. Then, under assumption (12), the Cauchy problem (11) has a unique discontinuous viscosity
solutionρ defined on [0, +∞).

Moreover, the solutionρ depends in a Lipschitz way on the initial setK0 in the following sense:
For anyT > 0 andR > 0, there are constantsε > 0 andC > 0 such that, for any compact setsK i

0
which satisfy the interior ball condition with radiusr, and such thatK i

0 ⊂ B(0, R) (for i = 1, 2), if
we denote byρi the unique solution to (11) with initial condition1K i

0
, then

dH(K1
0, K2

0) 6 ε ⇒ sup
t∈[0,T ]

‖ρ1(t, ·) − ρ2(t, ·)‖L1(RN ) 6 CdH(K1
0, K2

0),

wheredH(K1
0, K2

0) denotes the Hausdorff distance between the setsK1
0 andK2

0 .

REMARK . With slight modifications of the proofs, it is possible to prove a similar result whenK0
is the closure of the exterior of a compact set, withK0 still satisfying the interior sphere condition.

Proof of Theorem 4.3. We first prove the local existence and uniqueness of the solution. Up to
reducingr, we can assume thatr ∈ (0, 1]. Let R > 0 be such thatK0 ⊂ B(0, R), let T > 0 and set

ET = {ρ ∈ C0([0, T ], L1(RN )) | ρ(0) = ρ0, 0 6 ρ 6 1, sup
t∈[0,T ]

‖ρ(t)‖1 6 |K0| + 1}.
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We fix T ∈ (0, 1) such that

[‖c̄1‖∞ + 2‖c̄0‖∞(|K0| + 1) ] T
e(L0+κ)T

r
6 1 (16)

whereκ = 3L0 + L1, and

C [‖c̄1‖∞ + ‖c̄0‖∞(|K0| + 1)] T 6 1 (17)

whereC = C(N, 1, M,L0, L1, r, R) is the constant given in Proposition 3.3 forT = 1, and

θ := C‖c̄0‖∞T < 1. (18)

Note thatT only depends—besides the data—on the radiusr > 0 and on the volume|K0| of K0,
and is bounded from below by some positive constant as long asr is bounded from below by a
positive constant and|K0| remains bounded.

Let Φ be the map which associates to anyρ0
∈ ET the unique viscosity solutionρ to

∂ρ

∂t
= (c̄1 + c̄0 ? ρ0)|Dρ|,

ρ(0, x) = ρ0(x).

(19)

We first claim thatΦ(ET ) ⊂ ET . Indeed, from assumptions (12) and (13), the velocity
c1(t, x) = c̄1(t, x) + (c̄0 ? ρ0)(t, x) satisfies assumptions (9). Corollary 3.2 then states that
ρ ∈ C0([0, T ], L1(RN )).

We want to apply Proposition 3.3 to the velocitiesc1 andc2 = 0 (for whichρ2(t) = 1K0 for all
t > 0). For this we first check that (10) holds: Indeed

‖c1 − c2‖∞T 6 (‖c̄1‖∞ + ‖c̄0‖∞ sup
t∈[0,T ]

‖ρ0(t)‖1)T

6 (‖c̄1‖∞ + ‖c̄0‖∞(|K0| + 1))T 6 re−(L0+κ)T

from the choice ofT in (16). Proposition 3.3 then states that (recall thatρ2(t) = 1K0)

‖ρ(t)‖1 = ‖ρ(t) − ρ2(t)‖1 + |K0|

6 C[‖c̄1‖∞ + ‖c̄0‖∞ sup
t∈[0,T ]

‖ρ0(t, ·)‖1]T + |K0| 6 |K0| + 1

from (17). Henceρ ∈ ET .
Finally, we prove thatΦ is a contraction. Letρ0

1 andρ0
2 belong toET , c1 = c̄1 + c̄0 ? ρ0

1 and
c2 = c̄1 + c̄0 ? ρ0

2, ρ1 = Φ(ρ0
1) andρ2 = Φ(ρ0

2). We first check thatc1 andc2 satisfy condition
(10). Indeed,

‖c1 − c2‖∞T 6 ‖c̄0‖∞ sup
t∈[0,T ]

‖ρ0
1(t, ·) − ρ0

2(t, ·)‖1T

6 2‖c̄0‖∞(|K0| + 1)T 6 re−(L0+κ)T

from the definition ofET and the choice ofT in (16). Then using Proposition 3.3 again, we get

‖ρ1(t) − ρ2(t)‖1 6 C‖c1 − c2‖∞ t,
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which finally gives, from the choice ofT in (18),

‖ρ1(t) − ρ2(t)‖1 6 (C‖c̄0‖∞T ) sup
t∈[0,T ]

‖ρ0
1(t, ·) − ρ0

2(t, ·)‖1 6 θ sup
t∈[0,T ]

‖ρ0
1(t, ·) − ρ0

2(t, ·)‖1

with θ < 1.
SinceΦ is a contraction onET , it has a unique fixed point. So we have proved that the problem

has a unique solutionρ(t, ·) = 1K(t) at least on the time interval [0, T ], whereT depends on the
volume ofK0, on R (whereK0 ⊂ B(0, R)) and on the radius of the interior ballr for K0. Using
Lemma 3.1, we know that the setK(t) satisfies the interior ball condition with radiusre−κt , where
κ depends only onL0 andL1. Moreover, the volume ofK(t) and the radiusR′ such thatK(t) ⊂

B(0, R′) are bounded for bounded times because of the finite speed of propagation. Therefore we
can extend the solution in a unique way onto [0, +∞).

The proof of the Lipschitz continuity of the solution with respect to the initial set is based on
arguments similar to those for the local existence and uniqueness, and the use of Proposition 3.3
with γ0 = dH(K1

0, K2
0). 2

5. More on dislocation dynamics

5.1 The notion of variational solution

Our aim is to investigate a notion of weak solution which implies that the natural energy associated
to dislocation dynamics is nonincreasing in time. For this reason, these weak solutions will be called
variational solutions. In particular, this allows one to prove energy estimates for the generalized
evolution. Towards this aim, we first need the following:

LEMMA 5.1 Assume thatc = c(t, x) satisfies (9) and moreover that

c(t, x) > 0 ∀(t, x) ∈ [0, +∞) × RN . (20)

LetR(t) be the reachable set (defined in Section 3) at timet starting from some fixed compact set
K ⊂ RN which satisfies the interior ball condition. Then, for any mapϕ ∈ C1([0, +∞) × RN ), the
mapt 7→

∫
R(t)

ϕ(t, x) dx is absolutely continuous and

d

dt

∫
R(t)

ϕ(t, x) dx =

∫
R(t)

∂ϕ

∂t
(t, x) dx +

∫
∂R(t)

ϕ(t, y)c(t, y) dHN−1(y). (21)

Proof. Let us introduce the minimal timeτ : RN
→ R,

τ(x) = min{t > 0 | x ∈ R(t)} ∀x ∈ RN .

Under assumptions (9) and (20), the mapτ is locally Lipschitz continuous and satisfies

c(τ (x), x)|Dτ(x)| = 1 for almost allx ∈ RN
\ K. (22)

In particular assumption (20) implies that, for anyR > 0, there is a constantα = α(R) > 0 such
that

|Dτ(x)| > α for almost allx ∈ B(0, R) \ K. (23)

Moreover,{τ 6 t} = R(t) for anyt > 0.
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Step 1. Let us first prove that (21) holds forϕ = ϕ(x) ∈ C∞
c (RN ). From the coarea formula,

which we can apply under this form thanks to (23) and the fact thatϕ has a compact support, we
have ∫

{τ>t}

ϕ(x) dx =

∫
+∞

t

∫
{τ=s}

ϕ(y)

|Dτ(y)|
dHN−1(y) ds. (24)

In order to proceed we need to show that

HN−1({τ = s} \ ∂R(s)) = 0 for almost alls > 0. (25)

To get this we first note that
∂∗

{τ > s} ⊂ ∂R(s) ⊂ {τ = s},

where∂∗
{τ > s} denotes the reduced boundary of the set{τ > s}. SetU = {τ < t}. Using the

coarea formula for Lipschitz continuous functions on the one hand and for BV functions (see [14])
on the other hand gives∫

U

|Dτ(x)| dx =

∫ t

0
HN−1({τ = s}) =

∫ t

0
HN−1(∂∗

{τ > s}).

Hence
HN−1({τ = s} \ ∂∗

{τ > s}) = 0 for almost alls > 0,

and therefore (25) holds. Coming back to (24), using first (22) and then (25) now gives∫
{τ>t}

ϕ(x) dx =

∫
+∞

t

∫
∂R(s)

ϕ(y)c(s, y) dHN−1(y) ds.

In particular, the map

t 7→

∫
R(t)

ϕ(x) dx =

∫
RN

ϕ(x) dx −

∫
{τ>t}

ϕ(x) dx

is absolutely continuous and

d

dt

∫
R(t)

ϕ(x) dx =

∫
∂R(t)

ϕ(y)c(t, y) dHN−1(y).

Step 2. We now prove that (21) holds for any mapϕ ∈ C2
c ([0, +∞) × RN ). For this fixn > 1 and

define the partition(tk) of [0, t ] by tk = kt/n for k = 0, . . . , n. Then∫
R(t)

ϕ(t, x) dx −

∫
R(0)

ϕ(0, x) dx =

n−1∑
k=0

(∫
R(tk+1)

ϕ(tk+1, x) dx −

∫
R(tk)

ϕ(tk, x) dx

)
.

We have∫
R(tk+1)

ϕ(tk+1, x) dx −

∫
R(tk)

ϕ(tk, x) dx

=

∫
R(tk+1)\R(tk)

ϕ(tk+1, x) dx +
t

n

∫
R(tk)

∂ϕ

∂t
(tk, x) dx + ε(tk)
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where

|ε(tk)| 6
∫
R(tk)

∣∣∣∣ϕ(tk+1, x) − ϕ(tk, x) −
t

n

∂ϕ

∂t
(tk, x)

∣∣∣∣ dx 6
1

2

(
t

n

)2∥∥∥∥∂2ϕ

∂t2

∥∥∥∥
∞

|R(t)|

and where, from the first step of the proof,∫
R(tk+1)\R(tk)

ϕ(tk+1, x) dx =

∫ tk+1

tk

∫
∂R(s)

ϕ(tk+1, y)c(s, y) dHN−1(y) ds.

Therefore∫
R(t)

ϕ(t, x) dx −

∫
R(0)

ϕ(0, x) dx

=

n−1∑
k=0

(∫ tk+1

tk

∫
∂R(s)

ϕ(tk+1, y)c(s, y) dHN−1(y) ds +
t

n

∫
R(tk)

∂ϕ

∂t
(tk, x) dx + ε(tk)

)
.

Our aim is to letn → +∞ in the above formula. For this, we note thatR(s) is bounded for bounded
times and satisfies the interior ball condition with a locally uniform radius (Lemma 3.1). Therefore
Lemma 2.5 states thatHN−1(∂R(s)) is locally uniformly bounded. Thus

lim
n

n−1∑
k=0

∫ tk+1

tk

∫
∂R(s)

ϕ(tk+1, y)c(s, y) dHN−1(y) ds =

∫ t

0

∫
∂R(s)

ϕ(s, y)c(s, y) dHN−1(y) ds

by the Lebesgue Theorem. We also have

lim
n→+∞

t

n

n−1∑
k=0

∫
R(tk)

∂ϕ

∂t
(tk, x) dx =

∫ t

0

∫
R(s)

∂ϕ

∂t
(s, x) dx

because it is a Riemann sum and the maps 7→
∫
R(s)

∂ϕ
∂t

(s, x) dx is continuous sinces 7→ 1R(s) is

continuous intoL1(RN ) from Lemma 3.2. So we have proved that∫
R(t)

ϕ(t, x) dx −

∫
R(0)

ϕ(0, x) dx

=

∫ t

0

(∫
∂R(s)

ϕ(s, y)c(s, y) dHN−1(y) ds +

∫
R(s)

∂ϕ

∂t
(s, x) dx

)
ds,

which is the desired result forϕ ∈ C2
c ([0, +∞) × RN ). We complete the proof of the lemma by

density arguments. 2

A straightforward application of Lemma 5.1 gives:

COROLLARY 5.2 Assume thatK0 ⊂ RN is compact and satisfies the interior ball condition.
Assume that̄c0 andc̄1 satisfy (13) and that

c̄1(t, x) > ‖c̄0‖L1(RN ) ∀x ∈ RN , ∀t > 0.
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Let ρ be the unique solution to the dislocation dynamic problem (11). Thenρ also satisfies the
following: for anyϕ ∈ C1([0, +∞) × RN ),∫

RN

ϕ(t, x)ρ(t, x) dx −

∫
RN

ϕ(0, x)ρ(0, x) dx

=

∫ t

0

[∫
RN

∂ϕ

∂t
(s, x)ρ(s, x) dx +

∫
∂{ρ(s,·)=1}

ϕ(s, y)c(s, y) dHN−1(y)

]
ds, (26)

wherec = c̄0 ? ρ + c̄1.

REMARKS. 1. This equation allows one to define a notion of variational solution for the problem
of dislocation dynamics.

2. Equation (26) also holds ifϕ is continuous and such that its time derivative∂ϕ/∂t in the sense of
distributions is inL1

loc([0, +∞) × RN ).

When the data do not depend on time, namelyc̄0 = c̄0(x) andc̄1 = c̄1(x), and when the kernel
c̄0 is symmetric, the energy naturally associated to the dislocation is

E(t) =

∫
RN

(
−

1

2
(c̄0 ? ρ)ρ − c̄1ρ

)
.

This energy is nonincreasing:

PROPOSITION5.3 Under the assumptions and notations of Corollary 5.2, suppose thatc̄0 = c̄0(x)

and c̄1 = c̄1(x), and thatc̄0(−x) = c̄0(x) for anyx ∈ RN . Then the energyt 7→ E(t) is locally
Lipschitz continuous and

d

dt
E(t) = −

∫
∂{ρ(t,·)=1}

c2 dHN−1,

wherec = c̄0 ? ρ + c̄1.

Proof. Let ϕ(t, x) =
1
2 c̄0 ? ρ + c̄1. We note thatϕ is continuous and thatt 7→ ϕ(t, x) is absolutely

continuous thanks to Corollary 5.2, with

d

dt
ϕ(t, x) =

1

2

d

dt

∫
RN

c̄0(y − x)ρ(t, y) dy =
1

2

∫
∂{ρ(t,·)=1}

c̄0(x − y)c(t, y) dHN−1(y).

Recall (see the proof of Lemma 5.1) thatHN−1(∂{ρ(t, ·) = 1}) is locally bounded. Therefore
t 7→ ϕ(t, x) is locally Lipschitz continuous as also ist 7→ E(t). So, using Corollary 5.2 again, we
have

d

dt
E(t) = −

∫
RN

∂ϕ

∂t
ρ dx −

∫
∂{ρ(t,·)=1}

ϕc dHN−1,

where ∫
RN

∂ϕ

∂t
ρ dx =

1

2

∫
∂{ρ(t,·)=1}

∫
RN

c̄0(x − y)ρ(t, x)c(t, y) dx dHN−1(y)

=
1

2

∫
∂{ρ(t,·)=1}

(c̄0 ? ρ)c dHN−1.

Therefore

d

dt
E(t) = −

∫
∂{ρ(t,·)=1}

(
ϕ +

1

2
(c̄0 ? ρ)

)
c dHN−1

= −

∫
∂{ρ(t,·)=1}

c2 dHN−1. 2
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5.2 Dynamics with several dislocations

Let M > 0 be an integer. We will assume

c̄1(t, x) > M‖c̄0(t, ·)‖L1(RN ) ∀(t, x) ∈ [0, +∞) × RN . (27)

When we consider the dynamics ofM dislocations of the same type (same Burgers vector, and in
the same slip plane), it is possible to state a result similar to Theorem 4.3.

THEOREM 5.4 ConsiderM compact setsKm
0 , m = 1, . . . ,M, such thatK1

0 ⊃ K2
0 ⊃ · · · ⊃ Km

0 .
Assume that each compactKm

0 satisfies the interior ball condition with radiusr > 0. Then, under
assumption (27), the Cauchy problem (11) with initial condition

ρ0(x) =

M∑
m=1

1Km
0

has a unique discontinuous viscosity solutionρ defined on [0, +∞).

The proof is an adaptation of the proof of Theorem 4.3 and is left to the reader.

REMARK . If Km
0 ⊃⊃ Km+1

0 , then for every timet > 0, we have{ρ > m} ⊃⊃ {ρ > m + 1}.
(This is an easy consequence of the representation of each set{ρ > m} as the reachable set for the
controlled system (8) withc(t, x) = c̄0 ? ρ + c̄1.)

6. Appendix: Propagation of the interior ball condition

In this section, we consider a differential equation

y′(t) = f (t, y(t)). (28)

The reachable set forf when starting from an initial closed setK is defined in the usual way and
denotedR(t) as before. Our aim is to show that this reachable set satisfies the interior ball condition
provided the initial set does. The computations below are strongly inspired by those of [9].

For this we assume thatf enjoys the following regularity:
(i) f is Borel measurable, differentiable with respect to the second variable

for almost everyt ,
(ii) |f (t, y1) − f (t, y2)| 6 L0|y1 − y2| ∀(t, y1, y2) ∈ R × RN

× RN ,

(iii ) |Dxf (t, y1) − Dxf (t, y2)| 6 L1|y1 − y2| ∀(t, y1, y2) ∈ R × RN
× RN ,

(29)

whereL0, L1 > 0 are fixed constants.

LEMMA 6.1 (Propagation of the interior ball condition) Assume that the closed setK satisfies the
interior ball condition with radiusr ∈ (0, 1]. Then the setR(t) satisfies the interior ball condition
with radiusre−κt for any t > 0, whereκ = 3L0 + L1. More precisely, ify is a solution of (28)
with y(0) ∈ K, if p0 is a unit vector such thatB(y(0) − rp0, r) ⊂ K, and ifp : [0, T ] → RN is an
absolutely continuous map satisfying{

−p′(t) = Dxf (t, y(t))∗p(t),

p(0) = p0
(30)

(where Dxf (t, y(t))∗ denotes the transpose of the matrixDxf (t, y(t))), then the ball
B(y(t) − re−κtp(t)/|p(t)|, re−κt ) is contained inR(t) for anyt ∈ [0, T ].

Proof. Let y andp as in the lemma. Note thatp(t) 6= 0 for anyt ∈ [0, T ].
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For anyθ ∈ B(0, |p(T )|) we consider the solutionyθ of the (backward) differential equation{
y′
θ (t) = f (t, yθ (t)),

yθ (T ) = y(T ) − re−kT (p(T ) − θ),

where
k = 2L0 + L1.

We first prove thatyθ (0) ∈ K. For this, consider the function

φ(t) =
1

2
|yθ (t) − y(t)|2 + re−kt

〈yθ (t) − y(t), p(t)〉.

Note for later use that

φ(T ) =
1

2
r2e−2kT

|p(T ) − θ |
2
− r2e−2kT

〈p(T ) − θ, p(T )〉 6 0, (31)

sinceθ ∈ B(0, |p(T )|). Then

φ′(t) = 〈yθ (t) − y(t), f (t, yθ (t)) − f (t, y(t))〉

+ re−kt
〈f (t, yθ (t)) − f (t, y(t)), p(t)〉

− re−kt
〈yθ (t) − y(t), Dxf (t, y(t))∗p(t)〉

− rke−kt
〈yθ (t) − y(t), p(t)〉.

From (29(ii)),

〈yθ (t) − y(t), f (t, yθ (t)) − f (t, y(t))〉 > −L0|yθ (t) − y(t)|2.

Since

f (t, yθ (t)) − f (t, y(t)) =

∫ 1

0
Dxf (t, syθ (t) + (1 − s)y(t))(yθ (t) − y(t)) ds

we have

〈f (t, yθ (t)) − f (t, y(t)), p(t)〉 − 〈yθ (t) − y(t), Dxf (t, y(t))∗p(t)〉

=

∫ 1

0
〈(Dxf (t, syθ (t) + (1 − s)y(t)) − Dxf (t, y(t)))(yθ (t) − y(t)), p(t)〉 ds

> −
L1

2
|yθ (t) − y(t)|2|p(t)|

thanks to (29(iii)). Since|p(t)| 6 eL0t , k = 2L0 +L1 andr ∈ (0, 1], we have 2L0 + re−ktL1|p(t)|

6 k for anyt ∈ [0, T ]. Hence we get

φ′(t) > −kφ(t),

which givesφ(0) 6 ekT φ(T ) 6 0 from (31). Therefore

φ(0) =
1

2
|yθ (0) − y(0) + rp0|

2
−

1

2
r2 6 0,

which proves thatyθ (0) ∈ K becauseB(y0 − rp0, r) ⊂ K.
Since yθ (0) ∈ K, we also haveyθ (T ) = y(T ) − re−kT (p(T ) − θ) ∈ R(T ) for any

θ ∈ B(0, |p(T )|). HenceR(T ) satisfies the interior ball condition with radiusre−kT
|p(T )|. Since

|p(T )| > e−L0T , we have finally proved our claim withκ = k + L0 = 3L0 + L1. 2
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