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Optimal regularity for elliptic transmission problems including C1 interfaces
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We prove an optimal regularity result for elliptic operators−∇ · µ∇ : W1,q
0 → W−1,q for a q > 3

in the case when the coefficient functionµ has a jump across aC1 interface and is continuous
elsewhere. A counterexample shows that theC1 condition cannot be relaxed in general. Finally, we
draw some conclusions for corresponding parabolic operators.

1. Introduction

This work is situated on the intersection of two mathematical questions: the first is the regularity
of solutions of elliptic transmission problems (see, e.g., [38, 45, 47, 49, 22, 3, 4, 41, 15, 48, 37,
20, 16], and references therein). The other concerns the isomorphism property of elliptic operators
−∇ · µ∇ : X → Y between suitable Banach spacesX, Y in the case of nonsmooth domains and/or
discontinuous coefficient functionsµ (see [7, 19, 27, 33, 48, 57, 12]). In particular, the latter question
in connection with transmission problems for the spacesX := W1,q , Y := W−1,q (with boundary
conditions incorporated) has been treated in [27, 12, 43, 7] (see also [32] and references therein). All
of these have in common that they transfer geometrical properties of the underlying domain or/and
geometrical properties of the smoothness regions for the coefficient function to functional-analytic
properties of the relevant spacesW1,q andW−1,q . Exactly this is also the case in this paper; our aim
is to prove a sharpened (and optimal) version of the results from [12, Ch. 4], namely:

THEOREM 1.1 Assume thatΩ ⊂ Rd is a bounded domain with Lipschitz boundary. Further, let
Ω◦ ⊂ Ω be another domain which is supposed to satisfy one of the following conditions:

(i) Ω◦ is aC1 domain which does not touch the boundary ofΩ.
(ii) The dimensiond equals 3,Ω◦ is a Lipschitz domain, and∂Ω◦ ∩ Ω is a C1 hypersurface.

Moreover,∂Ω and∂Ω◦ meet suitably (see the definition below).

Letµ be a function onΩ with values in the set of real, symmetricd×d matrices which is uniformly
continuous on bothΩ◦ andΩ \ Ω̄◦. Additionally, µ is supposed to satisfy the usual ellipticity
condition

ess inf
x∈Ω

inf
ξ∈Cd ,‖ξ‖Cd=1

µ(x)ξ · ξ̄ > 0. (1.1)

Then there is ap > 3 such that for everyλ from the closed right complex half-plane,

−∇ · µ∇ + λ : W1,q
0 (Ω) → W−1,q(Ω) (1.2)
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is a topological isomorphism for allq ∈ ]p′, p[. If Ω itself is also aC1 domain andΩ◦ satisfies (i),
thenp may be taken as∞.

DEFINITION 1.2 We say that∂Ω and∂Ω◦ meet suitablyif for any pointx from the boundary of
∂Ω ∩ ∂Ω◦ within ∂Ω there is an open neighbourhoodUx of x in R3 and aC1 diffeomorphismΦx
from Ux onto an open subset ofR3 such that

• Φx(Ux ∩Ω) equals an open bounded convex polyhedronCx,
• Φx(Ux ∩Ω ∩ ∂Ω◦) = Cx ∩Hx, whereHx is a plane which containsΦx(x) and a point ofCx.

Note that our result is a certain complement to [19], where for 3D-problems with mixed
boundary conditions, but without heterogeneities, isomorphism theorems within theW1,q

↔ W−1,q

scales are obtained. Furthermore, it is somewhat similar to the results of [41], where piecewise
Hölder continuity of the first order derivatives is proved under slightly stronger assumptions on the
data. Last but not least, Theorem 1.1 is related to the results of [14], whereW

1,∞
loc regularity is

proved for the solution if the right hand side is sufficiently regular.
Operators of type (1.2)—which may be seen as the principal part of the homogenized version of

an elliptic operator with inhomogeneous Dirichlet data—are of fundamental significance in many
application areas. This is the case not only in mechanics (see [40, Ch. IV.3]), thermodynamics
[51], and electrodynamics [50] of heterogeneous media, but also in mining, multiphase flow and
mathematical biology. Especially in biological models it often seems unavoidable to take into
account heterogeneties (see [23] or [11] and references therein). Moreover, such operators are also
of interest for the description of submicron devices by means of a Schrödinger operator in effective
mass approximation (see for example [10, 55, 54, 42]). Here heterostructures are the determining
features of many fundamental effects (see for instance [9, 34]). With ongoing miniaturization of
electronic devices the resolution of material interfaces becomes ever more important, so that one
definitely has to deal with discontinuous coefficient functions here. Moreover, a large amount of
papers exist on the numerics of such problems (see e.g. [1, 31, 13, 53] and references therein).

TheW1,q
0 ↔ W−1,q setting is attractive for many problems for the following reasons: if the

gradient of the solution belongs to a summability classq, larger than the space dimensiond, then
the solution is automatically Ḧolder continuous—which is often of use for auxiliary problems. By
the way, in three dimensions this cannot be achieved within theW s,2 scale becauseW3/2,2 is a
principal threshold in the case of jumping coefficients (see [48] for further results). Secondly, the
result has far reaching consequences for the treatment of quasilinear parabolic equations inLp

spaces—as carried out in [43, 46]. Moreover, our elliptic regularity theorem, combined with a result
from [8], also yields maximal parabolic regularity onW−1,q .

Another important application of the informationq > d is the possibility of obtaining
uniqueness results for associated nonlinear equations and systems (see for example [24, 25]). Of
course, these things are most relevant in the “physical” space dimension 3. Last but not least,W−1,q

is large enough to contain (suitable, say bounded) surface densities and even (not too singular)
measures (see [58, Ch. 4]). In particular, this enables one to include prescribed jump conditions for
the conormal derivative of the solution across the interface (see [13]).

The outline of the paper is as follows: First we introduce some notation. In the next section we
prove Theorem 1.1. In Section 4 it is shown by a counterexample that if theC1 condition on the
subdomain is violated at only one point, then one loses the result completely. The last section is
devoted to conclusions for corresponding parabolic operators, such as maximal parabolic regularity
onW−1,q .
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2. Notations

The real scalar product
∑d
j=1 xjyj of two vectorsx = (x1, . . . , xd), y = (y1, . . . , yd) ∈ Cd is

denoted byx · y. Throughout this paper,Ω andΛ are always domains inRd . For the definition
of a Lipschitz domain and a domain with Lipschitz boundary we refer the reader primarily to [26,
Ch. 1.2] (see also [56, Ch. 1.2]). IfX is a complex Banach space, thenL∞(Λ;X) denotes the space
of Lebesgue measurable, essentially bounded functions onΛ with values inX. W1,q(Λ) stands
for the usual (complex) Sobolev space on the setΛ (see [26] or [52]). Further, we use the symbol
W

1,q
0 (Λ) for the closure of{v|Λ : v ∈ C∞

0 (R
d), suppv ⊂ Λ} in W1,q(Λ).W−1,q ′

(Λ) denotes the

dual toW1,q
0 (Λ); here and in what follows,q ′ always denotes the adjoint exponentq ′ := q/(q − 1).

If ρ is a Lebesgue measurable, essentially bounded function on the domainΛ, taking its values in
the set of real, symmetricd × d matrices, then we define

−∇ · ρ∇ : W1,2
0 (Λ) → W−1,2(Λ) (2.1)

by

〈−∇ · ρ∇v,w〉 :=
∫
Λ

ρ∇v · ∇w dx, v, w ∈ W
1,2
0 (Λ). (2.2)

Here and in the following,〈·, ·〉 always denotes the dual pairing betweenW1,2
0 andW−1,2. The

maximal restriction of−∇ ·ρ∇ to any of the spacesW−1,q(Λ) (q > 2) will be denoted by the same
symbol. The norm in a Banach spaceX will always be indicated by‖ · ‖X. For two Banach spaces
X andY we denote the space of bounded linear operators fromX into Y by B(X;Y ). If X = Y ,
then we abbreviateB(X).

3. Proof of Theorem 1.1

Let us briefly outline the proof; it rests heavily on nontrivial regularity results for adequate model
problems within the same scale of spaces. We begin by collecting results of this type which are
already known and afterwards establish some technical prerequisites. In the second subsection we
first prove a regularity result for another model situation, namely for an operator−∇·σ∇+1 onRd ,
whereσ equals a (real, symmetric, positive definite)d×d matrix on a half-space and anotherd×d

matrix on the complementing half-space (see Theorem 3.11 below). Afterwards the Jerison–Kenig
result concerning the Dirichlet Laplacian on domains with Lipschitz boundary is generalized to
divergence operators with uniformly continuous coefficient function. The proof itself is then carried
out via some localization procedure which permits us to reduce the considerations to the constituting
model constellations.

3.1 Known results and preliminaries

Two cornerstones for all what follows are the two results below:

PROPOSITION3.1 (see [39, pp. 156–157] and [2, Ch. 15]) LetΛ be bounded and have aC1

boundary. Ifρ is a function onΛ with values in the set of reald × d matrices which is elliptic
and uniformly continuous, then−∇ · ρ∇ : W1,q

0 (Λ) → W−1,q(Λ) is a topological isomorphism
for anyq ∈ ]1,∞[.
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PROPOSITION3.2 ([33]) If Λ ⊂ Rd is a bounded domain with Lipschitz boundary, then there is
a numberq > 3 such that the Dirichlet Laplacian provides a topological isomorphism between
W

1,q
0 (Λ) andW−1,q(Λ).

For the proof of assertion (ii) of Theorem 1.1 we employ

PROPOSITION3.3 ([21]) Assume thatC ⊂ R3 is a (bounded, open) convex polyhedron and that
H ⊂ R3 is a plane which intersectsC. Let C+ andC− be the two components ofC \H, and letρ be
a function onC, constant onC+ andC−, and whose values are two real, symmetric, positive definite
3 × 3 matrices there. Then there is aq > 3 such that

−∇ · ρ∇ : W1,q
0 (C) → W−1,q(C)

is a topological isomorphism.

Additionally, the following scaling argument is required:

LEMMA 3.4 LetC ⊂ R3 be a bounded, open, convex set whose closure contains0. Assume that
ρ is a bounded, measurable, elliptic coefficient function onC, taking its values in the set of real,
symmetric 3×3 matrices and which additionally satisfiesρ(αx) = ρ(x) for all x ∈ C andα ∈ ]0,1[.
For anyα ∈ ]0,1] equip the spaceW1,q

0 (αC) with the normψ 7→
(∫
αC |∇ψ |

q dx
)1/q . Then

‖(−∇ · ρ|αC∇)
−1

‖B(W−1,q (αC);W1,q
0 (αC)) = ‖(−∇ · ρ∇)−1

‖B(W−1,q (C);W1,q
0 (C)). (3.1)

Proof. One checks that forq ∈ [1,∞[ andα ∈ ]0,1[ the mapping

Tq,α : W1,q
0 (C) 3 ψ 7→ α1−3/qψ(α−1(·))

is an isometric isomorphism fromW1,q
0 (C) ontoW1,q

0 (αC). Then one verifies the identity

T ∗

q ′,α(−∇ · ρ|αC∇)Tq,α = −∇ · ρ∇. 2

Further, we need the following interpolation result:

LEMMA 3.5 IfΛ ⊂ Rd is a Lipschitz domain, then one has the interpolation identities

[W1,p1
0 (Λ),W

1,p2
0 (Λ)]θ = W

1,p
0 (Λ) and [W−1,p1(Λ),W−1,p2(Λ)]θ = W−1,p(Λ)

if p1, p2 ∈ ]1,∞[ and 1/p = (1 − θ)/p1 + θ/p2.

Proof. Continuation outsideΛ by zero defines a continuous coretraction fromW1,q
0 (Λ) into

W1,q(Rd), where the restriction is the retraction. Thus, the first identity follows from theRd
case (see [52]). The second is implied by the first and duality for complex interpolation (see [52,
Ch. 1.11.3]). 2

REMARK 3.6 From Lemma 3.5 the following may be deduced (see [52, Ch. 1.9.3]): IfA is a
bounded subset ofB(W−1,2(Λ);W

1,2
0 (Λ)) and

sup
A∈A

‖A‖B(W−1,q (Λ);W
1,q
0 (Λ))

< ∞

for oneq > 2, then
sup
t∈[2,q]

sup
A∈A

‖A‖B(W−1,t (Λ);W
1,t
0 (Λ))

< ∞.
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LEMMA 3.7 Assumeq ∈ [1,∞[. Then the norm of the mapping

L∞(Λ;B(Cd)) 3 ρ 7→ ∇ · ρ∇ ∈ B(W1,q
0 (Λ);W−1,q(Λ))

does not exceed 1. Ifλ ∈ C andω is a coefficient function onΛ which satisfies

‖ω‖L∞(Λ;B(Cd ))‖(−∇ · ρ∇ + λ)−1
‖B(W−1,p(Λ);W

1,p
0 (Λ))

6 1/2,

then

‖(−∇ · (ρ + ω)∇ + λ)−1
‖B(W−1,p(Λ);W

1,p
0 (Λ))

6 2‖(−∇ · ρ∇ + λ)−1
‖B(W−1,p(Λ);W

1,p
0 (Λ))

. (3.2)

Proof. The first assertion is implied by Ḧolder’s inequality. The proof of the second follows from
the first and a classical perturbation theorem (see [35, Ch. IV.1.4, Thm. 1.16]). 2

REMARK 3.8 The lemma makes it clear that theL∞ norm on the space of coefficient functions is
adequate to control the bounded invertibility for divergence operators within theW1,q

↔ W−1,q

context. Most of what follows heavily rests upon this fact.

Next we present a localization principle which is similar to that proved in [27] for the Laplacian.
In essence, this will permit us to deduce the isomorphism property (1.2) from the same property for
suitable local model constellations.

LEMMA 3.9 LetΛ ⊂ Rd be a bounded Lipschitz domain andO ⊂ Rd be open such thatΛ• :=
Λ∩O is again a Lipschitz domain. Fix an arbitrary functionη ∈ C∞

0 (R
d) with suppη ⊂ O. Letρ•

denote the restriction of the coefficient functionρ toΛ•. Assumeλ > 0 andu ∈ W
1,2
0 (Λ) to be the

solution of
−∇ · ρ∇u+ λu = f ∈ W−1,2(Λ). (3.3)

Then the following holds true:

(i) The linear formf• : w 7→ 〈f, η̃w〉 (whereη̃w means the extension by zero to the wholeΛ) is
well defined and continuous onW1,r ′

0 (Λ•) wheneverf ∈ W−1,r(Λ).

(ii) Let Tu denote the linear formw 7→
∫
Λ•
uρ•∇η · ∇w dx onW1,2

0 (Λ•). If u ∈ W1,r(Λ), then

−ρ•∇u|Λ•
· ∇η|Λ•

+ Tu ∈ W−1,s(Λ•), wheres = s(r) is given by

s =


rd

d − r
if r ∈ [2, d[,

any (large) positive number ifr > d.

(3.4)

(iii) v := ηu|Λ•
∈ W

1,2
0 (Λ•) satisfies

−∇ · ρ•∇v + λv = −ρ•∇u|Λ•
· ∇η|Λ•

+ Tu + f•. (3.5)

Proof. (i) The mappingf 7→ f• is the adjoint tow 7→ η̃w which mapsW1,r ′

0 (Λ•) continuously

intoW1,r ′

0 (Λ).
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(ii) The caser > d may be reduced by the embeddingW1,r(Λ) ↪→ W1,d−ε(Λ) to the caser < d;
we treat the latter: clearly,ρ•∇u|Λ•

· ∇η ∈ Lr(Λ•), which gives by Sobolev embedding and duality

ρ•∇u|Λ•
·∇η|Λ•

∈ W−1, rd
d−r (Λ•) for r ∈ [2, d[. ConcerningTu, we will show that it is a continuous

linear form onW
1,( rd

d−r
)′

0 (Λ•): one can estimate

| 〈Tu, w〉 | 6 ‖u‖
L

rd
d−r (Λ•)

‖ρ‖L∞(Λ;B(Cd ))‖∇η‖L∞(Λ•)‖∇w‖
L
( rd
d−r

)′
(Λ•)

. (3.6)

Using again Sobolev embedding, the right hand side of (3.6) may be estimated by

c‖u‖W1,r (Λ•)
‖ρ‖L∞(Λ;B(Cd ))‖∇η‖L∞(Λ•)‖w‖

W
1,( rd
d−r

)′
(Λ•)

.

(iii) For everyw ∈ W
1,2
0 (Λ•) we have

〈−∇ · ρ•∇v + λv,w〉 =

∫
Λ•

ρ•∇(ηu) · ∇w dx + λ

∫
Λ•

ηuw dx

= −

∫
Λ•

wρ•∇u · ∇η dx +

∫
Λ•

uρ•∇η · ∇w dx +

∫
Λ

ρ∇u · ∇(η̃w)dx + λ

∫
Λ

uη̃w dx,

which gives the assertion. 2

Further, we need the following technical lemma, the proof of which can be found in [36, Remark
2.1.3]:

LEMMA 3.10 LetΩ be a domain with Lipschitz boundary. Then for anyx ∈ ∂Ω and any
neighbourhood ofx there is a (possibly) smaller open neighbourhoodVx of x such thatΩ ∩ Vx
is a domain with Lipschitz boundary.

3.2 Core of the proof

THEOREM 3.11 Letσ be a coefficient function onRd which equals a real, symmetric, positive
definited × d matrix σ− on Rd− = {x ∈ Rd : xd < 0} and another real, symmetric, positive
definited × d matrix σ+ on Rd+ = {x ∈ Rd : xd > 0}. Then−∇ · σ∇ + 1 provides a topological
isomorphism betweenW1,q(Rd) andW−1,q(Rd) for all q ∈ ]1,∞[.

Proof. Let x = (x′, xd) ∈ Rd , x′
∈ Rd−1, and∂i = ∂xi ,1 6 i 6 d. Moreover, we identify

{x ∈ Rd : xd = 0} with Rd−1. It is sufficient to prove that the unique solutionu ∈ W1,2(Rd) for
each of the equations

−∇ · σ∇u+ u = f, f ∈ Lq(Rd), 2< q < ∞, (3.7)

−∇ · σ∇u+ u = ∂if, f ∈ Lq(Rd), 2< q < ∞, (3.8)

i ∈ {1, . . . , d}, belongs toW1,q(Rd). To do this, it is enough to show the estimate

‖u‖W1,q (Rd ) 6 c‖f ‖Lq (Rd ), f ∈ C̃∞, (3.9)

wherec denotes a generic positive constant andC̃∞ stands for the dense subset ofLq(Rd) defined
by

C̃∞
= {ψ ∈ C∞

0 (R
d) : ψ = 0 in some neighbourhood ofRd−1

}.
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Applying classical elliptic theory of transmission problems (see, e.g., [47]) to the equation

−∇ · σ∇v + v = f, f ∈ C̃∞, (3.10)

we obtain the inequality
‖v‖W2,q (Rd−∪Rd+) 6 c‖f ‖Lq (Rd ). (3.11)

This ensures (3.9) in the case of (3.7). We now establish (3.9) in the case of (3.8) and the transversal
derivative∂d ; the proof for the tangential derivatives is immediate. Looking for the solution of (3.8)
with i = d in the formu = ∂dv + w, we observe thatw has to satisfy the following transmission
problem:

−∇ · σ±
∇w±

+ w±
= 0 in Rd±, [w] = −[∂dv] =: g,

[∂ν,σw] = −[∂ν,σ ∂dv] =: h,
(3.12)

wherew±
= w|Rd± , [w] = (w−

− w+)|Rd−1 and

[∂ν,σw] = (σ−ν · ∇w−
− σ+ν · ∇w+)|Rd−1, ν = (0, . . . ,0,1).

Sincev± satisfy the homogeneous differential equations nearRd−1, the term [∂ν,σ ∂dv] is a linear
combination of∂j∂dv±

|Rd−1 for j = 1, . . . , d − 1. Thus, by the trace theorem and the continuity of
differentiation in tangential direction, we conclude from (3.11) that

‖[∂dv]‖W1−1/q,q (Rd−1) + ‖[∂ν,σ ∂dv]‖W−1/q,q (Rd−1) 6 c‖f ‖Lq (Rd ). (3.13)

We refer to [52, Ch. 2] for the required properties of Sobolev spaces.
To prove (3.9), in view of (3.11) and (3.13), it now suffices to show that the solution of (3.12)

satisfies
‖w‖W1,q (Rd−∪Rd+) 6 c(‖h‖W−1/q,q (Rd−1) + ‖g‖W1−1/q,q (Rd−1)). (3.14)

We will reduce (3.14) to well known continuity properties of Poisson operators (see [28]), the
symbols of which can be calculated explicitly. In order to do so, we solve (3.12) by taking partial
Fourier transform with respect tox′ denoted byFu = Fu(ξ ′, xd) for a functionu onRd , withF−1

being the inverse transform. We set

B±
= (σ±

ij )
d−1
i,j=1, a±

= (σ±

1d , . . . , σ
±

d−1,d), b±
= σ±

dd ,

whereσ±

ij are the entries of the matricesσ±. Applying the partial Fourier transform to (3.12), we
obtain

(−b±∂2
d + 2ia±

· ξ ′∂d+B
±ξ ′

· ξ ′
+ 1)Fw±(ξ ′, xd) = 0 in Rd±,

Fw−(ξ ′,0)−Fw+(ξ ′,0) = Fg(ξ ′),

(b−∂d − ia−
· ξ ′)Fw−(ξ ′,0)− (b+∂d − ia+

· ξ ′)Fw+(ξ ′,0) = Fh(ξ ′).

(3.15)

Ignoring the exponentially increasing solutions of the homogeneous differential equations in (3.15),
we have

Fw±(ξ ′, xd) = C±(ξ ′)exp(∓xd(A±(ξ ′)+ ia±
· ξ ′)/b±) (3.16)
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withA±(ξ ′) = (b±(1+B±ξ ′
·ξ ′)−(a±

·ξ ′)2)1/2. Then we determineC±(ξ ′) from the transmission
conditions in (3.15),

C−(ξ ′)− C+(ξ ′) = Fg(ξ ′),

A−(ξ ′)C−(ξ ′)+A+(ξ ′)C+(ξ ′) = Fh(ξ ′),

which gives
C±

= (A−
+A+)−1Fh∓A∓(A−

+A+)−1Fg. (3.17)

Note that the ellipticity of∇ · σ∇ implies the lower bound

A±(ξ ′) > c〈ξ ′
〉, 〈ξ ′

〉 = (1 + |ξ ′
|
2)1/2.

We will only prove the corresponding estimate (3.14) for the upper half-space since the proof for
Rd− is completely analogous. From (3.16) and (3.17) we obtain the representation

w(x′, xd) = F−1k1(ξ
′, xd)Fh(ξ ′)+ F−1k2(ξ

′, xd)Fg(ξ ′) =: K1h+K2g (3.18)

for xd > 0. HereK1,K2 are Poisson operators with the symbols

k1(ξ
′, xd) = (A−(ξ ′)+A+(ξ ′))−1 exp{−xd(A+(ξ ′)+ ia+

· ξ ′)},

k2(ξ
′, xd) = −A−(ξ ′)k1(ξ

′, xd).
(3.19)

Using (3.19) and the expressions forA±, it is not difficult to check thatk1 is a symbol of order−1,
i.e., it satisfies the estimates

‖xmd ∂
n
d ∂

α
ξ ′k1(ξ

′, ·)‖L2(R+) 6 cmnα〈ξ
′
〉
−3/2−|α|−m+n (3.20)

for all ξ ′
∈ Rd−1, xd ∈ R+, m, n ∈ N and all multi-indicesα. Analogously,k2 is a symbol of

order 0, i.e., the−3/2 in the exponent of〈ξ ′
〉 in (3.20) has to be replaced by−1/2. Therefore, from

[28, Thm. 3.1] we obtain the continuity of the operators

K1 : W s−1/q,q(Rd−1) → W s+1,q(Rd+), K2 : W s−1/q,q(Rd−1) → W s,q(Rd+)

for all s ∈ Z. In particular, together with (3.18) this implies that theW1,q norm ofw on Rd+ can be
estimated by the right hand side of (3.14). 2

Next we want to show the assertion of Theorem 1.1 if the coefficient function is uniformly
continuous on the whole domain. This will be needed later on as a tool for the general situation.

THEOREM 3.12 LetΩ ⊂ Rd be a bounded domain with Lipschitz boundary andρ a real,
symmetric-valued, uniformly continuous coefficient function onΩ, elliptic in the sense of (1.1).
Then there is ap > 3 such that

sup
x∈Ω̄

‖(−∇ · ρ(x)∇)−1
‖B(W−1,p(Ω);W

1,p
0 (Ω))

< ∞.

For allq ∈ [2, p],
−∇ · ρ∇ : W1,q

0 (Ω) → W−1,q(Ω) (3.21)

is a topological isomorphism.
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Proof. If the first assertion were not true, then there would be a sequence{xn}n from Ω̄ converging
to x0 ∈ Ω̄ and a sequence{pn}n with pn > 3, limpn = 3 such that

lim
n→∞

‖(−∇ · ρ(xn)∇)−1
‖B(W−1,pn (Ω);W

1,pn
0 (Ω))

= ∞. (3.22)

If one transforms−∇ · ρ(x0)∇ with respect to the coordinate transform(ρ(x0))
−1/2, then one

ends up with a multiple of the Dirichlet Laplacian on(ρ(x0))
−1/2Ω. Using the equivalent

characterization of domains with Lipschitz boundary by the uniform cone condition (see [26,
Thm. 1.2.2.2]) one verifies that(ρ(x0))

−1/2Ω is also a domain with Lipschitz boundary. Then,
by Proposition 3.2, there is numberp0 > 3 such that the Dirichlet Laplacian is a topological
isomorphism betweenW1,p0

0 ((ρ(x0))
−1/2Ω) andW−1,p0((ρ(x0))

−1/2Ω). It is not hard to see that

this carries over to−∇ · ρ(x0)∇ : W1,p0
0 (Ω) → W−1,p0(Ω). But then, due to the continuity ofρ

and Lemma 3.7, the set{(∇ · ρ(xn)∇)−1 : n > n0} is bounded inB(W−1,p0(Ω);W
1,p0
0 (Ω)) for

suffciently largen0. Additionally, the set is bounded inB(W−1,2(Ω);W
1,2
0 (Ω)) by Lax–Milgram

because the matricesρ(xn) have a common ellipticity constant. Taking into account Remark 3.6,
this yields a contradiction to (3.22). We prove the second statement, first forq = p. In this case
(3.21) is injective by Lax–Milgram; by the open mapping theorem it suffices to show that it is also
surjective. Choose for every pointx ∈ Ω̄ a ballBx aroundx with radiusRx such that fory ∈ Bx∩Ω̄,

‖ρ(y)− ρ(x)‖B(Rd ) 6
1

2

(
sup
t∈[2,p]

sup
z∈Ω̄

‖(−∇ · ρ(z)∇ + 1)−1
‖B(W−1,t (Ω);W

1,t
0 (Ω))

)−1
. (3.23)

This radiusRx is indeed nonzero due to (i) and Remark 3.6. We choose a finite subcovering
Bx1, . . . , Bxm for Ω̄. Let η1, . . . , ηm be a partition of unity onΩ̄ subordinate to this subcovering.
Assume nowf ∈ W−1,p(Ω) and letu be a solution of−∇ ·ρ∇u = f . By the Lax–Milgram lemma
u must be fromW1,2

0 (Ω). PuttingO :=
⋃m
l=1Bxl we get, from Lemma 3.9,

−∇ · ρ∇(ηlu) = gl, (3.24)

wheregl is from W−1,min(s(2),p)(Ω). We now sett := min(s(2), p) and define for everyl ∈

{1, . . . , m} a modified coefficient functionρl onΩ as follows:

ρl(y) =

{
ρ(y) if y ∈ Bxl ∩Ω,

ρ(xl) elsewhere onΩ.
(3.25)

Becauseηlu has its support inBxl , it satisfies besides (3.24) also the equation

−∇ · ρl∇(ηlu) = gl . (3.26)

We will now show thatgl ∈ W−1,t (Ω) impliesηlu ∈ W
1,t
0 (Ω). We rewrite (3.26) as

−∇ · ρ(xl)∇(ηlu)+ ∇ · [ρ(xl)− ρl ]∇(ηlu) = gl .

Taking into account (3.23) and Lemma 3.7 we see that−∇ · ρl∇ : W1,t
0 (Ω) → W−1,t (Ω) is

boundedly invertible. Thus, eachηlu must be fromW1,t
0 (Ω), which givesu ∈ W

1,t
0 (Ω). Repeating

these considerations with the improved information on the integrability exponent of∇u—each time
using Lemma 3.9—one, after finitely many steps, ends up withu ∈ W

1,p
0 (Ω). Hence, (3.21) is

surjective, which proves the assertion forq = p. The numbers from [2, p[ are obtained from
Remark 3.6. 2
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COROLLARY 3.13 The isomorphy property also holds for−∇ · ρ∇ + λ with the same range for
q, if <λ > 0.

Proof. The resolvent of−∇ · ρ∇ is compact and, due to Lax–Milgram, noλ with <λ 6 0 is an
eigenvalue. 2

Now we have all the occurring model situations at hand. The next result will provide the asserted
regularity when the problem is restricted to (suitable) neighbourhoods of the boundary points. Let
us first introduce the following notation: we denote byE the open unit cube inRd , whileE−, E+ are
used as symbols for the lower and upper open half cubes, respectively. Finally, we denote byP the
plate which separatesE− andE+, P := E ∩ {x : xd = 0}.

LEMMA 3.14 Under the assumptions of Theorem 1.1 for anyx ∈ ∂Ω there is a neighbourhood
Ox and aq = qx > 3 such thatOx ∩Ω is a Lipschitz domain and

−∇ · µ∇ + 1 :W1,q
0 (Ox ∩Ω) → W−1,q(Ox ∩Ω) (3.27)

is a topological isomorphism. IfΩ is aC1 domain andΩ◦ has positive distance to the boundary,
thenq may be taken arbitrarily large.

Proof. First we consider case (i) in Theorem 1.1. For anyx ∈ ∂Ω letOx be an open neighbourhood
which satisfies the following two conditions:

(I) Ox ∩ Ω̄◦ = ∅.
(II) If Ω isC1, thenAx := Ox ∩Ω isC1; and ifΩ has a Lipschitz boundary, thenAx := Ox ∩Ω

has a Lipschitz boundary.

The existence of such a neighbourhood is almost obvious in theC1 case and follows from
Lemma 3.10 in the other case. Thus Corollary 3.13 implies the assertion; in particular,q may be
chosen arbitrarily large ifΩ isC1 (see Proposition 3.1).

In case (ii) one cannot treat all the points from∂Ω together, but has to divide∂Ω into three
(disjoint) subsets the points of which have to be treated separately:

(a) ∂Ω \ ∂Ω◦,
(b) the inner points of∂Ω ∩ ∂Ω◦ within ∂Ω,
(c) the boundary points of∂Ω ∩ ∂Ω◦ within ∂Ω.

(a) If x ∈ ∂Ω \ ∂Ω◦, then there is an open neighbourhoodWx of x such thatWx ∩ Ω does not
intersectΩ̄◦. Namely, if this were not the case, thenx would be an accumulation point of̄Ω◦, and
hence, would belong tōΩ◦. Becausex is not inΩ◦ this would meanx ∈ ∂Ω◦, which is not the case.
Thus, by possibly shrinkingWx according to Lemma 3.10,x can be treated as in (i).

Let us now show that in case (b) one can find a neighbourhoodOx of x such thatOx ∩ Ω =

Ox∩Ω◦ andOx∩Ω is a domain with Lipschitz boundary. First we construct an open neighbourhood
Mx of x with Mx ∩Ω = Mx ∩Ω◦. Namely, becauseΩ is a Lipschitz domain (see [26, Ch. 1.2]
or [56, Ch. I.2.3]) there is an open neighbourhoodWx of x and a bi-Lipschitz mapΨx : Wx → E
such thatΨx(x) = 0, Ψx(Ω ∩Wx) = E+ andΨx(∂Ω ∩Wx) = P. Becausex was an inner point
of ∂Ω ∩ ∂Ω◦, there is a positive numberrx such thatrxP ⊂ Ψ (∂Ω ∩ ∂Ω◦) ⊂ Ψ (∂Ω◦). But, by
assumption,Ω◦ itself is a Lipschitz domain; thus there issx ∈ ]0, rx] such that

Ψx(∂Ω◦) ∩ sxE = sxP. (3.28)
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Now we defineMx := Ψ−1
x (sxE) and write

Mx ∩Ω = (Mx ∩Ω◦) ∪ (Mx ∩Ω ∩ ∂Ω◦) ∪ (Mx ∩ (Ω \ Ω̄◦)). (3.29)

From the definition ofMx and (3.28) it is clear thatMx ∩Ω ∩ ∂Ω◦ is empty. Thus, (3.29) reduces
to

Mx ∩Ω = (Mx ∩Ω◦) ∪ (Mx ∩ (Ω \ Ω̄◦)). (3.30)

But Mx ∩ Ω, being a continuous image of a connected set, is itself connected. Thus, one of the
(open) sets on the right hand side of (3.30) must be empty, which is definitely not true ofMx ∩Ω◦.
This givesMx ∩Ω = Mx ∩Ω◦. Due to Lemma 3.10 we may pass to a neighbourhoodOx ⊂ Mx
for whichOx ∩Ω is additionally a domain with Lipschitz boundary. Hence, the coefficient function
is also uniformly continuous onOx ∩ Ω and one can again argue by Corollary 3.13. It remains to
consider case (c): assume thatx is a boundary point of∂Ω ∩ ∂Ω◦ within ∂Ω. Then, by assumption,
there is an open neighbourhoodUx, aC1 diffeomorphismΦx, a convex polyhedronCx and a plane
Hx which together satisfy the conditions of Definition 1.2. Modulo a translation we may additionally
assumeΦx(x) = 0 ∈ R3. Letρx be the coefficient function onCx which is induced byµ|Ux∩Ω under
the mappingΦx. If C+

x andC−
x are the two components ofCx \Hx, thenρx is uniformly continuous

on both of them. Define the matrices

ρ+
x := lim

y→0, y∈C+

ρx(y) and ρ−
x := lim

y→0, y∈C−

ρx(y) (3.31)

and the coefficient functioñρx onCx by

ρ̃x :=

{
ρ+

x onC+
x ,

ρ−
x onC−

x .
(3.32)

Let α = αx ∈ ]0,1[ andq > 3 be such that

ess sup
y∈αCx

‖ρx(y)− ρ̃x(y)‖B(C3)‖(−∇ · ρ̃x∇)
−1

‖B(W−1,q (Cx);W
1,q
0 (Cx))

6 1/2.

This is possible due to Proposition 3.3, (3.31) and (3.32). In view of Lemma 3.4 then also

ess sup
y∈αCx

‖ρx(y)− ρ̃x(y)‖B(C3)‖(−∇ · ρ̃x∇)
−1

‖B(W−1,q (αCx);W
1,q
0 (αxCx))

6 1/2.

Lemma 3.7 implies that
−∇ · ρx∇ : W1,q

0 (αCx) → W−1,q(αCx) (3.33)

is also a topological isomorphism. LetQx be a cube, centred at0 ∈ R3, with the properties

Qx ⊂ Φx(Ux), Qx ∩ (Cx \ αCx) = ∅, (3.34)

and such thatαCx ∪Qx is a Lipschitz domain. (AsCx is a convex polyhedron, with0 being one of
its boundary points, it is not hard to see that any sufficiently small cubeQx does this job.) If one
definesOx := Φ−1

x (αCx ∪Qx), thenOx is also a Lipschitz domain (see [26, Ch. 1.2, Lem. 1.2.1.3]).
Moreover, in view ofαCx ⊂ Cx = Φx(Ux ∩Ω), (3.34) and the injectivity ofΦx one has

Φx(Ox ∩Ω) = Φx(Φ
−1
x (αCx ∪Qx) ∩ (Ux ∩Ω))

= (αCx ∪Qx) ∩Φx(Ux ∩Ω) = (αCx ∪Qx) ∩ Cx = (αCx ∩ Cx) ∪ (Qx ∩ Cx) = αCx.
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This and the isomorphism property of (3.33) imply that

−∇ · µ∇ : W1,q
0 (Ox ∩Ω) → W−1,q(Ox ∩Ω)

is also a topological isomorphism. But the resolvent is compact and−1 is obviously not an
eigenvalue, henceOx also satisfies the assertion of Lemma 3.14. 2

We now come to the proof of Theorem 1.1, first restricting the considerations to the caseq > 2.
For theseq, (1.2) is injective by the Lax–Milgram lemma. Hence, by the open mapping theorem it
suffices to show that for the assertedq ’s and anyf ∈ W−1,q(Ω) the solutionu of −∇ · µ∇u + u

= f belongs toW1,q
0 (Ω). Let {Ox}x∈∂Ω be a system of open sets from the foregoing lemma and

Ox1, . . . ,Oxk be a finite subcovering of∂Ω. Let q > 3 be the minimalq for these sets. Further,
theC1 property of∂Ω◦ ∩ Ω ensures for everyx ∈ ∂Ω◦ ∩ Ω the existence of a positive number
αx, an open neighbourhoodVx ⊂ Ω of x and aC1 diffeomorphismΦx : Vx → αxE such that
Φx(∂Ω◦∩Vx) = αxP,Φx(x) = 0 and the determinant of the corresponding Jacobian is identically 1
(see [56, Ch. I, Thm. 2.5]). The transform of(−∇ · µ∇ + 1)|Vx underΦx (see [7, Ch. 0.8]) is then
of the form−∇ · µ̂x∇ + 1, whereµ̂x is uniformly continuous onαxE− and onαxE+. We define

σ−
x := lim

y∈E−, y→0
µ̂x(y) and σ+

x := lim
y∈E+, y→0

µ̂x(y)

Now letσx be the coefficient function onRd given by

σx = σ±
x onRd±.

By Theorem 3.11, for allx ∈ ∂Ω◦ ∩Ω and allt ∈ ]1,∞[ the operator−∇ ·σx∇ +1 is a topological
isomorphism betweenW1,t (Rd) andW−1,t (Rd). Letβx ∈ ]0, αx] be such that

‖σx − µ̂x‖L∞(βxE;B(Cd )) sup
t∈[2,q]

‖(−∇ · σx∇ + 1)−1
‖B(W−1,t (Rd );W1,t (Rd )) 6 1/2. (3.35)

Such aβx exists because the second factor is finite by Remark 3.6 and the first factor can be
made arbitrarily small by the properties ofµ̂x and σx for βx → 0. DefineUx as the inverse
image ofβxE underΦx. Finally, for anyx ∈ Ω \ ∂Ω◦ let Bx ⊂ Ω be an open ball around
x which does not intersect∂Ω◦. (Clearly, the restriction of the coefficient function toBx is then
uniformly continuous.) The systems{Ox1, . . . ,Oxk }, {Ux}x∈Ω∩∂Ω◦

, {Bx}x∈Ω\∂Ω◦
together form an

open covering ofΩ̄. Let Ox1, . . . ,Oxk ,Uxk+1, . . . ,Uxm , Bxm+1, . . . , Bxn be an open subcovering
and η1, . . . , ηk, ηk+1, . . . , ηm, ηm+1, . . . , ηn be a partition of unity overΩ̄ subordinate to this
subcovering. Recalling (3.4), from now on we sett := min(s(2), q). Assumel ∈ {1, . . . , k}. We put
vl := ηlu|Oxl∩Ω

. Then, due to the propertyu ∈ W
1,2
0 (Ω) and Lemma 3.9,vl satisfies an equation

−∇ · µl∇vl + vl = fl (3.36)

whereµl := µ|Oxl∩Ω
andfl ∈ W−1,t (Oxl ∩Ω). Because (3.27) is also a topological isomorphism

if q is replaced byt there, we getvl ∈ W
1,t
0 (Oxl ∩Ω), which givesηul ∈ W

1,t
0 (Ω). Let nextl be in

{k + 1, . . . , m}. Then the propertyu ∈ W
1,2
0 (Ω) and Lemma 3.9 imply thatvl := ηlu|Uxl

satisfies

an equation (3.36), where this timeµl := µ|Uxl
andfl ∈ W−1,t (Uxl ). Moreover, it is clear that both
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vl andfl have their supports inUxl . We transform (3.36) via theC1-mappingΦxl . This leads to the
following equation for the transformed objects

−∇ · µ̂xl∇v̂l + v̂l = f̂l (3.37)

onβxlE , wheref̂l ∈ W−1,t (βxE). Additionally, f̂l has its support inβxlE , which is also true for̂vl .
Let σ̌l be the following coefficient function, defined onRd :

σ̌l =

{
µ̂xl onβxlE,
σxl onRd \ βxlE .

Becausef̂l andv̂l have their supports inβxlE , (3.37) can be extended to an equation on the whole
Rd ; namely, ifVl is the extension of̂vl by zero to the wholeRd , then

−∇ · σ̌l∇Vl + Vl = −∇ · σxl∇Vl + Vl + ∇ · (σxl − σ̌l)∇Vl = Fl, (3.38)

with Fl ∈ W−1,t (Rd). By definition, one has

‖σxl − σ̌l‖L∞(Rd ;B(Cd )) = ‖σxl − µ̂xl‖L∞(βxlE;B(Cd )).

This, together with (3.35) and Lemma 3.7, implies that−∇ · σ̌l∇ + 1 : W1,t (Rd) → W−1,t (Rd)
is also a topological isomorphism for our specifiedt . Consequently,Vl ∈ W1,t (Rd), which gives
v̂l ∈ W

1,t
0 (βxlE), and hencevl = ηlu|Uxl

∈ W
1,t
0 (Uxl ). Since the support ofηlu is in Uxl we obtain

ηlu ∈ W
1,t
0 (Ω) for all l = k+1, . . . , m. Lastly, if l ∈ {m+1, . . . , n}, then one also ends up with an

equation forvl := ηlu|Bxl
of type (3.36). The corresponding right hand sides are inW−1,t (Bxl ) (see

Lemma 3.9). By Proposition 3.1 thenηlu|Bxl
∈ W

1,t
0 (Bxl ), which yieldsηlu ∈ W

1,t
0 (Ω), and finally

u ∈ W
1,t
0 (Ω). Exploiting this and iterating the above considerations one improves the summability

of ∇u in the light of Lemma 3.9 step by step and finally one ends up withu ∈ W
1,q
0 (Ω). This proves

the assertion forλ = 1 and oneq > 3. Theq ’s from [2, q[ are obtained by Remark 3.6. For all other
λ’s we obtain the assertion by the compactness of the resolvent and the fact that noλ with <λ 6 0
can be an eigenvalue. Finally, the caseq < 2 is obtained by duality.

REMARK 3.15 The proof shows—under our assumption on∂Ω◦ ∩ Ω—that the limitation forq
comes exclusively from the boundary points.

REMARK 3.16 The reader may possibly ask why in case (ii) we restrict ourselves tod = 3. The
answer is: the essential aim of this paper is to prove the isomorphism property for aq which is
larger than the space dimensiond. In this spirit, the two-dimensional case (even under more general
assumptions) is covered by [27]. Ifd > 3 an analogue of Proposition 3.3, givingq > d, cannot
be expected (see [21]). Nevertherless,d = 3 as the ‘physical’ dimension seems to us the most
important case.

REMARK 3.17 IfΩ◦ does not touch the boundary ofΩ, then one can prove the analogous result
for the Neumann operator, namely:−∇ · µ∇ + λ provides a topological isomorphism between
W1,q(Ω) and(W−1,q ′

(Ω))∗ for a q > 3 and allλ from the open right half-plane. In this case one
uses Zanger’s result [57] instead of that of Jerison–Kenig.
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REMARK 3.18 The result generalizes to the case where finitely manyC1 domains are included in
Ω at positive distance to each other and the coefficient function is uniformly continuous on each of
them and, of course, on the complement of their union.

REMARK 3.19 The isomorphy property claimed in Theorem 1.1 remains true in the case of real
spacesW1,q

0 (Ω),W−1,q(Ω) and realλ’s, because for theseλ the operator−∇ · µ∇ + λ commutes
with complex conjugation.

REMARK 3.20 Let q be any number as in Theorem 1.1 and assumea1, . . . , ad ∈ Lr(Ω),
b1, . . . , bd ∈ Ls(Ω), c ∈ Lt (Ω). Then, under suitable conditions onr, s, t , the first order operator

W
1,q
0 (Ω) 3 u 7→

d∑
l=1

(
al
∂u

∂xl
+
∂(blu)

∂xl

)
+ cu ∈ W−1,q(Ω) (3.39)

is relatively compact with respect to−∇ ·µ∇. Hence, if−∇ ·µ∇ is perturbed by (3.39), it also has
W

1,q
0 (Ω) as its domain of definition.

4. Nonsmooth interfaces: a counterexample

The reader may have possibly asked himself whether theC1 property is necessary or may be
weakened without changing the result. The following counterexample (see [21]) shows that the
situation changes dramatically if the interface has only one corner point. In particular, this shows
that piecewiseC1 is (by far) not sufficient for our result. Namely, quite parallel to the classical
example of Meyers (see [44]) the integrability exponent for the gradient of the solution of the
(planar) homogeneous elliptic equation tends to 2 in dependence on a certain parameter.

The background for the considerations in this section is the well known connection between
singularities for the solution of an elliptic equation and the eigenvalues of an associated operator
pencil of Sturm–Liouville operators (see [43] or [21]).

We consider the following coefficient function onR2:

µ(x, y) =


(

1 0

0 t2

)
if x, y > 0,(

t 0

0 t

)
elsewhere onR2, t > 0,

and, correspondingly, the elliptic problem

∇ · µ∇u = 0. (4.1)

Proceeding as in [43] we are looking for solutionsũ ∈ W1,2(]0,2π [) of the (generalized) Sturm–
Liouville equation

−(b2ũ
′)′ − λ(b1ũ)

′
− λb1ũ

′
− λ2b0ũ = 0, (4.2)

combined with the compatibility conditions

w(π/2) = v(π/2), w(0) = v(2π),

(b2∂θw + λb1w)|0 = (b2∂θv + λb1v)|2π ,

(b2∂θw + λb1w)|π/2 = (b2∂θv + λb1v)|π/2,

(4.3)

if w = ũ|[0,π/2] andv = ũ|[π/2,2π ] .
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The coefficient functionsb0, b1, b2 are defined as follows:

b0(θ) :=

{
cos2 θ + t2 sin2 θ if θ ∈ [0, π/2[,
t if θ ∈ [π/2,2π [,

b2(θ) :=

{
sin2 θ + t2 cos2 θ if θ ∈ [0, π/2[,
t if θ ∈ [π/2,2π [,

b1(θ) :=

{
(t2 − 1) sinθ cosθ if θ ∈ [0, π/2[,
0 if θ ∈ [π/2,2π [.

(4.4)

In order to determine theλwith the smallest possible (positive) real part, we use the ansatz functions
(see [17])

w(θ) := c+(t cosθ + i sinθ)λ + c−(t cosθ − i sinθ)λ,

v(θ) := d+ cosλθ + d− sinλθ

with unknown coefficientsc± andd±. Using (4.3) and (4.4), we can eliminatec± to get the equations

d+(t
λ

− cos 2πλ)− d− sin 2πλ = 0,

d+ sin 2πλ+ d−(t
λ

− cos 2πλ) = 0.
(4.5)

Obviously, the system (4.5) is nontrivially solvable ind+, d− iff

(tλ − cos 2πλ)2 + sin2 2πλ = 0,

or, what is the same,

cos 2πλ =
tλ + t−λ

2
= cosh(λ ln t). (4.6)

Writing cosh(λ ln t) = cos(iλ ln t) and taking into account the identity

cosθ − cosτ = −2 sin
θ + τ

2
sin

θ − τ

2

shows that (4.6) is equivalent to

sin

(
λ

2
(2π + i ln t)

)
sin

(
λ

2
(2π − i ln t)

)
= 0.

This is the case iff
λ

2
(2π ± i ln t) = 2kπ, k ∈ Z.

Thus, theλ with the smallest (positive) real part is

λ =
8π2

4π2 + ln2 t
± i

4π ln t

4π2 + ln2 t
.

One easily notices that ast → ∞, the real parts of theseλ’s converge to zero. Assume thatλ with
<λ ∈ (0,1) is a complex number and̃uλ ∈ W1,2(0,2π) a corresponding function which satisfies
(4.2) together with the compatibility conditions (4.3). Then the function

u(x1, x2) := (x2
1 + x2

2)
λ/2ũλ(arg(x1 + ix2)) ∈ W

1,2
loc (R

2)
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is a solution of equation (4.1) in the distributional sense. Moreover,ũλ does not vanish identically,
and hence its absolute value has a strictly positive lower bound at least on a (nontrivial) subinterval
of (0,2π). Thus,u ∈ W

1,q
loc (R

2) for q ∈ [2,2/(1 − <λ)), but not forq = 2/(1 − <λ). If we let
t tend to∞, these solutions lack any common (local) integrability exponent larger than 2 for their
first order derivatives.

REMARK 4.1 The above example is not restricted to two dimensions. One can add arbitrarily many
dimensions by extending the solution constantly in these directions—at least in a neighbourhood of
zero.

5. Parabolic operators

Very often elliptic operators in divergence form occur as the elliptic part of parabolic operators
(see [5] or [29]). In this section we will deduce functional-analytic properties for the corresponding
parabolic operators from our elliptic regularity result. IfX is a complex Banach space, then we
denote byW1,r(]0, T [;X) the set of elements fromLr(]0, T [;X) whose distributional derivatives
with respect to time also belong toLr(]0, T [;X). The main result reads as follows:

THEOREM 5.1 Let Λ be a bounded domain with Lipschitz boundary andρ a measurable,
essentially bounded, elliptic coefficient function which takes its values in the set of real, symmetric
d × d matrices. Assume thatq ∈ ]1,∞[ is such that

−∇ · ρ∇ : W1,q
0 (Λ) → W−1,q(Λ)

is a topological isomorphism. Then∂/∂t − ∇ · ρ∇ has maximal parabolic regularity onW−1,q(Λ),
precisely: If r ∈ ]1,∞[ is fixed, then for anyf ∈ Lr(]0, T [;W−1,q(Λ)) there is exactly one
functionw ∈ Lr(]0, T [;W1,q(Λ)) ∩W1,r(]0, T [;W−1,q(Λ)) such that

∂w

∂t
− ∇ · ρ∇w = f and w(0) = 0. (5.1)

COROLLARY 5.2 Under the above assumptions−∇ · ρ∇ generates an analytic semigroup on
W−1,q(Λ).

In order to prove Theorem 5.1 we first establish some auxiliary results:

THEOREM 5.3 LetΛ be a Lipschitz domain andρ as in the previous theorem. Assumeq ∈ ]1,∞[
and letAq be theLq(Λ) realization of∇ · ρ∇, with domainDq . Then∂/∂t − Aq hes maximal
regularity overLq(Λ), in other words: Ifr ∈ ]1,∞[ is fixed, then for anyf ∈ Lr(]0, T [;Lq(Λ))
there is exactly onew ∈ Lr(]0, T [;Dq) ∩W1,r(]0, T [;Lq(Λ)) such that (5.1) is satisfied.

Proof. The semigroup generated byA2 onL2(Λ) admits upper Gaussian estimates (see [8] or [6]),
which implies maximal parabolic regularity onLp spaces [30] (see also [18]). 2

THEOREM 5.4 Under the assumptions of Theorem 5.1,(−∇ · ρ∇)1/2 provides a topological
isomorphism betweenW1,s

0 (Λ) andLs(Λ) and betweenLs(Λ) andW−1,s(Λ) for all s ∈ [q ′, q].

Proof. First, interpolation (see Theorem 3.5) and duality show that−∇ · ρ∇ is a topological
isomorphism betweenW1,s

0 (Λ) andW−1,s(Λ) for all s ∈ [q ′, q]. A deep result of [8, Thm. 4]
yields the continuity of the map

(−∇ · ρ∇)1/2 : W1,s
0 (Λ) → Ls(Λ) (5.2)
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for all s ∈ ]1,∞[. By duality one obtains the continuity of

(−∇ · ρ∇)1/2 : Ls(Λ) → W−1,s(Λ) (5.3)

for all s ∈ ]1,∞[. Hence, fors ∈ [q ′, q] we can estimate

‖(−∇ · ρ∇)−1/2
‖B(Ls (Λ);W1,s

0 (Λ))

6 ‖(−∇ · ρ∇)1/2‖B(Ls (Λ);W−1,s (Λ))‖(−∇ · ρ∇)−1
‖B(W−1,s (Λ);W

1,s
0 (Λ))

.

This proves that (5.2) is in fact a topological isomorphism ifs ∈ [q ′, q]. Being an isomorphism
betweenLs(Λ) andW−1,s(Λ) follows from this by duality. 2

COROLLARY 5.5 Let Dq denote the domain of theLq(Λ) realization of −∇ · ρ∇. Then

(−∇ · ρ∇)1/2 provides a topological isomorphism betweenDq andW1,q
0 (Λ).

Proof. −∇ · ρ∇ is a topological isomorphism betweenDq andLq(Λ) while (−∇ · ρ∇)1/2 is a

topological isomorphism betweenW1,q
0 (Λ) andLq(Λ). 2

We now give the proof of Theorem 5.1. It is clear that the established isomorphisms for
(−∇ · ρ∇)1/2 induce the following isomorphisms:

(−∇ · ρ∇)−1/2 : Lr(]0, T [;W−1,q(Λ)) → Lr(]0, T [;Lq(Λ)), (5.4)

(−∇ · ρ∇)1/2 : Lr(]0, T [;Dq) → Lr(]0, T [;W1,q
0 (Λ)), (5.5)

(−∇ · ρ∇)1/2 : W1,r(]0, T [;Lq(Λ)) → W1,r(]0, T [;W−1,q(Λ)). (5.6)

Further, it is well known that the solutionw of (5.1) is obtained as

w(t) =

∫ t

0
e(t−s)∇·ρ∇f (s)ds.

Hence, the parabolic solution operator commutes with(−∇ · ρ∇)1/2. Consequently, the maximal
regularity property onLq(Λ) transfers via the isomorphisms (5.4)–(5.6) to the spaceW−1,q(Λ).
Corollary 5.2 follows from the well known fact that maximal parabolic regularity implies the
generation property of an analytic semigroup.

REMARK 5.6 The authors are convinced that the results on the parabolic operators are adequate
instruments for the treatment of (even nonautonomous) semilinear and quasilinear parabolic
problems. The key point concerning quasilinear equations of the type, say,

∂w

∂t
− ∇ ·G(w)µ∇w = H(t,w,∇w)

is that for three-dimensional domains andq > 3 suitable interpolation spaces betweenW1,q
0 and

W−1,q embed continuously into Ḧolder spaces. Thus, ifG is a strictly positiveC1 function, then the
coefficient functionsG(w)µ are of the same quality asµ (in the spirit of Theorem 1.1). Hence, the
domains of the operators∇ ·G(w)µ∇ do not depend onu if u runs through a suitable interpolation
space (see [46])—which is often required in quasilinear parabolic theory. We will study these
matters in detail elsewhere.
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