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A convolution thresholding scheme
for the Willmore flow
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A convolution thresholding approximation scheme for the Willmore geometric flow is constructed.
It is based on an asymptotic expansion of the convolution of an indicator function with a smooth,
isotropic kernel. The consistency of the method is justified when the evolving surface is smooth and
embedded. Some aspects of the numerical implementation of the scheme are discussed and several
numerical results are presented. Numerical experiments show that the method performs well even in
the case of a non-smooth initial data.
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1. Introduction

Let X' be a smooth compact and orientable surface. The Willmore functional is defined as
way= [ mas ()
z

for any immersion f : ¥ — R3. Here H denotes the mean curvature of X and dS is the area
measure. We refer to [26] for the general discussion of this functional as well as description of some
stationary points. The variation of this integral for a perturbation ¢ of the surface along the normal
is (see [26])

SW = / $(AH +2H(H? — K)) dS,
P

where K is the Gaussian curvature, and A is the Laplace—Beltrami operator on X. The Willmore
flow is an evolution of the surface where each point moves with the local normal velocity v =
—AH—2H(H?*—K). More precisely, suppose fy : £ — R3 is a smooth immersion of a closed two-
dimensional manifold. The smooth Willmore flow with initial data fy is a family f : [0, T]x ¥ — R3
of immersions 0 < T < oo such that f(0, x) = fp(x) and

of(t, x)
at
for t € [0, T']. Here N(z, x) denotes the normal vector to (¢, X).

= —N(t,X)(AH (t,X) + 2H (1, x)(H?(t,x) — K (1, X)))
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As an evolution that minimizes mean curvature this flow can be used for surface smoothing.
We refer to [4]] where the authors propose a numerical scheme for so called surface diffusion flow,
i.e. the evolution of the surface with the normal velocity v = —AH. An extension of this result
and applications to the surface smoothing can be found in [25]. A numerical algorithm for surface
restoration based on a finite element approximation for the Willmore flow was proposed in [5].
Another recent result devoted to the level-set formulation of the Willmore flow and the finite element
approach to the evolution can be found in [7]].

Another application of the Willmore flow comes from the biophysics. The functional (I) is a
particular case of the Helfrich functional that describes the free energy of a bilayer membrane [3|
6]. A phase field approach to the problem is suggested in [8] and [9].

The mathematical properties of this type of surface evolution attracted much attention during
the last years. The Willmore flow close to a sphere was studied in [24]. A numerical scheme for
axisymmetric Willmore flows in R? was proposed in [18]]. A numerical example of occurrence of
a self-intersection during the evolution is constructed in [19]. The case with small initial energy
was considered by Kuwert and Schitzle in [14]. In [15] they have obtained a lower bound on
the existence time of the smooth Willmore flow. This bound is expressed in terms of the initial
concentration of the mean curvature. In [16]] the existence result was developed further by the same
authors. They have proved that the Willmore flow of a smooth embedding of a sphere into R? exists,
is smooth and converges to a round sphere provided that the initial energy is bounded by 8. An
attempt to define a kind of weak solution and to show its existence past singularities can be found
in [21].

The purpose of the present paper is to develop a simple convolution thresholding scheme for
tracking such evolutions of two-dimensional surfaces in R>. Convolution thresholding schemes
have proved to be a useful tool for the numerics of the surface evolution [1, 20} 22, 23| [12}
13} [11]]. Furthermore, the convolution structure of the method allows for a numerically efficient
implementation.

This paper is organized as follows. In Section [2] we consider the graph of a smooth function
and give elementary expressions for its geometrical characteristics (i.e. H, K and AH) in
terms of the derivatives of the function. These expressions are used in Section [3] where we
derive the asymptotic expansion of the convolution of the indicator function of a domain C
in R3 with an isotropic and fast decreasing kernel p(|r — ro|?/2%)/(t*)3 when t — 0 for
points ro close to dC. The key result is that the third term in the asymptotic expansion is
proportional to AH + 2H(H?> — K) on dC. A linear combination of two such convolutions
is used to construct a convolution thresholding scheme for the Willmore flow. The convergence
of the scheme for smooth embedded solutions is established in Section Bl The formulation
of the method, however, is independent of the smoothness of X. Several numerical examples
of the flow together with some implementation aspects are presented in Section {4 Numerical
experiments show that the method gives precise results even in cases with non-smooth initial
data.

2. Geometric properties of a smooth graph

Let us consider the graph of a smooth function f : R?> — R such that 8f/du;(0,0) = f; = 0
for i = 1, 2. We express the mean curvature H, the Gaussian curvature K, the Laplace—Beltrami
operator of the mean curvature A H of the graph at the origin in terms of f and its derivatives (see
[26] for details).
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Consider the mapping x : R?2 > R3 given by x(u1, uz) = (uy, uz, f(ui, uz)). Set x; = 0x/du;
for i = 1, 2. The unit normal N of the graph is given by

X| X Xp

N= "2 2)

X1 X X2|

The coefficients of the first fundamental form are g;; = (x;, X;) and the second fundamental
form has coefficients #;; = —(N;, X;), where N; = 0N/du;. The mean curvature is

1 y
_ ijp..
H=33% g"hij,
L]
where g'/ denotes the elements of the matrix inverse to g. Setting u; = us = 0 we get
g g g g

1
H= E(fn((), 0) + f22(0,0)). 3

In order to calculate AH we use the Christoffel symbols
1
T = 5 > 8" Ogin/du; + gjn/dui — g [dun).
h

The covariant derivatives of H are

oH
ViH=H=_ " 4)
814,'
v,-v,-HzH,»j—ZrﬁHk. 5)
k
The Laplacian of H can be written as
AH = Zg"/v,-ij. (6)

i,j

After substituting (2)—(3) into (6) we get the following equality at the origin:
1
AH = S(AAf) - 2H(12H? — 8K)), )

where K is the Gaussian curvature,

K — det(hij)

_ 2
= detlg) = f11(0,0) /22(0, 0) — f15(0, 0). ®)

3. Asymptotics of the convolution

In this section we consider a bounded domain C in R with a smooth boundary C. We study the
connection between local geometric properties of dC and analytic properties of the convolution

M) = (xc * pua)(@), 1R, )
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when ¢ — 0 at points r with distance of order O () from dC. Here xc is the characteristic function
of C, pa(r) = p(|r|?/12*)/(t%)3. The function p : (0,00) — [0, o0) is smooth, has compact
support (or is exponentially decreasing) and is normalized by fR3 p1(r)dr = 1.

We choose an arbitrary point p € dC. N denotes the internal (with respect to C) unit normal to
dC in p. The velocity of a geometric flow in the normal direction is denoted by v € R. After a short
time period ¢ the point p moving with normal velocity v would reach the point ro 4+ O(z%), where
ro = p + Nvt. We will consider the asymptotics of M(r) for t+ — 0 at the point ro. The scaling
t1/% in the kernel 0;174 1 chosen to obtain the term including velocity v of the same order 13/4 as the
term with the Willmore operator (AH + 2H (H? — K)) in the expansion of M (rg) for t — 0. By
choosing the classical scaling ¢!/? one gets the expansion of M where the velocity v and the mean
curvature H appear both in the term of order ¢!/2. This expansion is used for computing various
types of curvature flows we mentioned in the Introduction.

It is convenient for calculations below to choose Cartesian coordinates (x, y, z) so that the origin
is situated at rp and the Oz-axis has the direction parallel to the normal N. Coordinates of the
boundary point p become (0, 0, —vr). Consider a cylinder S(g) = {(x, y,z) € R3; x?+ y? < &2}
and a ball B(g) = {(x, y,z) € R} x? + y> 4 z2 < £%}. If 3C is smooth, it can be represented as
a graph of a smooth function locally in some neighborhood of p. More precisely, in our case there
exists a small # > 0 such that

9C NS(wt) N BQRut) = {(x,y, —vt + f(x,y)) : (x,y,0) € S(vt)}

where f : R? — R is a smooth function and f(0,0)=0,Vf£(,0) =0.

THEOREM 1 Let 9C be smooth, p € dC and v € R. Then the convolution (9) has the following
asymptotic expansion as t — 0 at the point ro = p + Nvt:

1 Tms
M(ro) = > —t1/4TH

+t3/4;1—6[32m1v — ms(AH + 2H(H? — K)] + 0>, (10)

where H, K and AH are values of the mean curvature, the Gauss curvature and the Laplace—

Beltrami operator of the mean curvature of dC at the point p and m; = fooo i P (r2) dr.
Proof. We introduce the scaled variable T = ¢!/4. Using the normalization, rotational symmetry,
and exponential decreasing properties of p(Ir|?), M (ro) can be rewritten as follows:

M(ro) = / e ®pys(r) dr = / pyuys (r) dr
R3 C

:/ dxdy/ ppa(r)ydz+ 0™ " )
x24y2 < -

vt f(x,y)

+00 5
/ dx dyf pa(r)dz+ 0™ " )
R2 —vt+ f(x,y)

1 —vrtt f(x,y) 5
37 ‘4{2 dxdy/o pr(r)dz+ 0" ). (11)
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FIG. 1. Tllustration for the asymptotic expansion.

We make the change of variables r' = r/7 in the last integral. We also use the old notations for
Cartesian coordinates for the new variable: r’ = (x, y, z). Therefore

1 _
M(rp) = 5 /RZI(I',X, y)dxdy+ O(e™ " 2),

where

ftx,ty) .

s(mxy) 2 2, .2 3
I(t,x,y) = / p(x“+y +z°)dz with g(r,x,y)=—vt’ + .
0

The integral fRz Z(t,x,y)dxdy measures the signed weighted deviation of dC from the (x, y)
plane.

Observe that V £(0,0) = 0 and f(0, 0) = 0 implies that g(z, x, y) is in fact a smooth function
of t at t = 0. We expand Z(z, x, y) into a Taylor series with respect to t:

_ 2 2,08 1 2 2 328 2
I(t,x,y) =p(x"+y)—=0,x, )t + zpx" 4+ y)—(0,x, y)t
0T 2 ot
1 9 3 33
+ (2062 43 (0.2 ) oG+ D502, 0 )+ 0ah,
6 at 0T

We calculate derivatives of g(t, x, y) with respect to t at T = 0:

ag 1, 1,
a—T(O,x, y) = 7Y f22(0,0) + xyf12(0,0) + 7% f11(0,0),

82g 1 5 2
ﬁ(O,x,y) =3y f222(0,0) + xy° f122(0, 0)

1
+ x2yf112(0,0) + §x3f111(0, 0),
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dg 1 4 3 3202
ﬁ(o’ xX,y)= —6v+ 7 f2222(0,0) + xy” f1222(0, 0) + 2*Y f1122(0, 0)

1
+ x3yf1112(0,0) + Zx4f1111(0, 0),

and substitute these expressions into the expansion for Z(z, x, y).
The integration of Z(z, x, y) over x and y leads to

3
TTm;3 37
5 (fu +f22)+6_4[128mlv

—ms[(fo+ fi)Sfh +12f5 = 2fn ful +5£5)
—2(far2 + 2f 112 + i1 + O(°),

where all derivatives of f are calculated at the origin. Recalling (3)), (8) and (7)) leads to the statement
of the theorem:

1
M(ro) = 5 —

1 34
Mxo) = 5 — 1V amsH + 16” [32miv — ms(AH + 2H(H> — K)] + 0%, O
In order to isolate the third term in the expansion (I0)), consider another convolution
Mu(r, 1) = (XC * Pas1/4) (1), (12)

where
Parts(®) = p(Ir* /(@M @) and a € (0, 1).
The following corollary shows that a linear combination of (IZ) and (9) eliminates the first two

terms in the asymptotics.

COROLLARY 1 Let C, p, v and rg be as in Theorem[I} Then the following asymptotic expansion
holds at rg as t — O:
a((2M,(ro) — 1) —a(2ZM,(rp) — 1))

= 34 @mv + a®ms/8(AH + 2H(H? — K))) + 0/%).
(1 —a?)

Proof. Performing the asymptotic expansion of M, (¢, r) along the lines of the previous proof we
get

M, (r .
a O)—z at’’"mtm3zH + 16

347 [32m v
a

—a’ms(AH +2H(H? — K)):| + 0@,

and the statement of the corollary follows. O

Given a bounded smooth domain C we define the thresholding function @ (¢, r) at an arbitrary point
re R

O, r) = 2M,(t,r) — 1) —aM;(t,r) — 1). (13)
Take a small r and consider the sets

Cin(1) = {r € C : dist(r, 0C) > 1'/4},
Cout(t) = {r e R} \ C : dist(r, 0C) > 1'/4}.
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Since p is normalized and a € (0, 1), we have

1—a=>0 if re Ciy(1),

O, r) =
@) {@(t,r):a—l<0 if re Coult).

The next proposition states that the zero level set of @ (¢, r) inside the stripe R3 \ (Cin(®) U Cout (1))
approximates a single step of the Willmore evolution of dC with time step 7.

PROPOSITION 1 For a smooth domain C C R3 define
Ci={reR:00¢r) >0}

and

w(p) = —3’;5 [AH(p) + 2H (p)(H*(p) — K (p))]
mi
for each p € dC. Then there is t > 0 such that
IC1 = {p+v(P)IN(pP) : p € IC, v(p) = a*w(p) + Ot"/*)}. (14)

Proof. By construction (see Corollary [T)), one zero level set of @ lies O(t) close to dC, therefore
d9C) 2 {p + v(P)IN(p) : p € 3C, v(p) = a’w(p) + O(t'?)}.

Furthermore, far from dC, namely on Cj, and Coy, ® is different from zero. We just need to show
that it has no additional zero level sets in the stripe

{r e R3 : dist(r, 0C) = 0(:%), 1/4 < & < 1}.
The asymptotics of M, in this region is obtained similarly to the expansion of (I2). It reads
Mo (1, p + vi*N) = M, (1, p) + dmmyva™ 5714 4 0712,

where |
Ma(t,p) = 5 = at*amsH(p) + 2734 P miw(p) + 0@74).

Therefore

1— 2
O, p+vi*N) = 47'[m1v< a )t‘f—l/“ + 0@ + 0?61y,
a

Thus, if ® is computed inside C, then v > 0 and the lowest order term in the above expansion
would be greater than zero. This leads to positivity of @ in that region. In the case when v < 0, @ is
negative for small enough . O

In other words, we have established that for small ¢ > O,
o{r:O(t,r) 20} = {p+v(p)N(p) : p € 0C},

where

a’ms

32mq

These results motivate introducing an operator 7' (¢) acting on the family K of domains C with
smooth boundaries by

(AH(p) +2H(p)(H*(p) — K(p))) + O(t'/). (15)

v(p) = —

T(H)C={reR’:O(,r) =0
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PROPOSITION 2 Let C € K. The boundary dC; of C1 = T (¢)C is smooth for small enough values
of .

Proof. Since 0C] is the zero level set of the thresholding function @ (¢, r), it is enough to show that
VO (t,r) # 0 on it. To see this, we take small ¢ and expand the value of each component of VM,
into the power series in ¢. Since we are interested in the values of VM, on dC| we use the same
system of coordinates and the scaled variable t = r'/4 as in the proof of Theorem |1} We obtain

2rp' (% /(@t1/%))

VM, (rog) = /Rz Xc @)V p41/4(r) dr=/

- (ar'/%)5
© I/ 1'2 a211/2 -
:/ / p(||1/(45 ))dzdxdy_/ I x ) drdy+0( )
r2 Jo (ar'/%) k2
) .
= (O, 0, —ﬂ) _/ J(z,x,y)dxdy+ 0" )
atl/4 R?
where
1 g(r,x,y) d
Jwx ) =— (0’ 0500 ”2”2)) "
at Jo 0z
1
= (0.0, =p( + ")+ p( + 7 + 8T x. 7))
with

3, fEx )
+ - .

g(t,x,y) = —vt

Since g(0, x, y) = 0, we have

2
VM, (ro) = (0,0, - 2L L 0@, 1o,
at1/4
and
VO(t,rg) = 2(VM,(t,r9) —aVM(t, rp))
21
— anf0.0. =DM L h04)) 2o, o O

at1/4

The above proposition shows that for r small enough 7 (¢) acts from K to K. Therefore we can define
for the same ¢ the following operator I"(¢) acting on smooth embeddings of X'. For the embedding
f X — R3with f(¥) = dC we define I' (1) f = f1 by the shift vr along the normal N to 9C:

fi(@) = f(o) + 1N

such that @ ( f1 (o)) = 0 and therefore f1(X) = aCj.
Next we consider some finite . Taking a large m € N we have

Tm<i> K - K.
m

In the next theorem we state the convergence

B(Tm(L>C) — f(@t, X)) asm — oo,

m
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and
’”(L)fo — f(t,") asm — o0,
m

where f (¢, o) denotes the Willmore flow of X with initial data fj.

THEOREM 2 Suppose fo : ¥ — R3? is an embedding of a smooth closed two-dimensional
manifold X such that fo(X) = 9Cp is the boundary of a bounded domain Cy C R3. Assume
the existence of a smooth embedded Willmore flow f(z, o) on the time interval [0, T'] with initial
data fo. We introduce a scaling for the time variable 7 such that the coefficient in the main term in
|i is equal to 1. For k, m integer, t € (0, T], 0 € ¥ we denote by fk(t/mt, o) the approximate
solution, namely an embedding of X in R? such that fk(t/m, o) = F(t/m)(fk,l (t/m, o)) and
fo(t/m, o) = fo(o). Then fo(t/m, o) — f(t,0) as m — oo locally in ¢ € [0, T] uniformly in
oeX.

Proof. We omit the argument o in f (¢, o) and introduce the following notations. N(¢) is the normal
vector of f(¢), w(t) is the normal velocity of the Willmore flow f(¢):

w(t) = —AH@) —2H@)(H* (1) — K (1)),

and fy = f(kt/m), wp = w(kt/m), N = N(kt/m) Slrmlar variables corresponding to the
approximate solution fk(t /m, o) are denoted by fk, Wy, Nk The shift in the normal dlrectlon
between consecutlve posmons of the approximate solution is (t/m)vk, namely ka = fk +
vy (¢/ m)Nk In this sense 0y, is the velocity of the approximate solution fk

Then fort € (0, T],

t/m
fi=fo +/0 N@Ow()dr = fo+ %Nowo +0((t/m)?). (16)

The equality follows from the assumption that the solution f(¢) is smooth. According to (15]),
wo = g + O((t/m)'/?).

Therefore

fi=fi+0/m)*?). (17)
This implies

Ni =Ni + 0((t/m)*/?)
and

wy = w1 + 0((t/m)>?) = b1 + 0((r/m)'/?),

where the last equality is again due to (I5)). Now we can repeat the argument for f; considering f>
to get

2t/m N
H=fi+ / Nwt)dt = fi + %lel +0((t/m)?) = fo+ O((t/m)*1?).
t

/m
This leads to
m—1

For = Fo = — 3 Niw; — Riioy) + 0G2/m) = O((1/m)'?),
m

i=0

and the convergence follows. O
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4. Numerical implementation and examples

In this section we briefly describe the implementation of the convolution thresholding algorithm
developed above. We also present several computed examples of Willmore evolution. To see how
the method performs when the initial surface is not smooth, we use homothetic Willmore evolutions
found in [10]].

4.1  Implementation using the Fourier series

Given a bounded domain C C (0, 1)°, to approximate the Willmore evolution of 3C on ¢t €

[0, #.], we construct domains C; and corresponding surfaces dC; for time instants t; = iAf,
i=0,1,...,n, (ne = |t./At]), by the following algorithm:
1. SetCy =C.

2. Repeatfori =0,...,n, — 1:

(a) Convolution, i.e. construction of

M, (r) = (Xc; * Payar1/4)(X)

where k = 1,2 witha; = 1 and ap € (0, 1).
(b) Computing the thresholding function @ (¢, r),

O(At, 1) = 2My, (At 1) — 1) — a2 (2M,, (At, 1) — 1).
(c) Thresholding, i.e. localization of the next position of the surface as the boundary of
Ciy1={reR’:®r) = 0).

First, consider the thresholding including the approximation of the zero level set of the
thresholding function @. This step of the procedure can be performed by means of a modified
Marching Cubes algorithm [17]. It was adapted and applied to the mean curvature flow calculations
in [22] and [23].

Given an initial cubic grid {0, kg, 2hy, ..., 1}3 and a domain C; we compute the values of ® at
all grid nodes. Next, the cubes where the computed values have different signs are identified. Since
the zero level set passes through these cubes, each of them is divided into eight similar ones. Then
O is evaluated at the new nodes. This adaptive refinement procedure is repeated L times, so that the
desired space resolution ho2 ™~ is reached. The cubes of the smallest size are the only ones that are
crossed by the zero level set. Each such cube is divided into six tetrahedrons and the function ® is
interpolated linearly inside each tetrahedron using the already computed values at the vertices. The
zero level set inside each tetrahedron is approximated by one or two triangles. The union of these
triangles gives the approximation to the zero level set of ®. At the same time an adaptive spatial
discretization of the set C; 1 that is the inside of dC; is created:

Ciy1 = (U K; U UTk) UR. (18)
] X

Here K; are cubes, Ty are tetrahedrons, the unions are disjoint up to a set of measure zero and the
volume of the remaining set R satisfies

VolR < 0272,
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To compute the convolutions M,, we extend xc, periodically to the whole RR? and use Fourier
series. Numerical aspects of similar computations in the case of the mean curvature evolution have
been presented in [22} 23] and [11]].

To compute the Fourier coefficients cjx; of ¢, the following integrals have to be evaluated for
Jok,1=0,...,N:

Ciki = / expmi(jx + ky + 1z)) dx dy dz.
After substituting the decomposition @) the integration of the exponent over the cubes K; and
tetrahedrons T has to be performed. The integrals over K; are expressed as a weighted sum of
eight exponents. Furthermore, since the size of each tetrahedron is small (diam Ty < ho2~ L), the
integrals over Ty are well approximated by Gauss quadratures of order mg. Thus, the computation
of the Fourier coefficients is reduced to the evaluations of the sums
Np
Cikt = ) gm eXPQI(j i + kym +1zm)) + 0Q27"<E) + 0(272h), (19)

m=1

where the points {x,,, Y, zm}z”: | are non-uniformly spaced, and g,, are some weights. It is clear
from @) that mg; = 2 is the optimal choice. This means that it is enough to take just one Gauss
point inside each tetrahedron.

A fast algorithm to approximately evaluate sums can be found in [2]. The numerical cost
of evaluating all N3 coefficients by means of this algorithm is

O(B>N, + N3 1og(N)), (20)

where § is a constant depending on the desired accuracy. In the case f§ = 23 this accuracy is
comparable with the machine truncation error.
With ¢jy; at hand, the Fourier coefficients b](lk)l of the convolutions M,, are obtained from

@ _ 0
bjkl = CikdT gy
where rj(,'()l are the precomputed Fourier coefficients of the convolution kernel p,, 4,1/4.
The evaluation of the thresholding function ® at an arbitrary point involves backward

summation
N 2 1
Ot Y) =ar — 1 +2 (b}k} - azbj(.,j) exp(—27i(j, k, 1) - 1).
.k 1=0

To avoid a cost of N3 operations for each evaluation, an accurate interpolation procedure described
in [2]) is used. We first evaluate the sums on the uniform grid by computing the fast Fourier transform.
Then the value of ® at an arbitrary point is interpolated by means of central B-splines of order 8.
The cost of one such interpolation is O (8%) operations.

4.2 Computed examples
The results presented here were obtained using the exponential convolution kernel

p(x) = 3 exp(—x), @21

pantys(F) = (/A1) 32 exp(— 3A_:> 22)
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The main parameter of the computational procedure is the time step At. It is adapted to the geometry
of the evolving surface. Values of other parameters, i.e. the maximal level of grid refinement L
and the number of the Fourier modes follow from the balance of approximation errors. Consider a
smooth initial surface depicted in Figure 2] The value of Az has to scale the essential support of
the convolution kernel so that all geometrical features of the surface are resolved. The kernel 21
has more than 99.95% of its mass inside the ball of radius 3Ar'/4. Since the minimal curvature
radius of the initial surface is about 0.05, the time step has to be chosen to be At = 10~8. This
way the surface inside the support of the convolution kernel can be represented as a graph, and the
asymptotic expansion in Theorem|[T]is valid. In these settings we choose the size of the smallest grid
cell to be 1/256, and the exponential decay of the Fourier coefficients of the kernel suggests taking
N = 128. A nearly optimal complexity of the computational procedure makes it possible to run the
simulation of this example on a rather modest PC. On a SPARC 333 Mhz CPU with 512 MB RAM
the computation of one time step took about 20 seconds.

FIG. 2. Evolution of a non-convex surface: time step is 10*8, step numbers 0, 80, 480 and 1080.

We now turn to non-smooth initial data. As a test example we consider a Willmore flow
originating from a sharp cone described in [10]. The cone evolves self-similarly as f(f,x) =
fi(x) - Cst'/*, where f,(x) is a time independent embedding, and C; is a shape dependent constant.
We take a sharp cone with angle o as an initial surface and compute the Willmore evolution by
the method of the present paper. In Figure [3| we compare the cross-section of the evolving surface
taken after 10 time steps with the self-similar solution obtained by solving numerically a system
of ODE:s for fi(x) (see [10]]). We observe a good agreement of the results. Furthermore, the self-
similar Willmore evolution implies that the coordinate of the vertex of the cone r,(¢) changes in
time according to the following simple law:

ro(t) = Cot'/4,

where C,, is a constant depending only on the angle «. We point out that the velocity at time t = 0
is infinite. In Figure 4 we present the comparison of the vertex coordinate position by this law with
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FIG. 3. Calculated cross-section of the cone after a time interval T = 1.6 - 10~ of the Willmore evolution (dots). Time step
is 1.6 - 10~7. The continuous line is the corresponding solution of the system of ODEs found in [[10].
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Time

2.5-10°

FIG. 4. The coordinate of the vertex of the cone: time step is 1.6 - 10*7, step numbers O, ..., 15 and 5i,i = 4,5,6,...20.
The continuous line is the graph of the function 2.33x1/4,
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FIG. 5. The evolution of a pyramid: time step is 1078, step numbers 0, 10, 110 and 610.

computation by our convolution thresholding method. The good agreement of results in this case
indicates that the violation of the smoothness requirements for convolution thresholding at the initial
time step does not spoil the approximation in the long run.

Another example of Willmore evolution of an initially non-smooth surface is depicted in

Figure[5]
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