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On a free boundary problem modelling inductive-heating processes
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We study a free boundary problem describing a melting process by using induction heating. The
mathematical model in one space dimension consists of a coupled parabolic system in each phase
along with a nonequilibrium kinetic condition on the interface. By applying an energy estimate and
Campanato type estimates, it is shown that the problem has a unique classical solution globally.
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1. Introduction

Superheating is a phenomenon in which the temperature in a solid phase is higher than the melting
temperature. This phenomenon is common when a microwave or an induction heating method
is used during a melting process. The classical interface conditions (Stefan conditions) have to
be modified in order to model this phenomenon. In this paper we study a melting process for
highly conductive materials by using an induction heating method with possible superheating in
the process.

To derive the mathematical model, we recall Maxwell’s equations for an electric field E(x, 7)
and a magnetic field H(x, r) in R ([11} [16])):

eE,+0cE=V xH, uH;+VxE=0,

where ¢ is the electric permittivity, n the magnetic permeability and o the electric conductivity,
which may depend on temperature. Here a bold letter represents a vector or vector function in R3.

Since the targeted material is highly conductive, the eddy currents, J(x,?) := oE(x, 1), are
much stronger than the displacement currents, ¢E;. It is a common approximation for induction
heating modelling ([[16]]) that one can neglect the displacement currents by simply setting ¢ = 0.
Hence, Maxwell’s equations become a single system for H(x, 7):

uH; +V x [pV xH] =0,
where p := 1/0 represents the resistivity of the material which may depend on temperature as well
as on space and time variables.

The local density of Joule’s heat produced by eddy currents equals ([[15. [16])

E-J=p|V xH>
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For simplicity, the heat convection is neglected here. By Fourier’s law and the conservation of
energy, we see that the temperature, denoted by u, satisfies

u; — V[kVu] = p|V x HJ?,

where k represents the thermal conductivity and the other physical constants such as the material
density and specific heat are assumed to be constants.

The above coupled system for H and u has been studied by many researchers in the engineering
sciences (see [15, [16] and the references therein). Despite the importance of the model in
applications, many mathematical issues are still open due to the complicated nonlinear coupling
and degeneracy of the system for H(x, #). Some progress has been made during the past few years.
The author [24]] proved the global existence of a weak solution in R under the assumption that p (1)
is bounded with a positive lower bound (see also [3] for a similar result). The regularity of weak
solutions is studied in [25]. In [24]] (see also [[1O]), by deriving a De Giorgi—Nash type estimate
for the steady-state system of the magnetic field, classical solvability is established for the coupled
steady-state system for u(x) and H(x).

The problem, however, becomes much more difficult when a phase-change occurs in the system.
Some industrial problems can be reduced to or approximated by the one-dimensional case ([[16]).
For example, assume that an electric field is restricted along the z-direction and its value depends
only on x, i.e., E(x,7) = {0,0,e(x,)}. Then the magnetic field must be in the y-direction,
H(x,t) = {0, h(x, t), 0}. The system for H becomes the following equation:

A 0] ot )8h 0
- — x,t,u)— | = 0.
T ax P ax

Since the spatial dimension is equal to one, we may assume that the interface between the liquid
and solid materials can be expressed by x = s(¢), t > 0. The classical Stefan condition at the
interface is given by

u(s(@)—, t) =u(s@)+,t) =m, Ls'(t) = —kiu(s@t)—, 1) + kouy(s(t)+, 1),

where m is the melting temperature, L is the latent heat, and the constants k; and kp represent
thermal conductivities in the solid and liquid, respectively. Here we denote by f(s—) and f(s+)
the left- and right-hand limit of a function f(x) as x — s.

Because of the internal heat source produced by electromagnetic waves, the superheating
phenomenon may occur. This leads to a nonequilibrium state at the interface, and the interface
is unstable and unrealistic. Moreover, a mushy region may occur. In this paper, however, we
only consider the classical case and assume that no mushy region occurs (see [29] for a different
model). In order to stabilize the interface, several different theories have been proposed (see [4,
21]] for examples). In this paper we use the following kinetic condition proposed in [21] from the
nonequilibrium thermodynamics:

u(s(t)—, 1) =u(s(t)+,1),
Ls'(t) = —kiux (s(1)—, 1) + koux (s(1)+, 1),
s'(t) = —g(u(s(r), 1)),

where g(u) is a known nonnegative function of u, which represents the nonequilibrium force on the
interface. The sign condition on g is to ensure that the model describes a melting process.
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Let T > 0and
Or={x,1):0<x<1,0<t<T}

The interface is denoted by
I'r={(x,t) :x=s),0<t<T}
The solid and liquid phases are denoted by
Or ={(x,1):0<x <s@®)}, Q}':{(x,t):s(t) <x<1,0<t<T}.

Now we assume that the electric fields in the z-axis direction, denoted by f1(¢) and f>(t), are applied
on the fixed boundaries x = 0 and x = 1, respectively. From the relation between the electric and
magnetic fields (Maxwell’s first equation with ¢ = 0), we see that

phe(0,1) = f1(1),  phe(1,1) = f2(1).

For the temperature u(x, t), we assume that there is no heat exchange across the fixed boundary.
We summarize the above discussion to obtain the following mathematical model for a melting
process by using induction heating: Find (h(x, t), u(x, t)) and s(¢) such that

0 oh
h,—a—[p(x,t,u)—i|=0, (x,t)e Qr \IT, (1.1)
X dax
9 |: 8u:| 5
ur — —\k(x,t,u)— | =p, t,u)hy, (&, t)e Or\IT, (1.2)
0x 0x
h(s(t)—,t) = h(s(@)+, ), u(s(t)—,t) =u(s@)+,1), O0<t<T, (1.3)
prhy(s(t)—, 1) = pphx(s(®+,1), O0<r<T, (1.9
Ls'(t) = —kju, (s(t)—, t) + kou (s()+,1), s0)=s9, O<t<T, (1.5)
s'(t) = —gu(s@),), O0<t<T, (1.6)
10,1, u(0,t))h,(0,8) = f1(#), O<t<T, (1.7
oL t,u(l,t)he(1,8) = fo(t), O0<t<T, (1.8)
uy(0,) =u,(1,t) =0, O0<t<T, (1.9)
h(x,0) = ho(x), u(x,0)=uplx), O0<x<l, (1.10)

where sg € (0, 1); f1(¢), f>(t) are prescribed electric fields on the fixed boundary; ug(x) and hg(x)
represent the initial temperature and initial magnetic field; and

ki(x,t,u) i (v, 1) € O,
| ket w) if (x, 1) € OF,

and

p1(x,t,u) if (x,1) € Qr,

pun I = :Pz(x, tu) if (v, € 0F,

During the past several decades, various free boundary problems have been studied by many
authors (see the monographs and conference proceedings [14,[18L[17]] for examples). Several authors
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have studied the superheating and supercooling phenomena (see [7} 18, 22] etc.). For the Stefan
problem with a kinetic condition at the free boundary, the global existence and uniqueness in one
space dimension were established in [21} 23] with g(#) = —u. The asymptotic behavior of the free
boundary was obtained in [6]]. Bossavit [2] studied the numerical solution for the model problem
associated with classical Stefan conditions on the free boundary. By assuming the magnetic field to
be time-harmonic in three space dimensions, the author [29]] studied a phase-change problem for
a melting process using induction heating. A global weak solution for the phase-change problem
is established in [29]. Recently, the author of [28] studied a free boundary problem arising in a
microwave heating modelling, where a kinetic condition was used in the model. The general case in
R3 was studied in [[13] where an enthalpy weak form is used to model the process.

In the present paper we study the phase-change problem (1.1)—(1.10). One of the major
difficulties for this problem is that the nonlinear term ph)% in (1.2) only belongs to the L'-space
even without the phase-change. By using a similar idea to that developed in [5 28] we are able to
prove the global solvability for the problem (1.1)—(1.10). One of the key steps in the proof is the
L?"theory developed in [30]]. Another technique from [1] also plays an important role in the proof
of the existence theorem.

This paper is organized as follows. In Section 2, we study the coupled parabolic system when an
interface x = s(¢) is fixed in a suitable space. The existence of a unique weak solution is established.
Moreover, various a priori estimates are derived. These estimates have a precise dependence upon
the smoothness of the interface. In Section 3, we use those estimates obtained in Section 2 and
Schauder’s fixed-point theorem to prove the existence of a solution for the free boundary problem
(1.1)—(1.10). The uniqueness is also proved.

2. A coupled system with discontinuous coefficients

In this section we study the coupled parabolic system (1.1)—(1.2) subject to appropriate initial-
boundary conditions and interface conditions when an interface x = s(¢) is fixed. We will show that
the problem has a unique weak solution. Moreover, we derive various a priori estimates which have
a precise dependence upon the smoothness of the interface x = s(#). Those estimates are crucial in
order to prove the existence of a solution for the original free boundary problem in Section 3.

Without loss of generality, we assume L = 1 in (1.5). It is clear that the interface conditions
(1.3), (1.5)—(1.6) for u(x, t) are equivalent to the following:

u@s@)—, 1) =u(s@®)+,1, 0<t<T,
—kiux(s(t)—, 1) + kouy (s(t)+, 1) = —gu(s(®), 1), O0<t<T,
s'(t) = —gu(s(t),1), O0<t<T.
Throughout this section, we assume that s € C 1[0, T] is fixed. Moreover, s(0) = 59, 0 < s(t) < 1,

0 <t < T.Let I'T be defined as in Section 1.
Consider the following problem:

B oh

hz_a_[ﬁ’(x,t,u)_:| =0, x,neQr\Ir, 2.
X 0x
9 [ 3u] 2

Ur — — k(-xytyu)_ =p(x,t,u)hx, (x,1) € QT\FT’ (22)
ox 0x

his@®)—,t) =h(s@®)+,1), uls@t)—,t) =uls@®)+,t), O0<t<T, (2.3)
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o1hy(s(t)—, 1) = pohy(s(@®)+,1), O0<t<T, 2.4
—kiuy(s(t)—, 1) + koux(s(@®)+,1) = —g(u(s(?),t)), O0<t<T, 2.5)
010, 2, u(0,t))h,(0,2) = f1(t), O<t<T, (2.6)
oL, t,u(l,)h (1, ) = fo(t), O<t<T, 2.7
uy(0,1) =u,(1,1) =0, O0<t<T, (2.8)
h(x,0) = ho(x), ulx,0) =uplx), O<x<l. 2.9)

Even without free boundary involved in (2.1)—(2.9), it is still a challenge to prove the global
existence of a weak solution for (2.1)—(2.9) because of the nonlinear term p(x, t, u)hﬁ in (2.2), the
jump condition on the interface in (2.5) and the discontinuous coefficients k and p in (2.1)—(2.2).
We use the ideas from [3]], [24] and [29]] to establish the global existence of a unique weak solution.

We introduce the following assumptions:

H(Q2.1): p(x,t,u), k(x,t, u) are measurable with respect to (x, t) and continuous with respect to u
and there exist constants ag and a; such that

0<ap<plx,t,u),k(x,t,u) <ay forae. (x,t,u) € Or xR.
H(2.2): g € C'(R) is nonnegative and there exists a constant G such that
Ig'(s)| < Go, seR.

H2.3): fi, f» € H'(0, T) and ug, hg € WH2(0, 1).

We point out that the assumption on g is stronger than that of [21] due to our method used in this
paper. The nonnegativity of g(s) is purely to ensure s'(r) < 0, a melting process. It will be seen
from the proof of the main result given below that g can be chosen to be of a general form (see
Remark 3.1 below).

The main result of this section is the following theorem.

THEOREM 2.1 Under the assumptions H(2.1)—(2.3) the problem (2.1)—(2.9) has a weak solution
(h, u) with

h e L*0,T; H(0, ) N C***(Qr), ue L*0,T; H'(0,1)) N C**'*(Qr)

for some o € (0, 1). Moreover, the following estimates hold:

1 T 1
sup /[h2+u2]dx+/ [[h§+u§]dxdt<cl, (2.10)
0<r<r Jo o Jo
Il caargry + Ul cacrgry < Cas (2.11)

where C and C; depend only on the known data, but are independent of the bound of [|s||¢1[o,77-

Proof. We use Schauder’s fixed-point theorem to prove the global existence. Let
K ={veCPPRQr): Ivlcpsrip,, < Kol

where the constants Kg and 8 € (0, 1) will be determined later.
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For any v € K, we solve the following parabolic problem:

ad [ Bh]
hy ——|pk,t,v)— =0, (x,1) € Qr, 2.11)
0x 0x
0100, £,v(0,1))h,(0,8) = f1(t), O<t<T, (2.12)
o2, t, v, ))he(1,8) = (1), O0<t<T, (2.13)
h(x,0)=ho(x), O<x <. (2.14)

It is known from [12] that the problem (2.11)—(2.14) has a unique weak solution h €
L2(0, T; H'(0, 1)) nC¥4/2(Q7) for some a1 € (0, 1). Note that the weak solution £ satisfies the
interface conditions (2.3)—(2.4) automatically in the weak sense. Moreover, there exist constants C
and C; such that

1 T rl
sup f |h|2dx+f f hel?dxdr < C1, o bl ey < Cos
0T JO 0o Jo

where Cy and C> depend only on ag, @i, the upper bound of 7', || fill g1o.7)> /2l g1 0.7)> and
l20llce1 0,17, but are independent of the bound on Ky, 8, and the smoothness of s(z).
Next we consider the following parabolic problem:

up — [kCe, t, Wyl = p(x, 1, v(x, )2, (x,1) € Or \ I'r, (2.15)
ue(0,t) =u,(1,t) =0, O0<t<T, (2.16)
u(st)y—,t) =uls@®)+,1), 0<t<T, 2.17)
kiuy(s(t)—, 1) —kouy(s(®)+,1) = gu(s(®),1)), 0<t<T, (2.18)
u(x,0 =ugx), O<x<l. (2.19)

First of all, we use a technique from [25] employing the Dirac-delta function to absorb the
interface conditions into the equation. Since phi € LY(Qr), it is easy to see that the problem
(2.15)—(2.19) is equivalent to the following problem in the weak sense, as long as the weak solution
is continuous in Q7:

ur — [k(x, t, Wuyly + gu(x, 1))5(x —s()) = p(x, t, v(x, t))h)% in Or, (2.20)
u(0,0) =uy(1,1) =0, O0<t<T, (2.21)
ulx,0) =uplx), 0O0<x<l, (2.22)

where §(x — 5(¢)) is the Dirac-delta function with mass concentrated at x = s(¢).

To obtain a weak solution with desired regularity for (2.20)—(2.22) we have to make a suitable
substitution in order to handle the nonlinear term on the right-hand side of (2.20).

We introduce

w(x, 1) = ulx, 1) +h(x,0*/2,  (x,1) € Or. (223)
By using (2.11) we see that (2.20) is equivalent to the following equation in the weak sense:

wy — [kQx, 1, w)wy ]y + gu)d(x —s(1)) = [(p — k)hhy],  in Q7. (2.24)
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Moreover,
_ h(0,0) f1() _ h(,0) o)
wy (0, 1) = PTOERETNDL we(l, 1) = PTRRTL 0<t<T, (2.25)
w(x, 0) = up(x) + ho(x)?/2, 0<x <1, (2.26)

where u(x, 1) = w(x, t) — h(x, £)%/2 in (2.25).
Note that for one space dimension the Dirac-delta function can be expressed by the derivative
of the Heaviside function in the sense of distributions:

gu(x,1)8(x —s(1) = gulx, )H[HKx —s(®)]x inQr,

where H (x) is the classical Heaviside function.
Now we can rewrite the singular term in the weak sense:

0H (x — s(t)) 0 ’
gu(x, t))a— = —[gux,))HKx —s@))] — H(x — s(2))g (u(x, 1))uy
X dx
0
= a[g(u(x, D)H(x —s(t)] — H(x —s()g' (u(x, 1)) [wy — hhy].

Since g’(u) is uniformly bounded, we see from the theory of parabolic equations ([[12]) that the
problem (2.24)—(2.26) has a unique weak solution w € L?(0, T; H'(0, 1)). Moreover, from the
estimate for A (x, t) and H(2.1) we see that

H h(0,1) f1(1)
o1

h(l,1) f2(2)
02

< C7
L%°(0,T)

|

L>(0,T)

I := H(x — s(t))g' (u)hh, € L2(Q7) by H(2.2) and

/f |1|2dxdt<c// h2dxdr < C,
or or

where C depends only on the known data, but is independent of K¢ and the smoothness of s(z). It
follows from regularity theory (Theorem 7.1 in [12]) that w € C @2.22/2( Q1) for some a» € (0, 1).
Moreover, there exists a constant C3 such that

lwllcararrzg,y < Cs, (2.27)

where C3 is independent of 8, K¢, and the smoothness of s(¢).
Define a mapping M from K into K as follows:

M:ve K u:=M[v],

where u(x,t) = w(x, t) — %h(x, 1)? for (x, 1) € Qr and w is the weak solution of (2.24)—(2.26).
It is clear that the mapping M is well-defined. From the estimates (2.15) and (2.27), we see that

||u||ca,a/2(QT) < Cy,

where o = min{o1, o2} and C4 depends only on C3, C3.
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We choose Ko = C4 and B € (0, ). Then M maps K into K. The proof of the continuity of M
from K into K is a simpler case of that for the mapping M defined in Section 3. Hence we skip this
step here. Since the embedding from C%*/2(Qr) into C#P/2(Q7r) is compact for any 0 < 8 < «a,
it follows that M is compact and continuous from K into K. By Schauder’s fixed-point theorem,
M has a fixed point. This fixed point along with the weak solution /4 form a weak solution of the
problem (2.1)—(2.9). |

By using classical regularity theory, we can easily obtain more regularity for the solution of the
problem, provided that the known data have more regularity.
Consider the following assumption:
HQ2.4): (a) pi, ki € CITe*1+(0r x R).
(b) f1. fo € C1H0, T1, ug € W20, 1) N C*210, 50] N C*F[s0, 1].
Moreover, the following consistency condition holds:

kiug(so—) — kaug(so+) = guo(s0))-

THEOREM 2.2 Under the assumptions H(2.1)—I_—I(2.4) the problem (2.1)—(2.9) a unique
classical solution h,u € C2+“’1+°‘/2(QJT[) N C%*/2(Qr). Moreover, h, and u, are continuous
up to the interface x = s(¢) on [0, T']. Furthermore, there exist constants Cs and Cg such that

1nxllLoocory + lluxllLoor) < Cs, (2.28)
T s(t) 1

/ { f W2, +h% ]dx + / [, + hﬁx]dx} dt < Cg, (2.29)
0 0 s(t)

where Cs and Ce depend on the known data and [|s {119, 79

Proof. Since s € C 110, T, we know from [9] that u, and A, are continuous up to the interface
x = s(t). The regularity theory for parabolic equations implies that 4 and u satisfy the equation in
the classical sense in Q7 \ I'r. Moreover, A, and u, are bounded ([9]). The energy method (see [26]])
yields the second estimate. Finally, since the solution is classical, the uniqueness follows easily. [

3. The free boundary problem

We again use Schauder’s fixed-point theorem to prove the existence of a solution for the problem
(1.1)—(1.10).

Let 6 > O be a small constant and 8 € (0, «/2), where « is the Holder exponent in Theorem
2.2. Let

Ki={s€C'™P[0,T]:5(0) =50, 8 <s5(t) <18, lIslcreppo.ry < Lo}

where L is a constant to be determined later. The constant Ly depends only on the upper bound
of T.

For each fixed s € K1, we solve the system (2.1)—(2.9) to obtain a unique solution (%, u) from
Theorems 2.1 and 2.2. Define a mapping M from K into C I+e/2[0) T as follows:

t
M :s € K| — s*(t) = Mi[s](t) := s —/ glu(s(z), 7)) dr,
0

where u is the solution of (2.1)—(2.9) corresponding to s.



INDUCTIVE-HEATING PROCESSES 369

It is clear from Theorem 2.2 that the mapping M is well-defined. Moreover, a fixed point of M}
along with the solution (%, u) for (2.1)—(2.9) form a solution to the original free boundary problem
(1.1)—(1.10).

LEMMA 3.1 Under the assumptions H(2.1)-H(2.4) the mapping M| is from K into K on [0, Tp]
for some Ty > 0, provided that L is chosen properly.

Proof. From the definition of s* and Holder continuity of u, we have
(™) (0] = lg(u(x, )| < Golu(x, 1) — uo(x)| + |g(uo(x))| < G1,
where G1 = 2GoC3 + maxy¢[o,1] |g(uo(x))|. Moreover, we see that for any #1, 1> € [0, T,
() (1) = (5" (1) < Golu(x, 1) — u(x, )] < GoCslt — 12|,
Furthermore, from the definition of s* there exists a number Ty > 0 such that
0<8<s*t)<1=6, tel0, Tl

It follows that M| maps K into C11A[0, To]. Moreover, the image of K1, M1(K1), is a subset of K
if we choose Lo = G1[1 + C3Tg/> P14+ 1.

Since B < «/2 and the embedding from C1+9/2[0, T] into C11A[0, T is compact, we see
that M is pre-compact if M| is continuous. O

To apply Schauder’s fixed-point theorem, we only need to show that M is continuous from K
into K. This is the most complicated step.

LEMMA 3.2 Under the assumptions H(2.1)-H(2.4) the mapping M; is continuous from K;
into K.

Proof. Fix any sequence s, € K| with s, — s in Ct8[0, T]. We denote by (hp, u,) and (h, u),
respectively, the solutions of (2.1)—(2.9) from Theorem 2.1, corresponding to x = s, and x = s. Let
sy = Mi[sn] and s* = M[s].

From Theorem 2.1, we know that the estimates (2.10)—(2.11) in Theorem 2.1 hold uniformly for
(hy, uy,). Moreover, since

||5n||cl+ﬁ[o,T] < Ko, ||S||Cl+ﬁ[o,T] < Ko,

it follows that the estimates (2.28)—(2.29) in Theorem 2.2 also hold for (k,,, u,) and (h, u).
Now we use a transformation similar to the one employed in [1]]. Let

v [0,1] x[6,1 =48] — [—1,1]

be a function such that

(1) ¥ € C3([0,1] x [8,1 — 8]) and | DY | < dy for all multi-indices y = (y1, y») with |y| :=
[yil + ly2l <35
(i) ¥(0,s) =0, ¥ (1,5) =1, ¥(s,s) =0, forall s € [5, 1 — &];
(i) Yr(s,s) = 1/2, Yu(x,s) = di > 0, forall (x,s) € [0, 1] x [8, 1 — 8],

where dj and d; are constants.
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Leté =y (x,5(t),0<t <Tand Q} = (—1,1) x (0, T]. We use (&, t) as new variables and
set I(E,1) =h(x,t),v(&,t) = u(x,t). Itis clear that

he =T + IeWss’s  hy = IeWn,  hax = lee (W) + TeYra.

Similarly, one can calculate v;, ve and vgg.
Let
ST=(1,0x(0,T], 8§ =(0,1) x0TI

A direct calculation shows that I (&, #) and v(&, 1) satisfy the following equations:

I — %[m w1y = 1§, 1, 1v,s),  (6,1) €S, (3.1)
I — %[pz(x, LYl = L€ 1,1 v,s), (5,1 € ST, (3.2)
v — %[kl(x,t, WyvelYe = 5.1, 1,v,5), (5. 1)eS, (3.3)
v — %[kg(x, L Yve Yy = JaE 1, 1, s),  (§,1) € ST, (3.4)
where
Nt 1,v,8) = —Ys' I, DE 1, 1,0, 8) = —Ys' I,

JE 11, s) = o1l )? — Yss've,  Ja(E 1, 1, v, 5) i= palls e > — Yrys’ve.

On the interface £ = 0,0 <t < T,

h(0—, 1) = h(0+,1), (3.5)
p1(0—, 7, v(0, 1))he (0—, 1) = p2(0+, £, v(0, 1)) he (0+, 1), (3.6)
v(0—, 1) = v(0+,1), (3.7
0,1
10,1, 000, )0 0=, 1) = ka0, 1,000, 1) (04, 1) = SR, (3:8)
X
We also introduce the same transformation & = ¥ (x, s,(¢)) corresponding to the solution

(hy, Uy, s,) and define

In(é’t)zhn(-x’t)s vn(sst)zl'tn(xvt)s (x9t)€ QT'

Then I, (&, t) and v, (§, ¢) satisfy the same set of equations and the boundary conditions as do I (&, 1)
and v(&, 1) in ST.
Set

PED=1END—LED, UED=vED—uED, (ED)eS™

Then a direct calculation shows that P (&, t) satisfies the following equation in the weak sense:

d N
P = gglerte o)y Pele = Ji = Jin + Ry in 5, (39
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P - %[pz(x, LY Pe Yy =Ty — Jyn+ Ry in ST, (3.10)
where
Ry = %{[m (6, 1,100 — 9106, 1, ) Wi 5+ %[mwnxlng](wx — Yo,
Ry = %{[pz(x, £ e — 0205, 1, ) Une e Vs + %[mwxlﬂg]m — Y.

Similarly, we can derive the equations for U (£, ¢) in S*.
Since Yy, Vs, Ynxs Vs, Ie, Ing, s, s), are uniformly bounded, from the equations for P (x, 1)
and U (x, t) and the estimates (2.28)—(2.29) we can derive the following energy estimates:

1 T 1 T 1
/|P|2ds+f / |Ps|2d5dr<5/ /[|P5|2+|Ug|2]dsdr
—1 0 —1 0 —1

T 1 T
+ C(B)/ / [P?+ U?ldedr + C((S)/ s/ () — s'(1)|? dt,
0 —1 0

1 T 1 T 1
/|U|2ds+/ / |Us|2dsdr<a/ f[IPs|2+|Us|2]d$dt
—1 0 —1 0 —1

T 1 T
+ C(S)/ / [P+ U?dedr + C(a)/ s/ () — s’ (t)|? dt,
0 —1 0

where § > 0 is a small parameter.
Since T in the above estimates can be replaced by any T* € (0, T], by first choosing &
sufficiently small and then using Gronwall’s inequality we obtain

1 T 1 T
/[P2+U2]ds+/ /[|P5|2+IU§|2]d§dt<C/ |5 (1) = 5, (1) de.
-1 0 J-1 0

It follows that &, — h and u, — u in L2(0, T; H'(§2)) as n — oo. )
Now we use L>*-theory (see [20]]) to show that u,, converges to u in C*%/2(Q7) as n — oo.
First of all, from L>#-theory for any i € (0, 1) (see [30]) we have

IPell 20 sy < Cllsy = s'llze.1) + 1P 20, 7:m0 1.1 + 1022007101 (<11
S C”S — SHHWI.OO(O’T).

Next we use the same technique as in Section 2 to rewrite the nonlinear term p; P;, i =1,2,in

divergence form and then introduce W (&, 1) = U (&, 1) 4+ P (&, 1)?/2. For the equation for W (£, 1),
we apply L>*-theory to obtain

IWxllp2ngzy < CUIPxllL2m sy + 1Pz, mim <11y T U200, 7: 1 (<1,1))]
< Clis = sullwieo(o,7)-

Finally, by applying parabolic interpolation we obtain
||P||cm-a/2(Q’;) + ”W”CW"/Z(Q’;,) < Clls — Sn||w'-°°(0,T)»

which approaches 0 as n — oo since s, — s in C'TA[0, T'].



372 H. M. YIN

Thus, from the definition of W we see that u,, converges to u in C @/2(Q 1), which implies that
the mapping M| is continuous from K into K. O

Now we use Lemmas 3.1-3.2 and Schauder’s fixed-point theorem to obtain the following main
result.

THEOREM 3.3 Under the assumptions H(2.1)-H(2.4) the problem (1.1)—(1.10) has a unique
classical solution in Q7 for some T > 0.

Proof. The existence follows from Schauder’s fixed-point theorem. Indeed, from Lemmas 3.1 and
3.2 the mapping M is from K into K. Moreover, since the image of K under M is a subset of
C'**/2[0, T] and the embedding from C'*%/2[0, T into C'*P[0, T] is compact when 0 < B <
a/2, it follows that M| is also compact. Schauder’s fixed-point theorem implies that M; has a
fixed point s = M|s]. This fixed point s along with (4, #) form a solution of the original problem
(1.1)—(1.10).

To show the uniqueness, we use the same argument as in Lemma 3.2. Suppose (k1, u1, s1) and
(ha, ua, s7) are two solutions of the problem (1.1)-(1.10). Let

hix,t) =hi(x,t) —hy(x,t), ulx,t)=ui(x,t) —ur(x,t), s()=s1(t)—s5(0).

By introducing the same new variables £ = 1 (x, s) as in Lemma 3.2, we can easily derive the
estimate

T
”P”LZ(O,T;H'(fl,l)) + ||U||L2(0,T;Hl(71,1)) < C/O |S{ ) — Sé(l)|2dl‘,

where P(&,1) = h(x,t) and U(&,t) = u(x, t). Using the free boundary condition (1.6) and the
Sobolev interpolation, we have

1510 — s5(0)] = [g(ur(s1.(0), 1)) — glua(s2(0), )] < CIUO, )]
1 1
<s/ IUslsz-irC(E)/ U2 de,
- -1

where ¢ is a small parameter. After choosing ¢ properly and using Gronwall’s inequality, we obtain

1
/ [IPI* +|U*1ds = 0,
—1

which yields the uniqueness. O

Now we show that the solution (h(x, t), u(x, t), s(¢)) can be extended to any interval [0, T'] for any
T > 0.

THEOREM 3.4 Under the conditions H(2.1)-(2.4), the solution (4, u, s) can be extended to any
interval [0, T'], where s(¢) = 0 if the interface x = s(¢) intersects the fixed boundary x = 0.

Proof. Suppose T > 0 is arbitrary. From the above proof, we see that the solution (%, u, s) can be
extended as long as the free boundary x = s(¢) stays away from the fixed boundary x = 0. If 5(z)
stays away from the fixed boundary x = 0 on [0, 7], then the conclusion holds from Theorem 3.3.
On the other hand, suppose x = s(t) intersects the fixed boundary x = 0, say, att = * < T.
Namely,

tligl s(t) =0,

where the existence of the limit is guaranteed by the uniform boundedness of s(¢) in C 810, ).



INDUCTIVE-HEATING PROCESSES 373

Note that
s'(H)=—gu(s@),), 0<t<t*,

is uniformly bounded on [0, t*). Moreover, & and u are Holder continuous in Q,+. It follows that
lim A(-, 1) = h(-, t*) € C*[0, 1]
t—>t*

and
lim u(-, t) =u(-, t*) € C¥[0, 1].
t—>t*

Moreover, from the regularity theory for parabolic equations, we know that A(-, t*), u(-, t*) €
CY[0, 11 N €%+ (0, 1). Now we can use h(x, t*) and u(x, t*) as new initial values and consider
the problem (1.1)—(1.2) associated with the same initial-boundary conditions in [¢*, T'] (no interface
conditions are involved). By using the same method as in Section 2, we see that this problem has a
unique solution on [¢*, T']. ]

If the coefficients in (1.1)—(1.2) are smooth, then we can obtain the smoothness of the solution.

THEOREM 3.5 Let0 < s(t) < 1 on [0, T]. Suppose all coefficients in (1.1)—(1.2) are smooth and
g € C®(R). Then & and u are smooth in QJTE ands € C*(0, T).

Proof. The idea of the proof comes from [9} [19]]. From the interface condition (1.6), we know
that s € C?**/2(0, T]. From the regularity theory for parabolic equations we see that # and u
are in C>1+/ 2(QjTE). Moreover, uy, is continuous up to the interface x = s. This implies that
s € C3T%/2(0, T). Then we use the regularity theory again to find that u,,, is continuous up to
x = s(t). By continuing this process, we see that s € C*(0, T].

REMARK 3.1 Itis easy to see that the results in this paper hold for a more general free-boundary
condition with suitable assumptions:

s'(1) = —g(s(@), u(s(r),1)), 0<r<T.
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