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Based on a general thermodynamical theory of mass and momentum, we propose and investigate
a new phase field model for small transition layers between two spatially separated phases with
intersecting free energy functions. We use a phase fraction that only depends on the ratio of the two
density components. From the phase field model we derive conditions for the sharp interface velocity
and density jumps.

The general model is motivated by and applied to the dynamics of lipid monolayers, which appear
as surfactant on the strongly expanded and compressed thin water film of lung alveoli. While the
liquid condensed ordered phase (LC) of a flat lipid monolayer is characterized by high viscosity and
limited compressibility, the liquid expanded disordered phase (LE) is dominated by diffusion and
high compressibility.

In order to perform the asymptotic transition layer analysis at moving phase boundaries, a new
nonlinear free energy interpolation model is proposed whose excess energy, in comparison to
standard linear interpolations, contains an energy hump that has to be surpassed in a permissive
transition from one phase to the other. This leads to a unique density jump condition in the case that
the ordered phase is extending, whereas in the retracting case the jump densities are not restricted.
The transition profiles and the resulting interface speed are numerically determined for a typical
example by solving a nonlinear degenerate ODE system.

In a simplified 1-dimensional situation with low Reynolds number, the approximate macroscopic
system of differential equations with moving sharp interface is numerically solved and interpreted in
application to surfactant monolayers in lung alveoli.

1. Introduction: Lipid layers as surfactant in lung alveoli

Surfactant layers on the top of the thin water film covering the interior of lung alveoli consist of
a well tuned mixture of phospholipids (with 40–80% DPPC: dipalmitoylphosphatidylcholine) and
associated proteins, whose hydrophilic and hydrophobic interactions guarantee film stability by
effectively reducing water-air surface tension even under extreme changes of alveolar surface area
and lateral pressure due to strong breathing (see [8]).

In vivo and in vitro studies have revealed that during repetitive breathing cycles, depending
on the lipid mixture, there appear more or less variable surface patches of well ordered lipid
monolayers, while the remaining surface is covered either by folded multilayer ‘islands’ or by
regions of highly disordered and compressible lipid layers. Within these three types of patches,
lipid concentration levels are relatively constant, whereas at the patch boundaries there can occur
quite steep concentration jumps (see Fig. 1).

Though the type of lipid mixture as well as interactions with embedded proteins play an
enhancing role for surface stability, we only treat the simplest case of a pure DPPC lipid monolayer.
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FIG. 1. Atomic force microscopic images of lung surfactant monolayers on an air-water surface at pressures (A) 45 nN/m
and (B) 55 nN/m. The displayed layer height (scale 5 nm) appearing as grey light level, reveals jump transitions of different
sign between mostly constant plateau values within the larger (5–10µm-sized), more circular ‘solid phase’ domains and
smaller, more fuzzy ‘liquid phase’ domains. From Ding et al. [4], Fig. 2.

FIG. 2. Phospholipid monolayer simulated by molecular
dynamics: Larger patch (10.7 nm × 311.6 nm) in the
LE+LC coexistence region (0.57 nm2/molecule) after 7.8 ns of
simulation time. (a): View from the air phase. The white circle
marks a LC domain, indicated by a hexagonal arrangement of
the terminal carbon atoms of lipid tails (bright). (b) and (c):
Side views of slices along the straight lines indicated by the
arrows. From Knecht et al. [5], Fig. 5.
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Moreover, we do not consider the process of multilayer formation by monolayer folding, but
restrict our modeling to a flat 2-dimensional situation with relatively rapid transitions at the phase
boundaries between ordered and disordered lipid monolayers.

Also 3-dimensional molecular dynamics simulations have been performed for densely packed
arrays of phospholipids at an air-water interface, where the hydrophilic heads are embedded into
the water (Knecht et al. [5]). Under certain hypotheses about the head/tail specific molecular
interactions, the authors are able to reproduce some phenomena of molecular orientation, ordering
and patch formation that resemble phase transition and, in a few cases, also phase segregation
between more ordered and less ordered states (see Fig. 2). However, the presented spatial scaling
might only indirectly be applicable to the µm-scale in the situations of Fig. 1, which rather require
suitable macroscopic continuum descriptions.

Our goal is to understand and explain the basic processes at the molecular level that lead to
macroscopic phase boundaries. For this we derive and exploit a generic phase field model for small
continuous transition layers. In the limit we obtain equations with jump discontinuities, which are
of different type in cases of an expanding or retracting ordered monolayer phase.

2. Model functions for ordered and disordered lipid monolayers

According to experimental investigations of pure DPPC monolayers on flat air-water interfaces
under controlled lateral compression, there appear two essentially different liquid phases, namely
an ordered gel-like liquid condensed phase (LC) at about 2 molecules per nm2, where the
hydrophobic lipid tails interact and induce their mutual alignment, with the hydrophilic lipid
heads being ‘anchored’ in water at a relatively constant depth, and a disordered liquid expanded
phase (LE) at about 1 molecule per nm2, where the lipid tails do not align but rather cross
each other, partially floating on the water surface, thereby diffusing together with their ‘less
anchored’ lipid heads in a gas-like manner (G), particularly at even lower concentrations (see
Fig. 3). At intermediate concentrations the disordered and ordered phases show coexistence
(LE+LC), whereas for a ‘maximal’ concentration slightly above 2 molecules per nm2 a perfectly
ordered and aligned condensed phase (C) arises, which tends to collapse into folded 3-dimensional
structures.

FIG. 3. Phase behaviour in experimental DPPC lipid monolayers on air-water interfaces. Sketch of observed relations
between lateral pressure and inverse concentration (surface area per lipid molecule). From Knecht et al. [5], Fig. 1.
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The disordered phase 1 (LE or LE+G) is characterized by a nearly constant lateral pressure, so
that a gas-like pressure state function, e.g. of the simple form (up to a constant)

p1(%) = a1 · (%
2
− %∗1

2
)+ b1 · (% − %

∗

1)− c1 (2.1)

with relatively small coefficients, is suggested. Then the corresponding free energy function (see
Section 3) can be written as

f1(%) = a1 · (% − %
∗

1)
2
+ b1 · % ·

(
ln
%

%∗1
− 1

)
+ b1 · %

∗

1 + c1 (2.2)

where c1 denotes the minimal free energy which is attained at a concentration % = %∗1 . From the
experimental diagram in Fig. 3, values of %∗1 6 1/nm2 would be realistic.

For increasing condensation the ordered phase 2 (LC or LE+LC) is characterized by a rapidly
increasing pressure tending to infinity for % = %max, with %max ∼ 2.5/nm2. This functional
dependence can be modeled as

p2(%) = a2 · % ·
%max

%max − %
+ b2 · (% − %

∗

2)− c2 (2.3)

corresponding to a free energy function

f2(%) = a2 · % · ln
%

%max − %
+ b2 · % ·

(
ln
%

%∗2
− 1

)
+ b2 · %

∗

2 + c2 (2.4)

where now c2 would denote the minimal free energy at % = %∗2 in case of lipid alignment without any
specific force interaction between the tails (a2 = 0), just as gas-like repulsion between the heads.
Therefore, in comparison to the free energy function of the disordered phase 1, with repulsion of
heads and tails, we propose basic parameter choices %∗2 > %∗1 , b2 > b1 and c2 < c1, such that
already for a1 = a2 = 0 the ordered phase 2 has a steeper free energy profile with a lower absolute
minimum attained at higher concentrations (see Fig. 4). We remark that c1 and c2 are only defined
up to a common additive constant C, which has to be chosen so that the pressure in the disordered
phase vanishes for %→ 0 (in Fig. 4 choose C = −3).
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FIG. 4. Modeled free energy functions f1 and f2 plotted over mixture density % for the disordered and ordered phases 1
and 2: (a) Left panel: Gibbs energies with parameters a1 = a2 = 0, %∗1 = 1 and %∗2 = 2.1, b1 = 1 and b2 = 5, c1 = 2 and
c2 = 1. (b) Right panel: Generalization with a1 = 0, a2 = 0.5, %∗1 = 1 and %∗2 = 3, as well as b1 = 1 and b2 = 3, c1 = 2,
c2 = −1, and %max = 2.5.
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3. Interface problem

Let us consider the local situation without boundary conditions, in which a time-space domain
Ω ⊂ R×Rn is decomposed into two domains Ω1, Ω2 separated by an interface Γ ⊂ R×Rn. For
the physical situation the space dimension is n = 2. We assume that Ω1 is occupied by a diffusive
substance with density %1 and low viscosity, and that Ω2 is occupied by an almost incompressible
substance with density %2 and high viscosity. Moreover, we assume that two strictly convex free
energies

%1 7→ f1(%1) (disordered phase), %2 7→ f2(%2) (ordered phase), (3.1)

are given (for examples see Fig. 4 and Fig. 5).
The dynamics is given by conservation of mass and momentum for the mass densities %1

and %2 defined in Ω1 and Ω2, and a velocity v defined in Ω and assumed to be continuous at
the interface Γ , since it describes the mean flow field of the fluid mixture.

Denoting by mΩ and mΩk the volume measure L1
× Ln on Ω and Ωk , and by mΓ the surface

measure L1
×H n−1 on Γ , the distributional formulation (see [1]) is given by

3.1. Conservation laws. The balance laws for the mass of the two phases are

∂t (%1mΩ1)+ div((%1v + J )mΩ1) = r1mΓ ,

∂t (%2mΩ2)+ div((%2v)mΩ2) = r2mΓ ,
(3.2)

with conserved total mass, that is, r1 + r2 = 0 for the sum of the two mass transition rates ri at the
interface. Here J is the diffusive flux of the disordered phase, for a linear diffusion model given by
J = −d̃(%1)∇%1 or, equivalently, by

J = −d(%1)∇µ1, where µ1 := f ′1(%1) (3.3)

is the chemical potential of the disordered phase. The balance law for the total momentum is

∂t (%vmΩ)+ div
(
%v ⊗ vmΩ + v ⊗ JmΩ1 +

∑
k=1,2

ΠkmΩk

)
= f mΩ , (3.4)

where % := %1 in Ω1 and % := %2 in Ω2, and where v is continuous across the interface. (Here
the splitting of the momentum flux is in accordance with general thermodynamical considerations.)
Moreover, we set

Πk
= pk Id− Sk (3.5)

with pressures pk = %kf ′k(%k)−fk(%k) and stress tensors Sk , for which we use standard constitutive
relations for fluids, namely

Sk = αk(%k) (Dv)
S
+ βk(%k) div v Id . (3.6)

Finally, f is a possible external force.
This is the complete formulation of the problem, with one exception: an additional equation

on the interface is needed. It is the purpose of this paper (see 3.2), to arrive at such constitutive
equations. Now, the equations in (3.2) are equivalent to

∂t%1 + div(%1v + J ) = 0 in Ω1 (parabolic),

∂t%2 + div(%2v) = 0 in Ω2 (hyperbolic),
(3.7)
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and the interface conditions

r1 + (%1 · (v − vΓ )+ J ) • νΩ1 = 0, r2 + %2 · (v − vΓ ) • νΩ2 = 0,

where vΓ is the velocity vector of Γ . Since r1 + r2 = 0, we obtain one interface condition

−J • ν + λ · (%1 − %2) = 0, (3.8)

where ν := νΩ1 = −νΩ2 denotes the interface normal vector and

λ := (vΓ − v) • ν (3.9)

is the speed of the interface in direction of the ordered phase relative to the normal component of
the fluid velocity. Thus the two counteracting mass transition rates are

r1 = %1λ− J • ν and r2 = −%2λ. (3.10)

Furthermore, (3.4) is equivalent to the differential equations

∂t (%1v)+ div(%1v ⊗ v + v ⊗ J +Π
1) = f in Ω1,

∂t (%2v)+ div(%2v ⊗ v +Π
2) = f in Ω2,

(3.11)

and, by using (3.8), the continuity condition

(Π1
−Π2)ν = 0 on Γ . (3.12)

To derive additional moving interface conditions we observe the following:
For λ > 0 the characteristics of the hyperbolic equation (3.7) for %2 enter the interface.

Therefore, the incoming %2-values have to be used in the boundary condition of the parabolic
equation (3.7) for %1. For λ < 0 the characteristics of (3.7) for %2 start at the interface, and therefore
the values of %2 have to be prescribed.

This implies that a consistent interface condition for the values of (λ, %1, %2) ∈ R3 on Γ consists
of one equation for λ > 0 and two equations for λ < 0.

In order to derive such conditions we present a phase field model with a small parameter ε
describing the thickness of interfacial layers. Then an asymptotic expansion of such layers leads
to an ODE system. From solvability considerations for this system we shall derive appropriate
constitutive equations on the interface. They have the following form (for the proof of (3.13) see
statement 6.5):

3.2. Constitutive equations. If, on the interface, (%1, %2) 7→ fd(%1, %2) is defined as in equation
(6.17), then the sign of λ can be computed from the values of %1 and %2 by the formula

sign λ = sign fd(%1, %2). (3.13)

Moreover, we obtain

λ = λ̂(%1, %2) for fd(%1, %2) > 0,

%2 = %̂2(%1), λ = λ̂(%1) for fd(%1, %2) < 0.
(3.14)

The identity (3.13) says that the sign of λ is determined by the tangent of the graph of f1 at %1
and the point (%2, f2(%2)) (see Fig. 5). If the point lies above the tangent, then λ is positive, that
is, the ordered phase shrinks. If it lies below the tangent, then λ is negative, and the ordered phase
grows.



TRANSITION BETWEEN LIPID MONOLAYERS 7

0 0.5 1 1.5 2 2.5 3
0

0.5

1

1.5

2

2.5

3

3.5

4

rho

f
1

f
2

FIG. 5. Convex free energy functions f1 and f2 for disordered and ordered lipid phases, respectively, plotted over mixture
density %. Also drawn is the tangent of f1 at the disordered phase density level %1. The propagation velocity λ of a sharp
interface transition from %1 to %2 has the same sign as the arrow between the tangent line and f2 at the ordered phase density
level %2.

4. Generic phase field model

We present a phase-field model for the interface problem of Section 3 based on the free energies f1
and f2 in (3.1). We construct a free energy f for the phase-field model depending on the gradient
of the phase fraction. Moreover, we start with conservation laws for mass and momentum with a
quite similar structure to that in 3.1. The main restrictions for this model are due to a free energy
inequality (see [7], [1]). This inequality ensures that the model is consistent with thermodynamics.
Independently, the phase field model could be used for numerical simulations. As mentioned above,
as an outcome we shall obtain constitutive equations at the interface (see (3.14)). They are used for
numerical simulations of the interface problem.

In the phase-field model the densities %1 and %2 live in the entire domain. Total mass and phase-
fractions are defined by

% := %1 + %2, φk = %k/% for k = 1, 2, φ := φ2. (4.1)

The general balance laws for the mass of each phase and the total momentum are

∂t%k + div(%kv + Jk) = rk, k = 1, 2,
r1 + r2 = 0,
∂t (%v)+ div(%v ⊗ v + v ⊗ (J1 + J2)+Π) = f.

(4.2)

Here Jk are the diffusive mass fluxes and rk the mass transition rates. Moreover, Π is the pressure
tensor and f an external force. The specific forms of these quantities are described below, where the
structure of Π will be a consequence of the free energy inequality. Thus, so far the fluxes in (4.2)
are arbitrary (the splitting into dynamical terms %kv, %v ⊗ v, and v ⊗ Jk , which are well known
from thermodynamics, is only done to simplify further computations). It follows that the total mass
% satisfies

∂t% + div(%v + J ) = 0, where J := J1 + J2. (4.3)
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In general, we could allow the internal free energy f depending on the densities and its spatial
derivatives, that is,

f = f̃ (%1, %2,∇%1,∇%2). (4.4)

However, in a subdomain with %2 ≈ 0 (i.e. φ ≈ 0) we want f to be approximately the internal free
energy %1 7→ f1(%1) in (3.1) of the pure disordered phase. Therefore, in this subdomain f should
be approximately independent of ∇%1. The same considerations apply to regions with %1 ≈ 0 (i.e.
φ ≈ 1). (We mention that this procedure is quite different from making a double-well potential out
of f1 and f2, where certain parts of these free energies would be ignored.)

Assuming a symmetry at this stage, the only reasonable way to realize this is to allow f to
depend only on the gradient of φ,

∇φ =
%1

(%1 + %2)2
∇%2 −

%2

(%1 + %2)2
∇%1. (4.5)

(Note that ∇φ = ∇φ2 = −∇φ1, since φ1 + φ2 = 1.) Moreover, the dependence on (%1, %2) is
equivalent to a dependence on (%, φ). Thus we arrive at the following form for the free energy:

4.1. Free energy. Consider a total free energy

ftot = ftot(%, φ, v,∇φ) = fkin + f

with kinetic free energy
fkin :=

%

2
|v|2

and internal free energy
f = f (%, φ,∇φ). (4.6)

The above splitting of ftot can be justified a posteriori by well known arguments from
thermodynamics.

We shall consider solutions (%1, %2, v) of (4.2) with certain constitutive relations for J1, J2,
and Π , which are specified later (see 4.8 and 4.9). We postulate:

4.2. Free energy inequality. With a free energy flux Ψtot and constitutive equations, which have to
be specified, the inequality

∂tftot + divΨtot 6 v • f (4.7)

has to be satisfied for all solutions (%1, %2, v) of system (4.2). We split

Ψtot = ftotv +Π
Tv + 1

2 |v|
2J + Ψ

in well known kinetic terms and a vector Ψ .

4.3. LEMMA. For the total free energy production we have

g := ∂tftot + divΨtot − v • f = ∂tf + div(f v + Ψ )+Dv •Π. (4.8)

Thus (4.7) reads g 6 0 for solutions of the system.

Proof. It is well known from fluid mechanics that for the kinetic terms

∂tfkin + div(fkinv +Π
Tv + 1

2 |v|
2J ) = v • f+Dv •Π

for solutions of (4.2). 2
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Using the notation
ḣ := ∂th+ v • ∇h for functions h (4.9)

we have by the chain rule

∂tf + div(f v) = ḟ + f div v = f ′%%̇ + f ′φ φ̇ +
∑
i

f ′∂iφ
˙∂iφ + f div v. (4.10)

From this we obtain

4.4. LEMMA. If

µ :=
δf

δφ
= f ′φ − div(f ′∇φ) (4.11)

denotes the first variation of f with respect to φ, then

g = div(Ψ + φ̇f ′∇φ)+Dv • (f Id−∇φ ⊗ f ′∇φ +Π)+ f ′%%̇ + µφ̇. (4.12)

Proof. Since
˙∂iφ = ∂i φ̇ − ∂iv • ∇φ

we obtain ∑
i

f ′∂iφ
˙∂iφ =

∑
i

f ′∂iφ∂i φ̇ −
∑
i

f ′∂iφ∂iv • ∇φ

=

∑
i

∂i(f ′∂iφ φ̇)−
(∑

i

∂if ′∂iφ

)
· φ̇ −

∑
i,j

∂ivjf ′∂iφ∂jφ

= div(φ̇f ′∇φ)− φ̇ div f ′∇φ −Dv • (∇φ ⊗ f ′∇φ).

Inserting this in (4.10) and then (4.10) into (4.8) yields the result. 2

Next we have to compute %̇ and φ̇ in (4.12).

4.5. PROPOSITION. System (4.2) of differential equations is equivalent to the following for
(%, v, φ), where φ2 = φ, φ1 = 1− φ, and r := r2:

%̇ + div J + % div v = 0,

%φ̇ + φ1 div J2 − φ2 div J1 = r,

%v̇ + divΠ +DvJ = f.

Proof. The first identity follows from (4.3) and the last one from the momentum equation in (4.2).
Moreover, from the second equation in (4.2),

r = r2 = ∂t (φ%)+ div(φ%v + J2)

= %(∂tφ + v • ∇φ)+ φ(∂t% + div(%v))+ div J2

= %φ̇ − φ div J + div J2 = %φ̇ + (1− φ) div J2 − φ div J1. 2
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Inserting this one obtains

f ′%%̇ + µφ̇ = − %f ′% div v − f ′% div J +
µ

%
(r + φ2 div J2 − φ2 div J2)

= div
(
φ2µ

%
J1 −

φ1µ

%
J2 − f ′%J

)
− %f ′% div v +

µ

%
r

+∇f ′% • J −∇

(
φ2µ

%

)
• J1 +∇

(
φ1µ

%

)
• J2,

where J = J1 + J2. Thus, using (4.12), we arrive at the final form for the free energy production:

4.6. PROPOSITION. Define chemical potentials µ1 and µ2 and a pressure p by

µ1 := f ′% −
φ2µ

%
, µ2 := f ′% +

φ1µ

%
, p := %f ′% − f.

Then the free energy production g becomes

g = div(Ψ + φ̇f ′∇φ − µ1J1 − µ2J2)+Dv • (−p Id−∇φ ⊗ f ′∇φ +Π)

+
µ

%
r +∇µ1 • J1 +∇µ2 • J2. (4.13)

4.7. REMARK. We have µk =
δf̃
δ%k

for k = 1, 2, where f̃ is defined in (4.4).

Proof. Since φ = %2/(%1 + %2), it follows that ∇φ satisfies formula (4.5), so that

f̃ (%1, %2,∇%1,∇%2) = f

(
%1 + %2,

%2

%1 + %2
,

%1

(%1 + %2)2
∇%2 −

%2

(%1 + %2)2
∇%1

)
.

From this identity one derives the result. 2

We want the production rate g to be nonpositive. The first term in (4.13) can be used to choose a
particular free energy production Ψ , and the second by specifying a particular pressure tensor Π .
The third term is dissipative.

4.8. THEOREM. Assume that the free energy flux is given by

Ψ := −φ̇f ′∇φ + µ1J1 + µ2J2

and let
Π = p Id+∇φ ⊗ f ′∇φ − S.

Then the free energy production is

g = −Dv • S +
µ

%
r +∇µ1 • J1 +∇µ2 • J2.

Moreover, the free energy inequality is satisfied if

Dv • S > 0, (4.14)
µ

%
r +

∑
k=1,2

∇µk • Jk 6 0. (4.15)
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The term −φ̇f ′∇φ in the free energy flux is well known for phase field models, and the terms
µkJk occur in diffusion systems. The representation of Π is analogous to models for a single fluid
(the ∇%-terms in the Navier–Stokes–Korteweg equation), here the gradient terms involve only ∇φ.

The standard example satisfying (4.14) is the usual stress tensor S = α (Dv)S+ β div v Id for
viscous fluids, where the Lamé coefficients are allowed to depend on % and φ with α > 0 and
(1/n)α + β > 0. Thus it remains to study inequality (4.15).

The first term in (4.15) has the usual structure as for a reaction equation, and the second term
is common for diffusion systems. Therefore, to ensure that (4.15) holds, one could try to satisfy the
two inequalities (µ/%)r 6 0 and

∑
k=1,2 ∇µk•Jk 6 0. However, in our case both terms are strongly

coupled due to the form of the chemical potentials µ1 and µ2. Using this structure we obtain

4.9. PROPOSITION. Define K := φ1J2 − φ2J1. Then with J = J1 + J2 we obtain

J1 = φ1J −K, J2 = φ2J +K,

and inequality (4.15) is equivalent to

µ

%
(r −∇φ • J )+∇f ′% • J +∇

(
µ

%

)
•K 6 0. (4.16)

Proof. Using the definition of µ1 and µ2 in 4.6 with µ defined in (4.11) one gets

∇µ1 • J1 +∇µ2 • J2 = (φ1∇µ1 + φ2∇µ2) • J +∇(µ2 − µ1) •K

=

(
φ1∇

(
f ′% −

φ2

%
µ

)
+ φ2∇

(
f ′% +

φ1

%
µ

))
• J +∇

(
µ

%

)
•K

and

φ1∇

(
f ′% −

φ2

%
µ

)
+ φ2∇

(
f ′% +

φ1

%
µ

)
= ∇f ′% −

φ1µ

%
∇φ2 +

φ2µ

%
∇φ1

= ∇f ′% −

(
φ1µ

%
+
φ2µ

%

)
∇φ = ∇f ′% −

µ

%
∇φ. 2

Now, we can treat the terms in (4.16) as independent terms. The simplest case for K , provided K
is nontrivial, is to be a negative multiple of ∇(µ/%). Since µ, by (4.11), is a second order operator
in φ, this would imply that the mass equations (in Proposition 4.5) would be of fourth order in φ (as
for the Cahn–Hilliard equation). Thus, only the case K = 0 leads to second order equations, which
is the model we consider in this paper. Assuming K = 0 means that the diffusive fluxes Jk = φkJ
are just the phase fractions of one common flux J .

4.10. General system. Assume K = 0. Then the system of conservation laws (4.2) to solve is

∂t% + div(%v + J ) = 0,
∂t (φ%)+ div(φ%v + φJ ) = r,
∂t (%v)+ div(%v ⊗ v + v ⊗ J +Π) = f

with r = r2 and Π = p Id+∇φ ⊗ f ′∇φ − S. This system is equivalent to (using the notation in
(4.9))

%̇ + % div v + div J = 0,

%φ̇ = r −∇φ • J,

%v̇ + div(p Id+∇φ ⊗ f ′∇φ − S)+DvJ = f.
(4.17)
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In order to satisfy the free energy inequality, we are left with the first two terms in (4.16). The
second term will be nonpositive, if we choose J ∼ −∇f ′%. Assuming f = f0(%, φ)+

ε2

2 |∇φ|
2 the

%-equation in (4.17) will become a diffusion equation for %. And for the sign of the first term we
assume that r −∇φ • J ∼ −µ. Then the φ-equation in (4.17) will be an Allen–Cahn type equation.
Notice that then the transition rate r contains a contribution from the diffusion flux J , leading to the
fact that this term does no longer appear in the φ-equation. Altogether we obtain

4.11. Special model. Let

f (%, φ,∇φ) = f0(%, φ)+
ε2

2
|∇φ|2,

J = −dε∇(f0 ′%), dε = dε(%, φ) > 0,

S = α(%, φ)(Dv)S+ β(%, φ) div(v) Id, α > 0,
1
n
α + β > 0,

r = ∇φ • J − % · cεµ, cε = cε(%, φ) > 0,

where the chemical potential is µ = δf/δφ = f0 ′φ − ε
2∆φ. Then the free energy inequality is

satisfied and system (4.17) becomes

%̇ + % div v − div(dε∇f0 ′%) = 0,

φ̇ + cε · (f0 ′φ − ε
2∆φ) = 0,

%v̇ + div(Pε − α (Dv)S− β div(v) Id)− dεDv∇f0 ′% = f,

(4.18)

where
Pε := p0 Id+ ε2(∇φ ⊗∇φ − 1

2 |∇φ|
2 Id) (4.19)

with the classical pressure p0 := %f0 ′% − f0.

5. Asymptotic expansion

Let Ω1 and Ω2 denote two local domains in R× Rn separated by an evolving surface Γ . For each
time t we let

Γt := {x : (t, x) ∈ Γ }, Ω1
t := {x : (t, x) ∈ Ω1

}, etc.

We deal with a family of solutions of PDE’s with a small parameter ε, where ε corresponds to an
interfacial layer around Γ of thickness O(ε). If φ is an order parameter in a phase field model,
this means that for all fixed δ > 0 and all t the set {x : δ 6 φ(t, x) 6 1 − δ} lies in an O(ε)-
neighbourhood of Γt . For a quantity u we write

u(t, x) = U

(
t, y(t, x),

1
ε
z(t, x)

)
,

U : Γ × R→ R, (t, y, ξ) 7→ U(t, y, ξ),

z(t, x) signed distance of x from Γt , z < 0 in Ω1, z > 0 in Ω2,
y(t, x) ∈ Γt projection of x on Γt .

(5.1)
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The inner expansion of u is of the form U = U0
+ εU1

+ · · · . The following formulas hold (with
y = y(t, x)):

∇z(t, x) = νΓ (t, y), νΓ (t, •) outer normal of Ω1
t ,

∂ty(t, x) = vΓ (t, y), vΓ (t, •) velocity vector of Γt ,
∂tz(t, x) = −vΓ (t, y) • νΓ (t, y)+O(ε),
∆z(t, x) = −κΓ (t, y) • νΓ (t, y)+O(ε), κΓ (t, •) curvature vector of Γt ,

∂tu = −
1
ε
∂ξUvΓ • νΓ + ∂

Γ
t U +O(ε),

∇u =
1
ε
∂ξUνΓ +∇

Γ
y U +O(ε), divw =

1
ε
νΓ • ∂ξW +O(1),

div(d∇u) =
1
ε2 ∂ξ (D∂ξU)−

1
ε
DκΓ • νΓ ∂ξU +O(1).

In our case the quantities under consideration are

% = R

(
t, y,

1
ε
z

)
, φ = Φ

(
t, y,

1
ε
z

)
, v = V

(
t, y,

1
ε
z

)
.

We take the equations in (4.18) of the special model and set

cε(%, φ) =
1
ε
c(%, φ) (later c = 1) (5.2)

(for the usual Allen–Cahn equation we have cε = c/ε2, a term which does not occur here). The
diffusion coefficient dε is supposed to satisfy the universal interpolation formula (in accordance
with the theory of homogenization)

1
dε(%, φ)

=
1

εd(%)
h(φ)+

1
d(%)

(1− h(φ)), (5.3)

with a continuous monotone function h : [0, 1]→ R, h(0) = 0, h(1) = 1. It follows that dε(%, 0) =
d(%) and dε(%, 1) = εd(%). Therefore the diffusion coefficient is d(%) in the ‘disordered phase’ and
O(ε) in the ‘ordered phase’. The above form of dε implies

dε

ε
=

d(%)

h(φ)+ ε(1− h(φ))
,

which is important for the asymptotic expansion, where the condition φ∗ = 0 plays an extra role.
Here φ∗ := inf{φ : h(φ) > 0}.

With these hypotheses, using the notation in (4.9),

φ̇ +
c

ε
· (f0 ′φ(%, φ)− ε

2∆φ) = 0

becomes

−
1
ε
(vΓ − V ) • νΓ ∂ξΦ +

c(R,Φ)

ε
(f0 ′φ(R,Φ)− ∂

2
ξΦ) = O(1). (5.4)
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Conservation of total mass
%̇ + % div v − div(dε∇f0 ′%) = 0

becomes

−
1
ε
(vΓ − V ) • νΓ ∂ξR +

1
ε
RνΓ • ∂ξV

−
1
ε
∂ξ

(
dε

ε
∂ξf0 ′%(R,Φ)

)
+
dε

ε
κΓ • νΓ ∂ξf0 ′%(R,Φ) = O(1). (5.5)

Conservation of momentum

%v̇ + div(Pε − αDvS
− β div v Id)− dεDv∇f0 ′% = f

becomes, as ε→ 0,

1
ε2 ∂ξ

(
α(R,Φ)

2
∂ξV +

(
α(R,Φ)

2
+ β(R,Φ)

)
∂ξV • νΓ νΓ

)
+
dε

ε2 ∂ξf0 ′%(R,Φ) ∂ξV = O
(

1
ε

)
. (5.6)

Now we let

Φ = Φ0
+ εΦ1

+ · · · , R = R0
+ εR1

+ · · · , V = V 0
+ εV 1

+ · · · ,

and obtain the following

5.1. RESULT. Assume for simplicity c = 1, and look for a continuous triple (Φ0, R0, V 0) such
that Φ0 is an increasing solution. Then the equation for V 0 implies that V 0 is constant in ξ (in
particular v0

1 = v
0
2), hence also (compare (3.9))

λ := (vΓ − V 0) • νΓ (5.7)

is constant in ξ . The equations for Φ0 and R0 become

∂2
ξΦ

0
+ λ∂ξΦ

0
= f0 ′φ(R

0, Φ0) in R,

∂ξ

(
d(R0)

h(Φ0)
∂ξf0 ′%(R

0, Φ0)+ λR0
)
= 0 in {Φ0 > φ∗},

f0 ′%(R
0, Φ0) = f0 ′%(%

0
1, 0) in {Φ0 < φ∗},

with the boundary conditions

Φ0(−∞) = 0, Φ0(+∞) = 1,

R0(−∞) = %0
1, R0(+∞) = %0

2,

V 0(−∞) = v0
1, V 0(+∞) = v0

2 .



TRANSITION BETWEEN LIPID MONOLAYERS 15

Proof. First we compute the 1/ε-term of (5.4) to obtain

−(vΓ − V
0) • νΓ ∂ξΦ

0
+ c(R0, Φ0)(f0 ′φ(R

0, Φ0)− ∂2
ξΦ

0) = 0

on the entire ξ -axis. Next we look at equation (5.5). In {h(Φ) = 0} locally the 1/ε2-term is

−∂ξ (d(R
0)∂ξf0 ′%(R

0, Φ0)) = 0.

Since the interior of {h(Φ0) = 0} is {Φ0 < φ∗} and it is assumed that Φ0 is monotone, it
follows that the set {Φ0 < φ∗} is a left interval. Therefore ∂ξf0 ′%(R

0, Φ0) = const/d(R0) (here
constant means a function independent of ξ ). Now (R0(ξ),Φ0(ξ))→ (%0

1, 0) as ξ → −∞, hence
f0 ′%(R

0(ξ),Φ0(ξ))→ f0 ′%(%
0
1, 0). From this it follows that const = 0, and therefore

f0 ′%(R
0, Φ0) = f0 ′%(%

0
1, 0) in {h(Φ0) = 0}.

Locally in {h(Φ) > 0} the 1/ε-term becomes

0 = −(vΓ − V 0) • νΓ ∂ξR
0
+ R0vΓ • ∂ξV

0
− ∂ξ

(
d(R0)

h(Φ0)
∂ξf0 ′%(R

0, Φ0)

)
= −∂ξ

(
d(R0)

h(Φ0)
∂ξf0 ′%(R

0, Φ0)+ (vΓ − V
0) • νΓR

0
)
,

hence
d(R0)

h(Φ0)
∂ξf0 ′%(R

0, Φ0)+ (vΓ − V
0) • νΓR

0
= const.

This implies that d(R
0)

h(Φ0)
∂ξf0 ′%(R

0, Φ0) is a bounded function in {h(Φ0) > 0}. Now let us look at
(5.6). It follows that dε(R,Φ)∂ξf0 ′%(R,Φ) converges to 0 locally in {h(Φ) > 0}, since dε(R,Φ) =
O(ε), and to 0 locally in {h(Φ) = 0}, since ∂ξf0 ′%(R,Φ) → 0. This shows that the 1/ε2-term in
(5.6) becomes

∂ξ

(
α(R0, Φ0)

2
∂ξV

0
+

(
α(R0, Φ0)

2
+ β(R0, Φ0)

)
∂ξV

0
• νΓ νΓ

)
= 0

in {Φ0
6= φ∗}. Since V 0(ξ)→ v0

2 for ξ → +∞ and V 0(ξ)→ v0
1 for ξ → −∞, we conclude that

∂ξV
0
= 0 in {Φ0

6= φ∗}. Hence, since V 0 is assumed to be continuous, it follows v0
1 = V

0
= v0

2 . 2

Here λ = (vΓ − V 0) • νΓ = (vΓ − v) • νΓ is the (relative) propagation speed of the interface
(cf. (3.9)). λ > 0 means that the ordered phase dissolves, and λ < 0 means that the ordered phase
grows.

We mention that the coefficient d(R0)/h(Φ0) is unbounded. If φ∗ > 0 this happens at a finite
point. In {Φ0 < φ∗} the equation for the density f0 ′%(R

0, Φ0) = f0 ′%(%
0
1, 0) gives R0 in terms of

Φ0 since f0 ′%% > 0. The density equation in {Φ0 > φ∗} is

d(R0)

h(Φ0)
∂ξf0 ′%(R

0, Φ0)+ λR0
= const.
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Letting ξ →+∞, it follows that the constant is λ%0
2. Therefore

d(R0)∂ξf0 ′%(R
0, Φ0) = −λh(Φ0)(R0

− %0
2) in {Φ0 > φ∗}.

Thus the system to solve is

∂2
ξΦ

0
+ λ∂ξΦ

0
= f0 ′φ(R

0, Φ0) in R,

d(R0)∂ξf0 ′%(R
0, Φ0) = −λh(Φ0)(R0

− %0
2) in {Φ0 > φ∗},

(5.8)

and f0 ′%(R
0, Φ0) = f0 ′%(%

0
1, 0) in {Φ0 < φ∗}. Renaming Φ0 ; φ, R0 ; %, ∂ξ ;′, this is

φ′′ + λφ′ = f0 ′φ(%, φ) in R,

d(%)(f0 ′%(%, φ))
′
= −λh(φ)(% − %0

2) in {φ > φ∗},
(5.9)

In the following sections we restrict to the case φ∗ = 0.

5.2. Higher expansion. In order to show consistency with (3.8) a further expansion is needed. For
this the above estimate ∂ξf0 ′%(R

0, Φ0) = O(h(Φ0)) as h(Φ0) ↘ 0 is crucial for controlling the
terms in the higher order expansion.

6. Interfacial transition layer

We solve the system (5.9) in the case φ∗ = 0 and h(φ) = φ:

φ′′ + λφ′ = f0 ′φ(%, φ),

d(%)(f0 ′%%(%, φ)%
′
+ f0 ′%φ(%, φ)φ

′) = −λφ(% − %0
2),

(6.1)

for φ, % : R→ R with boundary conditions

φ(−∞) = 0, φ(+∞) = 1,

%(−∞) = %0
1, %(+∞) = %0

2.
(6.2)

For solutions it follows that
φ′(−∞) = 0, φ′(+∞) = 0. (6.3)

For the function f0(φ, %) defined in 4.11 we suppose the following:

6.1. Assumptions on the free energy. Assume that % 7→ f1(%) and % 7→ f2(%) are the given strictly
convex free energies of the pure disordered and pure ordered phase in (3.1). For (%, φ) 7→ f0(%, φ)

(introduced in 4.11) we assume that

f0(%, 0) = f1(%), f0(%, 1) = f2(%), (6.4)
f0 ′φ(%, 0) = 0, f0 ′φ(%, 1) = 0, (6.5)

f0 ′φφ(%, 0) > 0, f0 ′φφ(%, 1) > 0. (6.6)

It follows that f0 ′%φ(%, 0) = 0 and f0 ′%φ(%, 1) = 0.
Equation (6.4) says that f0 is an interpolation between the given free energies f1 and f2 of the

pure phases. Equation (6.5) means that this interpolation is not linear, and equation (6.6) implies
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that this interpolation is not monotone. There is a energy hump between the exact phases. This will
be important for the mathematical treatment as well for the physical interpretation.

Most of the results in this section will be derived under these general assumptions. There are
several possibilities to write down explicit formulas for f0 satisfying the above conditions. Here
we propose a simple approach to model nonlinear phase transition, where the defining terms are
interpreted by underlying microscopic mechanisms:

6.2. Nonlinear free energy interpolation: Definition. Depending on the phase fraction parameter
0 6 φ 6 1 we choose a nonlinear phase separation mapping χ : [0, 1] → [0, 1], which is
bijective with χ ′(0) = χ ′(1) = χ ′′(0) = χ ′′(1) = 0, χ ′(φ) > 0 for 0 < φ < 1, and invariant
under the symmetric exchange transformation φ 7→ 1 − φ implying χ(1 − φ) = 1 − χ(φ).
The simplest realization by an interpolating polynomial of 5th order, which we choose here, gives
χ ′(φ) = 30φ2(1− φ)2. For each phase we have, according to (4.1) ,

φ1 = 1− φ, χ(φ1) = 1− χ(φ),
φ2 = φ, χ(φ2) = χ(φ).

(6.7)

Here φk for k = 1, 2 denotes the relative amount of lipids in the mixture, so that χ(φk) can be
interpreted as the mean fraction of those lipids that have the chance for phase transition due to
contact with lipids of the other phase. The s-shaped, threshold-like increase from χ(0) = 0 to
χ(1/2) = 1/2 to χ(1) = 1 could be due to the local formation of microscopically small patches
(e.g. micelles) reducing the free contact between lipids of the different phases. Under this condition
we define the interpolated free energy at concentration % and phase parameter φ as

f0(%, φ) = χ(φ1) · F1(%, φ1)+ χ(φ2) · F2(%, φ2), (6.8)

where for each phase k = 1, 2,

Fk(%, φk) = fk(%)+ F̃k(%, %̃k(%, φk)), %̃k(%, φk) = (1− θk(φk)) · % (6.9)

with a positive function F̃k(%, %̃k) denoting the extra free energy needed for phase transition out of
phase k, and 0 6 θk(φk) 6 1 the mean fraction of those contacting k-type lipids that, on average,
perform such a transition by switching from phase k to the other phase.

As a simple model for this to occur we consider first order saturation kinetics of Monod type:

θk(φk) =
skφk

1+ skφk/ϑk
(6.10)

with scaling parameters sk 6 1 and saturation values ϑk 6 1. Before we specify a modeling
definition of the transition energy F̃k , let us look at the so-called excess free energy resulting as
difference between f0 and the standard linear interpolation energy:

fex(%, φ) = f0(%, φ)− (1− φ)f1(%)− φf2(%)

= (φ − χ(φ)) · (f1(%)− f2(%))+ χ(φ1) · F̃k(%, %̃1)+ χ(φ2) · F̃k(%, %̃2). (6.11)

The product in the first term is, say for the case φ2 = φ < 1/2, proportional to the amount
φ − χ(φ) of those 2-type lipids that do not have the chance of phase transition (e.g. by being
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bound in micelles), thereby increasing (or decreasing) the effective free energy proportional to the
experienced energy jump f1(%) − f2(%). The last two terms in (6.11) measure the free energy of
those k-type lipids having a chance of phase transition; if they undergo such a transformation, they
contribute to the density interval Ik = [%̃k, %] above the density %̃k = (1 − θk(φk))% of remaining
nontransformed lipids. A reasonable property of the extra transition energy F̃k(%, %̃k) should be that
an extension of the density span |Ik| = %− %̃k = θk(φk)% by lowering %̃k induces an increase of free
transition energy equal to the difference of the chemical potentials µk between the situation before
and after phase transition. This gives the differential equation

−
d

dσ
F̃k(%, σ ) =

∫ %

σ

f ′′k (r) dr = µk(%)− µk(σ ) > 0. (6.12)

Integration with respect to σ then reveals the explicit model function

F̃k(%, σ ) =

∫ %

σ

∫ %

r

f ′′k (r̃) dr̃ dr = fk(σ )− F lin
k (%, σ ) > 0 (6.13)

with F lin
k (%, σ ) = fk(%) + (σ − %)f

′

k(%) representing the tangent line at % below the convex free
energy function fk (see also Fig. 5). Thus, the extra transition energy in (6.13) just measures the
height of the relative free energy well of phase k over its tangent line at the given concentration %.

6.3. Standard example: Gibbs free energies. As a most simple prototypical example let us
consider the standard convex Gibbs energies introduced in (2.2) and (2.4) with ak = 0:

fk(%) = bk · % ·

(
ln
%

%∗k
− 1

)
+ const. (6.14)

Straightforward computation then yields transition energies (6.13) that are proportional to % with
coefficients only depending on the transition fraction θk = θk(φk) in (6.10), namely

F̃k(%, (1− θk)%) = bk · β(θk) · % (6.15)

with the monotone function β(θ) = θ + (1 − θ) · ln(1 − θ) satisfying β(0) = β ′(0) = 0 and
β(1) = 1. Thus, the last two terms in the excess free energy (6.11) are just b̃k(φk) ·% with b̃k(φk) =
bkχ(φk)β(θk(φk)) for each phase k = 1, 2 and some positive parameters sk 6 1 and θk 6 1.
The choice of these two parameters in (6.10) determines height and skewness of the appearing
free energy hump, thus modeling the energetics of transitions from phase k to the other phase;
see the φ-profile of fex for the largest value % = 4 in Fig. 6a. The hump is always steeper at the
own-type phase side (φk = 1). On the other hand, for low values of %, these humps in the excess
free energy are diminished and dominated by the first term in (6.11), the sign changing function
(φ−χ(φ))·(f1(%)−f2(%)). This is clearly visible in the plots of fex and of the resulting interpolated
free energy function f0 in Fig. 6.

Let us continue the consideration under the general assumptions 6.1: In the case without
diffusion, that is, d = 0, it follows from the second equation in (6.1) that % = %0

2 (provided λ 6= 0),
and therefore %0

1 = %
0
2. For such a continuous phase transition it remains to solve the first equation

in (6.1).
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FIG. 6. Free energy obtained by nonlinear interpolation between two Gibbs energies with different steepness (b1 = 1,
b2 = 5) and minimum (c1 = 2, c2 = 1) as in Fig. 4a. Other parameters are ϑk = 1, s1 = 9 and s2 = 4. Plotted over φ and
% are (a) (upper panel) the excess free energy fex and (b) (lower panel) the full interpolated free energy f0.

6.4. Case without diffusion. For given % = const consider the boundary value problem

φ′′ + λφ′ = f0 ′φ(%, φ), φ(−∞) = 0, φ(+∞) = 1,

for φ : R→ R with parameter λ ∈ R. Then for f2(%) 6= f1(%) there exists a unique value λ̂(%) 6= 0
such that a solution φ exists if and only if the interface propagation speed is λ = λ̂(%). Moreover,
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we obtain the following sign condition:

sign λ = sign(f2(%)− f1(%)). (6.16)

Proof. The statement about the sign follows from the energy method (as in the following proof). The
scaling property is easy to see. The existence follows from standard phase diagram considerations
using the assumptions in 6.1, in particular (6.6). 2

For the case with diffusion we generally have %0
2 6= %

0
1 and obtain, by using the energy method:

6.5. Case with diffusion: Lemma. Define the indicator function (see Fig. 5 and Fig. 7a)

fd(%1, %2) := f2(%2)− (f1(%1)+ (%2 − %1)f
′

1(%1)) (6.17)

for values %1 and %2. Then for solutions of (6.1) with (6.2) the value fd(%0
1, %

0
2) determines the sign

of the interface propagation speed:

sign λ = sign fd(%0
1, %

0
2).

FIG. 7. Plot of the λ-sign indicator functions and the intersecting zero level planes: (a) fd (%1, %2) defined in (6.17) and (b)
µd (%1, %2) defined in (6.18). Parameters as in Fig. 6.

Remark. For %0
1 = %

0
2 this reduces to the identity (6.16).

Proof. For c ∈ R consider the relative pressure

pc(%, φ) := (% − c)f0 ′%(%, φ)− f0(%, φ).

Then, by using the φ′-equation in (6.1),(
1
2
|φ′|2 + pc(%, φ)

)′
= (φ′′ + pc ′φ)φ

′
+ pc ′%%

′

= −λ|φ′|2 + (% − c)f0 ′%φ · φ
′
+ (% − c)f0 ′%%(%, φ)%

′
= −λ|φ′|2 + (% − c)(f0 ′%)

′

= −λ|φ′|2 −
λ

d(%)
φ(% − c)(% − %0

2) = −λ ·

(
|φ′|2 +

φ

d(%)
(% − %0

2)
2
)
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if we set c = %0
2. Then integration leads to

λ

∫
R

(
|φ′|2 +

φ

d(%)
(% − %0

2)
2
)

dξ = −
[
pc(%, φ)

]+∞
−∞

,

which with (6.2) gives the result, since the integral is positive. 2

Moreover, we show the following

6.6. LEMMA. Define the difference of chemical potentials between the two phases k = 1, 2 at
given concentrations %k as a second indicator function (see Fig. 7b)

µd(%1, %2) := f ′2(%2)− f
′

1(%1) = µ2(%2)− µ1(%1). (6.18)

Then for solutions of system (6.1) with boundary condition (6.2),

µd(%
0
1, %

0
2) = λ ·

∫
R

φ

d(%)
(%0

2 − %) dξ. (6.19)

Proof. Divide the second equation in (5.9) by d(%) and then integrate over R. This gives

λ ·

∫
R

φ

d(%)
(%0

2 − %) dξ = f0 ′%(%, φ)(−∞)− f0 ′%(%, φ)(+∞) = f0 ′%(%
0
1, 0)− f0 ′%(%

0
2, 1).

Now, by (6.4), we know that f0(%, 0) = f1(%) for every %, therefore also f0 ′%(%, 0) = f ′1(%), thus

f0 ′%(%
0
1, 0) = f ′1(%

0
1) = µ1(%

0
1).

Inserting also the analogous equation for f0(%, 1) = f2(%), we obtain the result. 2

Moreover, defining the difference of the pressures by

pd(%1, %2) = p2(%2)− p1(%1)%2 · µd(%1, %2)− fd(%1, %2), (6.20)

we deduce the following lemma.

6.7. Case λ = 0: Lemma. Solutions of (6.1) and (6.2) with zero interface speed λ = 0 have to
fulfill both conditions fd(%0

1, %
0
2) = 0 and µd(%0

1, %
0
2) = 0. This is equivalent to the fact that the

difference of the chemical potentials and the difference of the pressures in the two phases vanish.

Remark. The ordinary differential equations boil down to the single equation φ′′ = f0 ′φ(%̂(φ), φ).

Special case. Thus, if the curves intersect transversally as in the example, the appearing cross point
(%

sing
1 , %

sing
2 ) defines the (locally) unique transition solution of (6.1) and (6.2) satisfying λ = 0. (See

the plot of the zero level curves in Fig. 8.)

Proof. We have fd(%0
1, %

0
2) = 0 by 6.5 and µd(%0

1, %
0
2) = 0 by 6.6. By (6.20) this is equivalent

to pd(%0
1, %

0
2) = 0 and fd(%0

1, %
0
2) = 0. The second equation in (5.9) leads to f0 ′%(%, φ) = const,

hence as in the previous proof

f0 ′%(%, φ) = f
′

1(%
0
1) = f

′

2(%
0
2).

Since f0 ′%% > 0 there is exactly one curve % = %̂(φ) satisfying this identity. This implies the
remark. 2
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FIG. 8. Zoomed plot of the zero level curves for the sign indicator functions fd (Fig. 7a), µd (Fig. 7b), and pd defined in
(6.20). The singular point %sing

1 ≈ 0.45, %sing
2 ≈ 1.79 is the intersection of all three level curves.

System (6.1) is a first order system for (φ, φ′, %) in R3, for which a general existence result is not
available. To study solvability, we linearize the system at (0, 0, %0

1) and (1, 0, %0
2). This leads to the

matrices  0 1 0
f0 ′φφ −λ 0

−
λ(%0

1−%
0
2)

f0 ′%%d
0 0

 and

 0 1 0
f0 ′φφ −λ 0

0 0 −
λ

f0 ′%%d

 ,
where in the first matrix f0 ′φφ = f0 ′φφ(%

0
1, 0) > 0, f0 ′%% = f

′′

1 (%
0
1) > 0, d = d(%0

1) > 0, and in
the second matrix f0 ′φφ = f0 ′φφ(%

0
2, 1) > 0, f0 ′%% = f

′′

2 (%
0
2) > 0, d = d(%0

2) > 0. In case λ 6= 0
the eigenvalues and eigenvectors for the first matrix are

η1 = −λ/2+
√
λ2/4+ f0 ′φφ > 0, e1 =

(
1, η1,

λ(%2 − %1)

f ′′1 dη1

)
,

η2 = −λ/2−
√
λ2/4+ f0 ′φφ < 0, e2 =

(
1, η2,

λ(%2 − %1)

f ′′1 dη2

)
,

η3 = 0, e3 = (0, 0, 1),

(6.21)

and for the second matrix

η1 = −λ/2+
√
λ2/4+ f0 ′φφ > 0, e1 = (1, η1, 0),

η2 = −λ/2−
√
λ2/4+ f0 ′φφ < 0, e2 = (1, η2, 0),

η3 = −
λ

f ′′2 d
, e3 = (0, 0, 1),

(6.22)

For the first matrix the signs of the eigenvalues are independent of λ. There is always one outgoing
direction +e1 at ξ = −∞ with eigenvalue η1 > 0. For the second matrix the sign of the eigenvalue
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η3 depends on λ. If λ > 0 there are two incoming directions −e2 and ±e3 at ξ = +∞ with
eigenvalues η2 < 0 and η3 < 0. For λ < 0 there is only one incoming direction−e2 with eigenvalue
η2 < 0. This makes it plausible that in the first case one has to fit one parameter, whereas in the
second two parameters are needed. This motivates the following

6.8. CONJECTURE. Let fd be as in (6.17). Then the following holds:

(1) In the region {fd > 0} there exists a function (%1, %2) 7→ λ̂(%1, %2) > 0 such that a trajectory
of system (6.1) with (6.2) exists for all parameters %1 and %2 and with λ = λ̂(%1, %2).

(2) In the region {fd < 0} there exists a curve %2 = %̂2(%1) and on this curve a function %1 7→

λ̂(%1) < 0 such that a trajectory of system (6.1) with (6.2) exists for all %1 and with %2 = %̂2(%1)

and λ = λ̂(%1).
(3) On the curve {fd = 0} there exists at least one intersection point with the curve {µd = 0}. For

those points the trajectory is a solution of system (6.1) with (6.2) and λ = 0.

This has been confirmed by numerical simulations for the simplest case of two Gibbs free energy
functions as shown in the following section.

7. Numerical solution of the transition problem

We investigate the nonlinear ODE system (6.1) with asymptotic boundary conditions (6.2) and (6.3)
for given values of %1 = %

0
1, %2 = %

0
2 and λ. Assuming a monotone behaviour of φ we transform it

into a nonautonomous ODE system for the phase function derivative ψ(φ) = φ′ = dφ/dξ and the
mixture concentration % = %(φ) as functions of the phase variable 0 6 φ 6 1:

dψ
dφ
=
B

ψ
− λ,

d%
dφ
= −

C

A
+ λ

φ(%2 − %)

d Aψ
(7.1)

with ψ(φ) > 0 for 0 < φ < 1 and boundary conditions

ψ(0) = ψ(1) = 0, %(0) = %1, %(1) = %2. (7.2)

Here we assume, for simplicity, a constant diffusion coefficient d and we use the following
abbreviations for the coefficient functions depending on (φ, %):

A = f0 ′%% = (1− χ)A1 + χA2 > 0,

B = f0 ′φ = (1− χ)B1 + χB2 + χ
′(F2 − F1),

C = B ′% = f0 ′%φ = (1− χ)C1 + χC2 + χ
′(D2 −D1),

(7.3)

where for each phase k the corresponding coefficients Dk = Fk ′%, Bk = Fk ′φ and Ak = Dk ′% > 0,
Ck = Bk ′% are directly derived from the function Fk(%, φk) appearing in the interpolation formula
(6.8) and defined by (6.9), (6.13).

The following numerical calculations are performed only for the standard example of Gibbs free
energies (see Section 6.3), as plotted in Fig. 4a. Then the parameter functions in (7.3) can be given
explicitly:

Ak = f
′′

k (%) = bk/% > 0 (independent of φ),
Bk = % · Ck,

Ck = bk θ
′

k(φk)|ln(1− θk(φk))| (independent of %),

Dk = bk

(
ln
%

%∗k
+ β(θk(φk))

)
.

(7.4)
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However, the presented numerical procedure to solve the degenerate ODE system (7.1) and to
determine characteristic properties of the phase transition layer is generally valid and essentially
depends on the imposed conditions on the interpolated free energy, which are stated in 6.2 and
which have to hold uniformly for compact %-intervals in ]0,∞[. Besides the convexity condition
A > 0, most important are the following conditions (fulfilled for the standard Gibbs energies 6.3):

B(0, %1) = B(1, %2) = 0,

B0
1 = B ′φ(0, %1) > 0 (Gibbs: b1s

2
1%1),

B0
2 = B ′φ(1, %2) > 0 (Gibbs: b2s

2
2%2).

(7.5)

They guarantee that for each possible solution of (7.1) with boundary conditions (7.2) the phase
function derivative ψ(φ) degenerates to zero at φ = 0 and φ = 1 with positive or negative slope,
respectively, corresponding to the eigenvalues η1 > 0 in (6.21) and η2 < 0 in (6.22), respectively,

η1(λ, %1) =
dψ
dφ
(0) =

√
λ2/4+ B0

1 − λ/2 > 0,

η2(λ, %2) =
dψ
dφ
(1) = −(

√
λ2/4+ B0

2 + λ/2) < 0
(7.6)

with both slopes ηk decreasing for increasing values of the interface speed λ that has to be
determined. Moreover, at φ = 0 also the slope of %(φ) is finite, since the %-component of the
eigenvalue e1 in (6.21) is

η
%

1 (λ, %1, %2) =
d%
dφ
(0) =

%2 − %1

dA(0, %1)

λ

η1(λ, %1)
. (7.7)

It increases with λ but increases or decreases with increasing %2 depending on whether λ > 0
or λ < 0. Thus, in order to construct a 3-dimensional heteroclinic orbit φ 7→ (φ, ψ(φ), %(φ))

connecting the two singularities (0, 0, %0
1) and (1, 0, %0

2) we can use the following

7.1. Shooting method. Let us fix %1 = %0
1, the ‘outer’ concentration of phase 1. Then for given

parameters λ and %2 the shooting initial direction of the trajectory at φ = 0 is determined by e1 =

(1, η1, η
%

1 ) in (6.21), the eigenvector defining the unique tangential direction of the 1-dimensional
unstable manifold at (0, 0, %1).

In the first case, λ > 0, also %2 = %
0
2 can be fixed since the stable manifold M at (1, 0, %0

2) is
2-dimensional with tangent space spanned by the directions −e2 = (1, η2, 0) and the %-axis ±e3,
whose saddle-point type is determined by the quotient of the corresponding negative eigenvalues in
(6.22),

κ(λ, %2) =
η3

η2
=

1
dA(1, %2)

λ

|η2(λ, %2)|
, (7.8)

being positive for λ > 0. Then the behaviour of the %-component, necessarily approaching %2 for
φ1 = 1 − φ → 0, can be predicted by the following asymptotic singular equation for y(φ1) =

%2 − %(φ):
y′ = κ

y

φ1
+ γφ1 +O(φ2

1 + |y|) (7.9)

with γ = C ′φ(1, %2)/A(1, %2), which in the special Gibbs case is γ = s2
2%2 > 0. Thus, for

0 < κ < 1 the approach is with infinite slope, %(φ)− %2 ∼ (1− φ)κ , whereas for κ > 1 we obtain
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FIG. 9. Plot of λ̂ > 0 over a (%1, %2)-rectangle with right hand boundary defined by {%1 ≡ %
sing
1 = 0.45}, thus touching the

singularity (see dot) tangentially to the fd = 0 curve (see Fig. 10 below). Model parameters are the same as in Fig. 8.

a zero slope with %(φ)−%2 ≈ c · (1−φ)min(κ,2). In cases κ > 2 we can even determine the constant
c = γ /(κ − 2), so that for γ > 0 the mixture concentration % asymptotically approaches %2 from
above. In the other cases the sign cannot be predicted beforehand.

On the other hand, for κ < 0 the unique bounded solution of (7.9) shows the asymptotic
behaviour %2−%(φ) ∼

γ
2−κ (1−φ)

2, so that in the case γ > 0 the concentration profile approaches
the value %2 from below in a quadratic monotone way. However, in general the function %(φ) is not
globally monotone, since according to (7.7) its initial slope is proportional to λ · (%2−%1), thus with
λ < 0 the slope has to change sign at least once.

7.2. Iteration scheme for λ > 0 (case fd > 0). With fixed %2 = %0
2 we take λ as shooting

parameter by making use of the (numerically attested) monotonicity property, that the curve
ψ(φ) > 0 decreases with increasing λ-values not only near φ = 0, but also globally. Since the
first eigenvector e1 in (6.22) with positive eigenvalue is transversal to the stable manifold M near
the singularity (1, 0, %2), trajectories crossing the (ψ, %) half-plane P+ = {φ = 1, ψ > 0} at
some positive value Ψ2(λ) are repelled by M with further growing ψ-value, thus, increasing λ
would bring the trajectory nearer to M. On the other hand, trajectories hitting the (φ, %) half-plane
P− = {φ < 1, ψ = 0} at some value Φ2(λ) < 1 would be repelled by M with subsequently
negative ψ-value, so that decreasing λ would compensate this deviation. Therefore we can apply
the following numerical iteration scheme

λ̃ = λ+

{
RψΨ2(λ) > 0
Rφ(Φ2(λ)− 1) < 0

(7.10)

with suitably chosen adaptive relaxation coefficients Rψ , Rψ > 0, inducing convergence to a
(unique) parameter value

λ = λ̂(%1, %2) > 0. (7.11)

Let us remark that for numerical integration of the degenerate ODE system (7.1) we use an
explicit forward method with adaptive step sizes dφ near φ = 0 and φ = 1, so that the initial
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FIG. 10. Plot of the numerically computed functions %̂2 > 0 (bold curve) and λ̂ < 0 (dashed) as functions of %1 > %
sing
1 ≈

0.45, the first approaching the singularity (dot) with %̂2(%
sing
1 ) = %

sing
2 ≈ 1.79. The other (light) plots are the zero-level

curves as in Fig. 8. Notice that the %̂2 curve lies completely in the region µd < 0 and, at least for %1 < 3, also in the region
pd < 0. Moreover, the rectangle in the fd > 0 region touching the singularity defines the domain over which λ̂(%1, %2) > 0
is plotted in Fig. 9.

values are given by ψ(dφ) = η1 · dφ and %(dφ) = %1 + η
%

1 · dφ. Simultaneously we solve the
ODE for the inverse function ξ = ξ(φ), namely dξ/dφ = 1/ψ(φ) with fixed initial condition
ξ(0) = ξ0 � 0 as an approximation of the asymptotic condition φ(−∞) = 0. Thus, within the
same numerical procedure also the retransformed ξ -profiles of φ and % are obtained, being defined
for ξ0 6 ξ 6 ξ1 = ξ(1) with φ(ξ1) = 1, reflecting the asymptotic condition φ(∞) = 1.

This finite numerical scheme does not always fulfill the other asymptotic condition %(φ = 1) =
%2, but only up to a (usually small) deviation δ%. However, due to the equation (7.9) the appearing
gap can be consistently closed by approximately defining %(ξ) = %2 + δ% exp(−κ%(ξ − ξ1)) for
ξ > ξ1 with κ% = κ/(dA(1, %2)) (see the plot of % in Fig. 13c with ξ1 = 1.1). Notice that this
approximation is valid only for cases where |δ%| is relatively small and the positive ‘saddle type’
index κ ∼ λ in (7.8) is not too small. Other situations cannot be handled so far, which particularly
occur if λ = λ̂(%1, %2) > 0 converges to zero as the point (%1, %2) approaches the {fd = 0} curve
in Fig. 8 from the left, but outside the singularity.

7.3. Iteration scheme for λ < 0 (case fd < 0). In this case we have to take λ < 0 and %2 > 0
as shooting parameters, since due to κ < 0 in (7.8) we now have two positive eigenvalues in (6.22)
and an only 1-dimensional stable manifold M near the singularity (1, 0, %2) with unique tangent
direction −e1 = (−1, |η2|, 0). Because the other, repelling eigenvectors e2 and e3 are orthogonal,
the following extended iteration scheme appears to be appropriate: As in the previous case, we
determine either (if hitting P+) the trajectory components at φ = 1, namely Ψ2(λ, %2) = ψ(1) > 0
and P2(λ, %2) = %(1) or (if hitting P−) the value φ = Φ2(λ, %2) < 1, at which ψ(φ) = 0 as well
as P2(λ, %2) = %(φ). Then we set the iterated value λ̃ as before in (7.10) and, in addition,

%̃2 = %2 + R%(P2(λ, %2)− %2), (7.12)

again by choosing suitable adaptive relaxation coefficients resulting in convergence of this iteration
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scheme to (unique) values

λ = λ̂(%1) < 0, %2 = %̂2(%1) > 0. (7.13)

For the %2-iteration we again make use of the (numerically attested) global monotonicity property
that is carried over from the local property stated after (7.7). Varying the %1 value above %sing

1 and
determining the solutions of (7.13) yields a curve %2 = %̂2(%1) that lies in the {fd < 0} region
and converges to the singular value %̂2 = %

sing
2 for %1 → %

sing
1 (see Fig. 10). Moreover, along

this determined ‘jump curve’ for the sharp interface of a relatively shrinking disordered phase,
the condition µd < 0 always holds. According to definition (6.18) this means that the interface
always experiences a downward jump of the potential µ1(%1) to a lower potential µ2(%2) driving
the phase transition to the growing ordered phase. For %1 < 3 there is even a downward jump of the
‘disordered pressure’ p1(%1) towards a lower ‘ordered pressure’ p2(%2).

0 0.2 0.4 0.6 0.8 1
−3

0

33

phi

psi

rho − rho
2

FIG. 11. Solution of the transition problem (7.1)–(7.2) obtained by the shooting method for the case fd < 0 with given
disordered phase level %1 = 0.6 just above the singularity value. Computed parameters are speed λ = −0.0801 and ordered
phase level %2 = 1.7843. Lower curve: plot of %(φ)− %2 with %(φ) connecting %1 to %2. Upper curve: ψ(φ) > 0 with zero
values at the end points but with nonzero slopes.
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FIG. 12. Plots of two density functions %(φ) of Fig. 11 into the contour map of the free energy f0 in Fig. 6b for the case
fd < 0 with %1 = 0.6 (full curve) and %1 = 1.5 (dashed curve).
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Fig. 11 shows an example of such a solution trajectory obtained by the shooting method. The
%(φ) curve appearing there is also plotted into the contour map of the free energy function (see
Fig. 12), together with a second one for a larger %1-value. Both curves represent saddle-point
transition paths that quite well experience lowest free energy levels.
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FIG. 13. Plotted over the spatial transition coordinate ξ are the phase function φ(ξ) (thin curve) and the density functions
%(ξ) (very fat curve), as well as the specific phase densities %1(ξ) = (1 − φ(ξ)) · %(ξ) and %2(ξ) = φ(ξ) · %(ξ) for the
following parameter choices: (a) %1 = 1.5 with computed λ = −0.4485, (b) %1 = 0.6 corresponding to Fig. 11 with
λ = −0.080, and (c) %1 = 0.1 and %2 = 1.9 with positive λ = 0.3043.

In all situations of a growing ordered phase (λ < 0) the %2(ξ)-profile is monotone increasing
with steeper slope, the lower the absolute value |λ| of the local interface speed is (see Fig. 13). For
larger %1, also the %1(ξ)-profile is monotone (see Fig. 13a). Indeed, it strongly decreases already
at low φ(ξ)-amounts of ordered lipids, where interactions are negligible, so that the disordered
lipids can diffuse (though with a relatively low value, here d = 0.05) into the region φ ≈ 1/2,
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where transition into ordered lipids is prevalent. This effect induces a nonmonotone mixture
concentration profile %(ξ) with a depletion minimum at φ ≈ 1/4. On the contrary, for smaller
%1 the %1(ξ)-profile reveals a more complex transition dynamics (Fig. 13b). The initial decrease
due to diffusion is obvious. However, for low growth speed (|λ| ≈ 0.08) and correspondingly low
‘feeding’ concentration (%0

1 = 0.6), the %1(ξ)-profile expresses a distinguished hump near the region
φ(ξ) ≈ 1/2 with a peak value as high as %0

1. The same behaviour, even more expressed, is seen in
situations of a shrinking ordered phase (λ > 0) (see Fig. 13c). Therefore we conclude that the hump
is due to ordered lipids that underwent fast transition to a disordered state in a region where diffusion
is still negligible according to definition (5.3).

8. Numerical solution of the interface problem

In the simple 1-dimensional case of Ω = [0,∞[×]0, L[, that is, a fixed interval Ωt = ]0, L[ for
t > 0, we study the dynamical behaviour of the sharp interface problem (3.7)–(3.12) with just one
transition jump at the moving interface Γ = {(t, x) : x = s(t)} between the disordered phase
density %1 on Ω1

t = ]0, s(t)[ and the ordered phase density %2 on Ω2
t = ]s(t), L[. According to the

definition of λ in (3.9) the net speed of the free boundary Γt is

ṡ := λ+ V, V (t) = v(t, s(t)), (8.1)

where V denotes the velocity of the bulk flow at the interface, relative to which the function λ
represents the interface speed. We assume that the coefficients of Πk are dominating, that is, the
lipid viscosity and pressure terms dominate all forces due to inertia or diffusion. Then equation
(3.4) becomes

div
∑
k=1,2

ΠkmΩk = 0,

that is, the pressure tensor in 1D is constant,Π1
= Π2

= const. With a constant viscosity parameter
αk > 0 we therefore conclude

pk(%k)− αk · ∂xv = Π
k
= const for k = 1, 2. (8.2)

No-flux conditions at the fixed boundaries then give an explicit expression for the viscous flow at
the interface:

V (t) =

1
s(t)

∫ s(t)
0 p1(%1(t, x)) dx − 1

L−s(t)

∫ L
s(t)
p2(%2(t, x)) dx

α1
s(t)
+

α2
L−s(t)

, (8.3)

which is proportional to the difference between the mean pressures in the two phases. Thus, it
remains to numerically solve the pair of parabolic and hyperbolic equations (3.7) for %1(t, x) and
%2(t, x)with diffusive flux J = −d ·∂xf ′1(%1) = −

d b1
%1
∂x%1 in (3.3) coupled with the jump condition

(3.8) at the interface, yielding a Neumann boundary condition for %1:

d b1

%1
∂x%1 + λ · (%1 − %2) = 0 on Γ = {(t, x) : x = s(t)}. (8.4)
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In cases of fd(%0
1, %

0
2) < 0, with %0

1(t) = %1(t, s(t)) and %0
2(t) = %2(t, s(t)), it follows that

λ = λ̂(%0
1) < 0, therefore by (8.1) the bulk velocity satisfies V > ṡ, so that at the phase boundary

the characteristics of the hyperbolic equation point into the ordered phase domainΩ2, requiring the
prescription %0

2 = %̂2(%
0
1) given in (7.13). Otherwise, if fd(%0

1, %
0
2) > 0 then λ = λ̂(%0

1, %
0
2) > 0.

Hence λ depends on the resulting two boundary densities of the coupled parabolic and hyperbolic
equations.

In order to avoid initial transients, already the initial values %1(0, x) and %2(0, x) should satisfy
the jump condition (8.4), and in the case λ < 0 also (7.13). Then the slope ∂x%1(0, s(0)) at the
interface is determined. By prescribing the initial size s(0) = s0 < L of the disordered phase and
choosing a suitable initial %1-profile, we fix the total mass

M% =

∫ s(t)

0
%1(t, x) dx +

∫ L

s(t)

%2(t, x) dx

of lipids in the interval [0, L], which is preserved over time. Notice that in the case of asymptotic
convergence to the steady state solution (%1 ≡ %

sing
1 , %2 ≡ %

sing
2 ) the final position of the interface

s(∞) is given by

s(∞) =
L · %

sing
2 −M%

%
sing
2 − %

sing
1

, (8.5)

yielding the restriction %sing
1 · L < M% < %

sing
2 · L, which must hold for such a convergence to

happen.
Indeed, (%sing

1 , %
sing
2 ) is the unique one-jump plateau solution satisfying all steady state

conditions, since v ≡ 0 and ṡ = 0 with (8.1)–(8.4) imply V = 0 and λ = 0, thus also pd = 0
and fd = 0. This is in accordance with the assertion in 6.8(3) that for λ = 0 transitions are only
possible at intersection points of these two zero level curves (see Fig. 10). Depending on the two
free energy functions, there may exist a second intersection point which, however, has very large
jump densities and probably is unstable under the outer dynamics.

On the contrary, local linearized analysis around (%sing
1 , %

sing
2 ) of the simple ‘outer’ dynamics

defined above leads to an ODE system for %0
1(t), %

0
2(t) and the interface position s(t) revealing

asymptotic stability for every final jump position s(∞), however, with different exponential
convergence rates for solutions with λ > 0 and λ < 0. These properties are reproduced by the
global behaviour of the following numerical simulations.

8.1. Dissolving LC domain of ordered lipids (case λ > 0). Fig. 14 shows the ‘jump density
trajectories’ of two solutions with the same initial values s0 = 0.5 and %0

1 = 0.3 but with different
%0

2-levels 1.65 and 1.9. The trajectories asymptotically approach each other quite fast (after t ∼
1 sec) and then slowly converge towards the singularity (%sing

1 , %
sing
2 ). For %0

2 = 1.65 the size
of the disordered LE domain, s(t), slightly increases with time and stabilizes at s(∞) ≈ 0.55.
However, for %0

2 = 1.9, the initial LC domain Ω2
0 = ]s0, L[ carries a high internal pressure,

because pd > 0 means p2(%
0
2) > p1(%

0
1). Therefore, initially the bulk velocity V < 0 at

the interface exceeds the relative transition speed λ > 0 leading to a negative interface speed
ṡ = V + λ < 0, i.e. expansion of the LC domain for t < 0.3 sec (see Fig. 15) before it later
starts to shrink.
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FIG. 14. Solution of the 1-dimensional interface dynamics over a fixed interval of length L = 1 in the case λ > 0: The time
trajectory of the density jump pair (%0

1(t), %
0
2(t)) with 0 6 t 6 3 is plotted for two different initial values: %0

1(0) = 0.3,
%0

2(0) = 1.65 (lower curve) and 1.9 (upper curve), moreover s0 = s(0) = 0.5. For t > 1 the two trajectories coincide and

slowly converge to the unique steady state, whose density jump is given by (%sing
1 , %

sing
2 ). Comparison with Fig. 8 shows

that the lower trajectory always satisfies the pressure jump condition pd < 0, whereas the upper trajectory first starts in the
region pd > 0. Model parameters are as before, with additional viscosities α1 = 0.4 in the disordered phase and α2 = 1 in
the ordered phase.

FIG. 15. Space-time color-coded density plot of the two-phase dynamics for the upper trajectory in Fig. 14 showing the
sharp interface x = s(t) between the disordered LE domain (left) and the ordered LC domain (right), which first shrinks and
then expands.

Indeed, the whole initial velocity profile in Fig. 16a is negative, and it stays linear in the LC
domain, meaning that the initial LC phase expansion is mainly due to a viscous divergence of the
plateau %2 ≡ %0

2(t), thereby decreasing in time. Later (see Fig. 16b for t = 1) the situation is
reversed: The ongoing transition of ordered lipids at the interface into the disordered phase (λ > 0)
is dominant so that the LC domain shrinks, but also due to a slight viscous compression indicated by
the positive value V > 0. The observed negative bulk velocity v in the growing LE domain Ω1

t =

]0, s(t)[ is due to viscous flux going in the same (negative) direction as the diffusive flux, namely
away from the interface, where new disordered lipids are ‘generated’ according to the microscopic
transition layer profile visualized in Fig. 13c.
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FIG. 16. Plot over space coordinate x of the bulk velocity v(t, x) (upper panel) as computed by (8.2) and of the density
profile %(t, x) (lower panel) for the upper trajectory in Fig. 14. (a) Initial profiles at t = 0, and (b) profiles at t = 1.

8.2. Expanding LC domain (case λ < 0). Fig. 17 shows the spatiotemporal plot of the sharp
interface dynamics in the case λ < 0, where the ordered lipid domain is slowly expanding due
to transition and uptake of disordered lipids at the interface. Nevertheless, the initial negative jump
with a higher density %0

1 > %0
2 at the interface induces a strong diffusive flux away from the interface

which, however, soon reverses to the canonical situation of a positive jump (for times t > 0.05 sec).
The expanding LC domain does not promptly reach the slightly decreasing plateau level in regions
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FIG. 17. Spatiotemporal density plot for the 1D sharp interface dynamics in the case λ < 0, with initial jump densities
%0

1(0) = 2.7 given and %0
2(0) = %̂2(%

0
1(0)) = 2.14 < %0

1(0), moreover s0 = 0.7. Other parameters are as in the figures
before.

behind the interface because of viscosity. For very long times we again observe a slow convergence
to the singular plateau solution (%sing

1 , %
sing
2 ) with s(∞) ≈ 0.3.

For the same initial density jump at the interface, but now with relatively high %1 concentration
in the LE domain, such that the total mass satisfies M% > L · %

sing
2 giving a negative value of

s(∞) in (8.5), the expansion speed of the LC domain is much increased due to more disordered
lipids available for transition at the interface (see Fig. 18b). No convergence to the singularity
plateau jump solution is possible in this case, rather the interface position s(t) will reach zero
in finite time, so that the disordered LE domain disappears and, finally, a constant ordered
LC domain with plateau value %∞2 = M%/L will form. During this fast expansion mode the
corresponding profiles in Fig. 18a (for t = 1 sec) again reveal not only a diffusive flux of
disordered lipids towards the growing interface, but also an associated positive viscous flux, even
up to the interface, behind which the ordered lipids of the newly formed LC domain stay under
viscous compression in a certain boundary region. The remaining part of the LC expanding domain,
however, shows a divergent (negative) viscous flux due to a slight lowering of the %2 plateau level
with time.

The results obtained here from exemplary numerical simulation of the sharp interface dynamics
in Section 3, by using the transition layer analysis for interpolated Gibbs free energies and a
most simplified 1-dimensional global boundary value problem for one-jump solutions, confirm
the important role of the singularity (%sing

1 , %
sing
2 ) of jump densities at the interface, which had

been indicated already by analytical means. In both cases λ > 0 (Fig. 14) and λ < 0 (Figs. 10
and 17) under the condition 0 < s∞ < L the jump pair trajectories asymptotically converge
to the singularity, but with different convergence rates and jump relations. Indeed, whether %0

1(t)

approaches %sing
1 from below or above, for large times %0

2(t) is always increasing towards %sing
2 ,

though very slowly in the latter case.
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FIG. 18. Interface dynamics for the same initial conditions as in Fig. 17 but with increased mass of disordered lipids in
the initial LE domain Ω1

0 = ]0, s0[ . (a) Velocity and density profiles as in Fig. 16 at the end of simulation time (t = 1);
(b) corresponding space-time plot as in Fig. 15 now revealing a fast expansion of the LC domain Ω2

t = ]s(t), L[.

9. Conclusion

We model the surfactant layers on top of the thin water film covering the interior of lung alveoli.
We consider two main phases of interacting bio-molecules, a disordered diffusive and an ordered
highly viscous phase (see Sections 2 and 3). This type of model has not been treated before (see [2]
for a review of diffusive interface models).

We develop a new phase transition model (see Sections 4 and 5) in order to derive a second free
boundary condition for the sharp interface model. This phase transition model depends on a small
parameter ε, which approximately is the thickness of the transition layer between disordered phase
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1 with density %1 and ordered phase 2 with density %2. Here the φ-equation results from a scaling
that is different from the usual Allen–Cahn procedure. In the ordered phase a small diffusion term
is introduced, which is proportional to the same parameter ε. Thus the transport equations on the
whole domain are a parabolic regularization.

Our method essentially depends on thermodynamical arguments, which require an inequality for
the free energy production. This leads to a phase transition model for the partition functions φi =
%i/% with mixture density % = %1 + %2. This model depends on the following assumptions for the
free energies and the diffusion fluxes: (a) appropriate interpolation hypotheses on the homogeneous
part of the free energy, which are explicitly modelled using microscopic considerations and chemical
transition kinetics, e.g. of Monod type; (b) simple decomposition of the diffusive flux

J = −dε(%, φ)∇(f0 ′%) = J1 + J2 with Jk = φkJ ;

(c) a generally nonlinear interpolation of the inverse diffusion coefficients

1
dε(%, φ)

=
1
d(%)

h(φ1)+
1

εd(%)
h(φ2).

For the formal asymptotic limit, as ε → 0, we obtain a transition layer, which is a second order
ODE for the partition function φ = φ1 plus a first order equation for % with asymptotic values %0

1
and %0

2 characterizing the jumping densities of the macroscopic sharp interface problem.
In order to determine the free parameter λ = (vΓ −v)•ν, the relative interface speed, we had to

find the heteroclinic transition orbits of this ODE system. An indicator function fd(%0
1, %

0
2) explicitly

defined in terms of the two free energies f1 and f2 determines the sign of λ, thereby deciding the
type of the transition dynamics and the boundary condition for the sharp interface problem: In case
fd(%

0
1, %

0
2) > 0 both boundary values %0

k are obtained by solving the system of a hyperbolic equation
in the ordered phase and a parabolic equation in the disordered phase, with Neumann boundary
condition containing the function λ = λ̂(%0

1, %
0
2) > 0, which has to be computed. On the contrary,

in case fd(%0
1, %

0
2) < 0 the ordered phase density value %0

2 = %̂2(%
0
1) together with λ = λ̂(%0

1) < 0
has to be computed for given %0

1, so that %0
2 serves as Dirichlet boundary value for the hyperbolic

problem, whose characteristics at the interface point into the ordered phase domain.
Furthermore, numerical simulations of the 1-dimensional sharp interface problem have been

performed in the simplest case of a single jump between the densities in a disordered LE domain
and an ordered LC domain (e.g. applied to amphiphilic lipids on a water-air surface). For a fixed
interval of length L with no flux boundary conditions and with different constant viscosities in the
two phases, the simulations reveal that appropriately defined initial density profiles asymptotically
converge towards a distinguished one-jump plateau (%sing

1 , %
sing
2 ), which as steady state solution is

uniquely determined by the given total lipid massM%, provided that the latter satisfies the condition
%

sing
1 < M%/L < %

sing
2 .

The stability of this steady state can be confirmed locally, but obviously holds also globally in
this simple situation (as numerical simulations show). This is in favour of a biologically evolved and
controlled function of surfactant patches, which also have been observed in laboratory experiments
with different sign between the two plateau densities under different external pressures (see Fig. 1A
and 1B). The biological function of the disordered LE domains would be to serve as buffers between
the more effective surfactant monolayers of the ordered LC patches, particularly under conditions
of fast compression during breathing cycles (see [3] and [9]).
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Moreover, the numerical analysis should be carried over to more appropriate model functions
for the free energy of lipid monolayers, particularly for the ordered LC phase as indicated by
the proposed function in Fig. 4b. Finally, an outstanding problem is to generalize the stability
results to 2-dimensional geometries (see [6] for a study using nonlocal electrostatic interaction
energies). Boundary regularity of growing or shrinking LC patches has to be investigated under
realistic conditions, which simulate the dynamics of surfactant layers on the alveolar lung surfaces or
equivalent test bubbles during experimentally applied cycles of surface compression and relaxation
mimicking the breathing cycle.
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