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We study the regularity of the free boundary in two-phase problems for fully nonlinear elliptic
operators. In particular, we prove that flat free boundaries are C1,γ .

1. Introduction and main results

In this paper we prove that flat free boundaries of the solutions of elliptic two-phase problems
associated with a class of fully nonlinear operators are C1,γ . In [11] the C1,γ regularity of Lipschitz
free boundaries of two-phase problems was proved for a class of homogeneous fully nonlinear
elliptic operators F(D2u(x), x), containing convex (concave) operators, with Hölder dependence
on x. Here we consider the same class of operators. More precisely, we prove the regularity of flat
free boundaries of the solutions of the following two-phase problems:

F(D2u(x), x) = 0 in Ω+(u) = {x ∈ Ω ⊂ Rn : u > 0},
F (D2u(x), x) = 0 in Ω−(u) = {x ∈ Ω ⊂ Rn : u 6 0}◦,
u = 0 on Fu,
u+ν = G(u

−
ν ) on Fu,

(1)

where Fu = ∂Ω+ ∩Ω is the free boundary, and u± ∈ C(Ω) is a viscosity solution of the equation
F(D2u(x), x) = 0 respectively in Ω+(u) and Ω−(u).

We denote by Br(x0) the ball in Rn centered at x0 with radius r. Hence (see [1]), the conditions
on the free boundary Fu are satisfied in the following sense: if x0 ∈ Fu and there exists a ball Bρ(y)
such that x0 ∈ ∂Bρ(y) and Bρ(y) is contained either in Ω+(u) or in Ω−(u), then

u(x) = α〈x − x0, ν〉
+
− β〈x − x0, ν〉

−
+ o(|x − x0|) as x → x0,

where ν is the unit normal to ∂Bρ(y) at x0 pointing to Ω+(u) and

α = G(β).
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Moreover, we assume that the function G(z) is continuous, strictly increasing and for some N > 0,
z−NG(z) is decreasing in (0,+∞).

We say that free boundaries are flat whenever they are contained in an ε-neighborhood of some
Lipschitz continuous graphs (see Theorem 1.1). Here we solve the problem of the regularity of
flat free boundaries of the solutions of problem (1) assuming a nondegeneracy condition on the
positive part of the solution. Roughly speaking, we are going to consider solutions u such that
u+/dist(x,Fu) behaves like a constant in a neighborhood of the free boundaries (see Theorem
1.1(i) for the precise condition).

Under these hypotheses we can prove a sort of weak monotonicity of the solutions, the so-called
ε-monotonicity (see Definition 3.2), which plays a key role in the proof of the regularity of the free
boundaries. In this note we follow the main ideas contained in [2] and [16] adapting the approach
used in [13] for the linear case with variable coefficients, where the notion of strict ε-monotonicity
was introduced.

Regularity of the free boundaries has been studied following a geometric approach since the
papers by Luis Caffarelli ([1], [2]) for the Laplace operator. Successively these results were extended
to fully nonlinear operators with constant coefficients (see [9], [15], [10] and [16]), and to linear and
nonlinear operators with variable coefficients (see [6], [11], [12] and [13]).

We are now going to introduce a class of fully nonlinear operators for our free boundaries
problems.

Let S be the space of n×n symmetric matrices. Let P+ and P− be the Pucci extremal operators
on the classAλ,Λ of symmetric matrices with lowest eigenvalue not smaller than λ > 0 and highest
eigenvalue not bigger than Λ (see Section 2 for the definitions).

Concerning our class of fully nonlinear operators, we assume that F : S × Ω → R in (1)
satisfies the following conditions:

(a) For all M,N ∈ S and x, y ∈ Ω ,

P−(M −N, λ,Λ)− ω(|x − y|)(‖M‖ + |N‖)
6 F(M, x)− F(N, y) 6 P+(M −N, λ,Λ)+ ω(|x − y|)(‖M‖ + ‖N‖), (2)

where ω is a nondecreasing continuous function satisfying ω(0) = 0, and ‖M‖ denotes the
(L2, L2)-norm of M ∈ S (i.e. ‖M‖ = sup|x|=1 |Mx|). In particular F is a fully nonlinear
uniformly elliptic operator (see [3]).

(b) The operator F is positive homogeneous of degree 1, i.e.

F(αM, x) = αF(M, x)

for all α > 0, M ∈ S and every x ∈ Ω.
(c) F has C1,1 interior estimates: there exists a positive constant ce such that for every x0 ∈ Ω,

every r > 0 such that the ball Br(x0) is contained in Ω, and every w ∈ C(∂Br(x0)), there
exists a solution h̃ ∈ C2(Br(x0)) ∩ C(Br(x0)) of the Dirichlet problem{

F(D2h̃(x), x0) = 0 in Br(x0),

h̃(x) = w on ∂Br(x0),

and this solution h̃ satisfies the estimate

‖h̃‖C1,1(Br/2(x0))
6 cer

−2
‖h̃‖L∞(Br (x0)).
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We observe that the condition (c) replaces, in a sense, convexity (concavity) assumptions on F
in order to ensure, with the further hypothesis of (Lipschitz) regularity of the boundary of Ω and
of (Cα) dependence on x, the existence and uniqueness of Lp-viscosity solutions u ∈ W 2,p

loc (Ω) ∩

C(Ω) of the Dirichlet problem for F in Ω (see [4]). Moreover, such hypotheses ensure interior
W 2,p estimates for u (see [3], [4] and [14]). Indeed, under hypotheses (a)–(c), the Dirichlet problem{

F(D2h̃(x), x) = 0 in D,
h̃(x) = w on ∂D,

admits a unique Lp-viscosity solution h̃ ∈ W 2,p
loc (D) ∩ C(D) in a domain D satisfying a uniform

exterior cone condition when there exists a constant M = M(n, p, λ,Λ) such that(
1
rn

∫
Br (x0)

β(x, x0)
p dx

)1/p

6 M, r 6 r0, (3)

where

β(x, x0) = sup
M∈S

|F(M, x)− F(M, x0)|

1+ ‖M‖

is the oscillation of F in the variable x. In our case

β(x, x0) 6 sup
M∈S\{0}

|F(M, x)− F(M, x0)|

‖M‖
6 2ω(|x − x0|)

so that condition (3) holds if ω(s) = Csa, and a is a fixed number, a ∈ (0, 1].
Let now B ′r be the ball in Rn−1 centered at 0 with radius r. We define Cr = B ′r × (−r, r). The

main result of this paper can be summarized in the following theorem.

THEOREM 1.1 Let u be a solution of the free boundary problem (f.b.p., for short) (1) in C1 for
F(M, x) satisfying (a)–(c) and assume that ω(s) = C̄sa with a ∈ (0, 1] and C̄ > 0 fixed. Suppose
moreover that:

(i) there exist positive numbers α0, α1 such that

α0 6
u+(x)

dist(x,Fu)
6 α1,

(ii) G(0) > 0, G is a Lipschitz continuous function, strictly increasing in R+ and, for some large
constant N, s−NG(s) is decreasing.

Then there exist ϑ ∈ (0, π/2) and ε > 0 such that if for some ε ∈ (0, ε) the set Fu is contained in
the ε-neighborhood of the graph of a Lipschitz function h, xn = h(x′), with Lipschitz norm

Lip(h) 6 tan(π/2− ϑ)

then in B ′1/2 ⊂ Rn−1, h is a C1,γ function with γ = γ (n, a, C̄, α0, α1, λ,Λ,N,Lip(h)).

We always assume that F(M, ·) satisfies hypotheses (a)–(c) and moreover that ω(s) = C̄sa

with a ∈ (0, 1] and C̄ > 0 fixed. Hence, we shall not repeat those assumptions in the following
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statements even if, sometimes, we shall stress the dependence of the constants on the several
parameters involved in problem (1).

Concerning the notation, the various constants c, C, etc. that will appear may vary from formula
to formula. In any case, if for such constants we do not give any explicit dependence, we mean that
they depend on some of the relevant parameters n, a, C̄, λ,Λ,L,N.

2. Preliminaries

For M ∈ S, we define Pucci’s extremal operators as

P−(M, λ,Λ) = P−(M) = λ
∑
ei>0

ei +Λ
∑
ei<0

ei,

P+(M, λ,Λ) = P+(M) = λ
∑
ei<0

ei +Λ
∑
ei>0

ei,

where ei = ei(M) are the eigenvalues of M. Let now A be a symmetric matrix whose eigenvalues
belong to [λ,Λ], i.e. λ|ξ |2 6 Aij ξiξj 6 Λ|ξ |2 for any ξ ∈ Rn. We will then write A ∈ Aλ,Λ.
Define a linear functional LA on S by

LAM = Tr(AM).

It is known (see [3]) that

P−(M, λ,Λ) = inf
A∈Aλ,Λ

LAM, P+(M, λ,Λ) = sup
A∈Aλ,Λ

LAM.

In this paper we deal with C-viscosity solutions of problem (1). Nevertheless in order to prove
some monotonicity properties (see Lemma 3.1), we still apply some results concerning Lp-viscosity
solutions. For this reason we recall both notions and we refer to [3], [4] and [14] for further details.

DEFINITION 2.1 u ∈ C(Ω) is a C-viscosity subsolution of F(D2u(x), x) = 0 in Ω if for every
x0 ∈ Ω and every test function ϕ ∈ C2(Rn), whenever u − ϕ 6 u(x0) − ϕ(x0) in a neighborhood
of x0, then

F(D2ϕ(x0), x0) > 0;

analogously u is a C-viscosity supersolution of F(D2u(x), x) = 0 in Ω if for every x0 ∈ Ω and
every test function ϕ ∈ C2(Rn), whenever u− ϕ > u(x0)− ϕ(x0) in a neighborhood of x0, then

F(D2ϕ(x0), x0) 6 0;

u is a C-viscosity solution if it is both a C-viscosity subsolution and C-viscosity supersolution.

Let p be such that 2p > n, and let h ∈ Lploc(Ω).

DEFINITION 2.2 A function u ∈ C(Ω) is an Lp-viscosity subsolution (respectively, supersolu-
tion) of F(D2u(x), x) = h(x) in Ω if, for all ϕ ∈ W 2,p

loc (Ω), whenever ε > 0, D ⊂ Ω is open
and

F(D2ϕ(x), x)− h(x) 6 ε a.e. in D

(respectively, F(D2ϕ(x), x)− h(x) > −ε a.e. in D)

then u−ϕ cannot have a local maximum (respectively, minimum) inD; u is anLp-viscosity solution
if it is both an Lp-viscosity subsolution and Lp-viscosity supersolution.
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REMARK 2.1 We observe that if u is a viscosity solution of F(D2u(x), x) = 0 (in one of the two
senses), then ur(x) = u(rx) is a viscosity solution of Fr(D2ur(x), x) := F(D2u(rx), rx) = 0.

Let Ts = {(x′, xn) ∈ Rn : |x′| < s, f (x′) < xn < 2Ls}, where f is a Lipschitz function with
Lipschitz norm L. For every positive r and for every positive constant M we set QM = (1/r)TMr .
The boundary Harnack theorem for fully nonlinear operators can be found in [8] (see also Lemma
2.1 in [15] and Proposition 2.2 in [10]). In particular, we state here the so called boundary (Harnack)
comparison theorem with its main corollary.

PROPOSITION 2.1 Let u, v be two nonnegative Lp-viscosity solutions of F(D2u(x), x) = 0 in T2
and let u, v vanish on {xn = f (x′)} ∩ ∂T2. Suppose that u > σv in T2 for some σ > 0. Then

1) There exists C = C(n,L) > 0 such that in T1/2,

C
u(A)− σv(A)

v(A)
6
u− σv

v

where A = (L/2)en.
2) If in addition u(A) = v(A) then u/v ∈ Cα(T̄1/2), where α ∈ ]0, 1[.

In the case of operators independent of x the proof can be found in [10, Proposition 2.2]. We
omit the proof for operators depending on x enjoying conditions (a) and (b), since it repeats the
same argument used in [10].

3. ε-Monotonicity and full monotonicity

LEMMA 3.1 Let
Ts = {(x

′, xn) ∈ Rn : |x′| < s, f (x′) < xn < 2Ls}

where f is a Lipschitz function with constant L. Let u be a positive solution of F(D2u(x), x) = 0
in T4, vanishing on Σ = {xn = f (x′)} ∩ T4. Then there exists η = η(n, a, C̄, λ,Λ,L) > 0 such
that, in

Nη(Σ) = {f (x′) < xn < f (x′)+ η} ∩ T1,

u is increasing along the directions τ belonging to the cone Γ (en, ϑ) with axis en and opening
ϑ = 1

2 cot−1 L. Moreover, in Nη(Σ),

c−1 u(x)

dx
6 Dnu(x) 6 c

u(x)

dx

where dx = dist(x,Σ) and c = c(n, a, L, λ,Λ).

Proof. Let z be the solution of the following Dirichlet problem, associated with the operator F(·, x)
frozen at x0 ∈ T1/2: {

F(D2z(x), x0) = 0 in B2Rε,

z = wr on ∂B2Rε,

where

wr(x) =
u(rx)

r
.



182 R. ARGIOLAS AND F. FERRARI

For simplicity let us assume that x0 = 0. Then

F(D2wr(x), rx)− F(D
2z(x), rx) = Tr(A(x, r)D2(wr(x)− z(x)))

where
A(x, r) = (aij (x, r))16i,j6n ∈ L

∞(B2Rε)

and

aij (x, r) =

∫ 1

0

∂F

∂mij
(D2z(x)+ tD2(wr(x)− z(x)), rx) dt.

Moreover,
F(D2z(x), 0)− F(D2z(x), rx) = fr(x)

and
|fr(x)| 6 2ω(|x|)|D2z(x)|.

We set hr = wr − z. Then hr satisfies the equation

Tr(A(x, r)D2hr) = fr(x) in T σ ∩ B2Rε (4)

where
T σ = {x ∈ T2 : dist(x, ∂T2) > σ }.

Now by the Aleksandrov–Bakelman–Pucci maximum principle, the W 2,p estimate on z and the
boundary Harnack principle1 (see [8], [10] and [11]), we find, arguing as in [11, Lemma 2.5], that
in any ball Bσ (ȳ) such that B4σ (ȳ) ⊂ T

σ and dist(ȳ, ∂T σ ) 6 Cσ,

sup
∂Bσ (ȳ)

|hr | 6 cσ a max
Bσ (ȳ)

z 6 cσ az(ȳ) and sup
Bσ (ȳ)

|hr | 6 c(σ a + ω(r))z(ȳ).

On the other hand, hr is the solution of the equation

F(D2v, rx) = F(D2hr , rx) ∈ L
p,

because

P−(−D2z(x)) 6 F(D2hr , rx) = F(D
2hr , rx)− F(D

2wr , rx) 6 P+(−D2z(x)). (5)

Let v be a viscosity solution of F(D2v, x) = f ∈ Lp. Then the following W 2,p estimate on v
holds:

σ 2−n/p
‖D2v‖Lp(Bσ (ȳ)) + σ

1−n/p
‖Dv‖Lp(Bσ (ȳ)) 6 C(‖v‖L∞(B2σ (ȳ)) + σ

2−n/p
‖f ‖Lp(B2σ (ȳ)))

(see [7], [3] and [14]). In particular, by the Sobolev theorem we know that hr ∈ C1,α and

σ |Dhr |C1(Bσ (ȳ))
6 C(‖hr‖L∞(B2σ (ȳ)) + σ

2−n/p
‖F(D2hr , rx)‖Lp(B2σ (ȳ))).

As a consequence, from (5) keeping in mind the W 2,p estimates on z we get

‖fr‖Lp
(B2σ (ȳ))

6 Cω(r)z(ȳ).

1 The proof of the boundary Harnack principle holds with minor changes for this class of operators.
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In particular, we deduce, recalling the W 2,p estimates of hr as an Lp-viscosity solution of (4) (see
[4]), that

|Dhr |C1(Bσ (ȳ))
6 Cω(r)

z(ȳ)

σ
.

On the other hand (see [10] and [11]), there exist c1 and c2 such that

c1
z(ȳ)

dȳ
6 Dnz(ȳ) 6 c2

z(ȳ)

dȳ
.

As a consequence there exist positive constants c, C such that

(1− cω(r))Dnz(ȳ) 6 Dnwr(ȳ) 6 (1+ Cω(r))Dnz(ȳ).

Hence there exists r0 such that Dnwr(ȳ) > 0 for every r 6 r0. The rest of the proof follows
the techniques applied in [11, Lemmas 2.6 and 2.8] (see also steps (3) and (4) of Theorem 2.1
in [13]). 2

A key notion in the regularity of flat free boundary is ε-monotonicity.

DEFINITION 3.1 A function u is ε-monotone in a domain D, along a direction τ, if

u(x + ε′τ)− u(x) > 0

for every x ∈ D and every ε′ > ε.

Lemma 3.2 and Corollary 3.1 below were proved in [2] (see also Section 5 in [5]). They depend
only on purely geometric considerations and continue to hold in our context.

LEMMA 3.2 Let u be ε-monotone in the cone Γ (ϑ, e). Let

v(x) = sup
y∈Bg(x)(x)

u(y)

where g is a positive smooth function. Suppose that, for every x in question,

sinϑ 6
1

1+ |∇g|

(
sinϑ −

ε

2g
cos2 ϑ − |∇g|

)
. (6)

Then v is monotone in the cone Γ (ϑ, e).

COROLLARY 3.1 For any ε-monotone function u in the cone Γ (ϑ, e), the level surfaces of u,
∂{u > α}, are contained in the (1− sinϑ)ε-neighborhood of the graph of a Lipschitz function h̃. In
particular, denoting by L′ the Lipschitz norm of h̃, if ϑ satisfies (3.1) then L′ 6 cotϑ.

Analogously to the linear case with variable coefficients (see [13]), we need to introduce a
slightly stronger notion than ε-monotonicity.

DEFINITION 3.2 A nonnegative function u is strictly ε-monotone increasing with constant λ > 0
in a domain D, along a direction τ, if

u(x + ε′τ)− u(x) > λεu(x)

for every x ∈ D and every ε′ > ε.



184 R. ARGIOLAS AND F. FERRARI

Accordingly, a nonpositive function u is strictly ε-monotone increasing if u− is strictly ε-
monotone decreasing, i.e. u−(x + ε′τ) − u−(x) 6 −λεu−(x). Finally, u is strictly ε-monotone
if u+ and u− are strictly ε-monotone increasing and decreasing, respectively.

The next result shows that strictly ε-monotone solutions of our f.b.p. are indeed fully monotone
ε-away from the free boundary as long as the coefficients are very close to being constant. This is
the situation one finds after a suitable initial blow up centered at a free boundary point. Precisely,
we have:

LEMMA 3.3 Let u be a positive viscosity solution of F(D2u(x), x) = 0 in B4Rε = B4Rε(0) such
that

u(x + ε′τ)− u(x) > λεu(x)

in B2Rε, for some λ > 0 and every ε′ > ε. There exists a positive number m̄ = m̄(p, n, a) such
that for every m > m̄ + 4, then there exists R = R(n) and positive constants C, c such that if
ε(m−2)/(m̄+2) 6 cλ and

‖ω(|x|)‖∞ 6 Cεm, (7)

then

Dτu(0) > cλ
u(ετ)− u(0)

ε
.

Proof. Let z be the solution of {
F(D2z(x), 0) = 0 in B2Rε,

z = wr on ∂B2Rε,

where, as in Lemma 3.1, we define wr(x) = u(rx)/r . Proceeding now as in Lemma 3.1, we have

F(D2wr(x), rx)− F(D
2z(x), rx) = Tr(A(x, r)D2(wr(x)− z(x))),

F (D2z(x), 0)− F(D2z(x), rx) = fr(x),

and
|fr(x)| 6 2ω(|x|)|D2z(x)|.

We set hr = wr − z. Thus hr satisfies the following problem:{
Tr(A(x, r)D2hr) = fr(x) in B2Rε,

hr = 0 on ∂B2Rε.

Now by the Aleksandrov–Bakelman–Pucci maximum principle we get, whenever ρ < 1,

sup
B2ρεR

|hr | 6 max
∂B2ρεR

|hr | + ω(r)(2ρεR)2−n/p‖D2z‖Lp(B2ρεR).

On the other hand, if σ = 1− ρ then by the boundary Harnack principle,

max
∂B2ρεR

|hr | 6 c(2σεR)az(0).
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We can cover B2ρεR with balls centered at xi with radius ri = cσεR such that Bri ⊂ B2εR. We
need N balls. Moreover, N ∼ c(ρ/σ)n. On each ball we can apply theW 2,p estimate on z (see also
Lemma 3.1). Thus

sup
B2ρεR

|hr | 6 C
(
c(2σεR)az(0)+ εm(2ρεR)2−n/p

N∑
i=1

‖D2z‖Lp(Bri )

)
6 C

(
c(2σεR)az(0)+ εm(2ρεR)2−n/p

N∑
i=1

r
−2+n/p
i ‖z‖L∞(B2ri )

)
6 C

(
c(2σεR)az(0)+ εm(2ρεR)2−n/p

N∑
i=1

r
−2+n/p
i

(
ρ

σ

)H
z(0)

)
6 C(R)((σε)a + εmσ−κ)z(0)

where κ = 2+ n− n/p +H and H = logCH , where CH is the Harnack constant. Minimizing in
σ, we get

σmin = cε
(m−a)/(κ+a).

As a consequence, assuming m > a we get

sup
B2ρεR

|hr | 6 c0ε
q0z(0) (8)

where
q0 =

a(m+ κ)

a + κ
.

In B2εR/3, for σmin < 1/3, we get, recalling the Harnack inequality and (8),

z(x + ετ)− z(x) = z(x + ετ)− u(x + ετ)+ u(x + ετ)− u(x)+ u(x)− z(x)

> λε(u(x)− z(x))+ λεz(x)− 2c0ε
q0z(0)

> −c0λε
1+q0z(0)+ λc′εz(0)− 2c0ε

q0z(0)

> (λ(c′ε − c0ε
1+q0)− 2c0ε

q0)z(0)
> (c′′λε − 2c0ε

q0)z(0) > cλεz(x),

that is, z is strictly ε-monotone along τ in B2εR/3 whenever

q0 > 1+

∣∣log (1−c)λ
2c0

∣∣
|log ε|

.

It follows from Lemma 1 in [2] that we can choose R = R(n) large enough such that

Dτ z(0) > c
z(ετ)− z(0)

ε
> cc1λz(0). (9)

Now we can estimate the gradient of hr in BεR/4. Recalling the W 2,p estimate we have

(εR)2−n/p‖D2hr‖Lp(BεR/4) 6 C(‖hr‖L∞(BεR/2) + (εR)
2−n/p

‖fr‖Lp(Bε/2R))

6 C(c0ε
q0z(0)+ (εR)2−n/pεm‖D2z‖Lp(BεR))

6 C(c0ε
q0z(0)+ εmz(0)) 6 Cεq0z(0).
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Now by the Sobolev imbedding we get

ε

4
R sup
BεR/4

|∇hr | 6 C(εR)2−n/p‖D2hr‖Lp(BεR/2) 6 Cεq0z(0). (10)

As a consequence, recalling (9), we get

Dτu(0) > Dτ z(0)− Cεq0z(0)/ε > (cc1λ− Cε
q0−1)z(0).

In particular, it follows from (10) and (9) that

ε(cc1λ+Cε
q0−1)z(0) > |u(ετ)−u(0)| > |z(ετ)− z(0)| − ε sup

BεR/4

|∇hr | > ε(cc1λ−Cε
q0−1)z(0).

Eventually, if q0 > 2 and ε is small, we complete the proof, since

Dτu(0) > C
|u(ετ)− u(0)|

ε
z(0). 2

We now prove that for a strictly ε-monotone solution u of our f.b.p., at least Rε-away from the free
boundary Fu, |∇u(x)| behaves like u+/dist(x,Fu), since u becomes fully monotone and its level
surfaces become Lipschitz graphs.

LEMMA 3.4 Assume that u ∈ C(C1) is strictly ε-monotone along Γ (ϑ, en) and u is a solution
of F(D2u(x), x) = 0 in C±1 (u). Then there exist positive numbers ε0, R,C = C(ϑ) such that if
ε 6 ε0, x ∈ C1/2 and dist(x,Fu) > CRε, then

u(x)

dist(x,Fu)
∼ |∇u(x)|.

Proof. Since the proof for the two phases is similar, we give the proof only for the positive one. Let
x ∈ C+1 (u), dx = dist(x,Fu). From interior estimates, we get

dx |∇u| 6 c0u(x).

We have to prove the reverse inequality

dx |∇u| > cu(x)

when dx > cRε. Let x0 ∈ C+1 (u) be such that dx0 = 100L′Rε, and set u(x0) = b. Notice that
{u = b} is the graph of a Lipschitz function with Lipschitz norm L′, since by Lemma 3.3, u is
fully monotone along the directions of a cone Γ (ϑ, en) outside the neighborhood NRε of Fu, and
moreover the geometric arguments in Corollary 3.1 and Lemma 3.2 apply. Let v be the solution of
the problem F(D

2v(x), x) = 0 in Tε,
v = 1 on Σε,
v = 0 on ∂Tε \Σε,

where

Tε = B
′

kε(x0)× [−200L′Rε, 200L′Rε],
Σε = ∂Tε ∩ {x0n − 20Rε < xn < 20Rε}
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and k = k(ϑ) is properly small. By the strong maximum principle, we have

b = u(x0) 6 v(x0)max
Σε

u+ ≡ γ max
Σε

u+

with 0 < γ < 1. Then there exists a point x ∈ ∂Tε such that dx > CL′Rε for all x ∈ {u = kb}
∩ B4kε(x). Proceeding now as in Lemma 2.6 of [11], we obtain the result. 2

4. The auxiliary perturbation function

In this section we consider flat free boundaries. First we recall the following two results proved in
[11]. Let u : Ω → R be continuous and g be a positive C2 function on Rn. We define v(x) =
supBg(x)(x) u in {x ∈ Ω : Bg(x)(x) ⊂ Ω}.

PROPOSITION 4.1 Assume that F satisfies conditions (a)–(c). Let g be a positive C2 function in
B1, with g 6 m0 in B1 (m0 a positive number), such that

P−(D2g(x))− C
(|∇g(x)| + ω(g(x)))2

g(x)
> 0. (11)

Let u be a continuous function defined in a domain large enough so that the function

v(x) = sup
Bg(x)(x)

u = sup
|ν|=1

u(x + g(x)ν)

is well defined in B1. Then there exist constants µ,ω0, c0 depending only on λ,Λ, n such that if
|∇g| < µ, ω(g(x)) < ω0, C > c0 and u is a viscosity solution of F(D2u(x), x) = 0 in {u > 0},
then v is a viscosity subsolution of F(D2v(x), x) = 0 in {v > 0}.

COROLLARY 4.1 Let u, g be as in Proposition 4.1, with g, in particular, satisfying (11). Let

vτ,g(x) := sup
Bg(x)(x)

u(y − τ),

where τ ∈ Rn is a fixed small vector. Then vτ,g is a subsolution of F(D2u(x), x) = 0 in {vτ,g > 0}.

To prove Theorem 1.1 (see Section 5) we follow the main ideas in [1], [2] and [13]. The strategy
of the proof is based on the following main steps:

1) We improve the cone of strict ε-monotonicity in a half size cylinder C1/2 (as in Section 3).
2) We keep, by rescaling to C1, a proper control on the coefficients (see Lemma 3.2) and we can start

reducing ε. As a consequence, in a slightly smaller ball, we obtain an increase in flatness along
directions in a larger cone. This is what we call the basic iteration step (Lemma 4.2). Repeating
the process, in the course of each iteration the constant of strict ε-monotonicity deteriorates at
the rate of the cone opening so that, once again, a delicate balance is required between that speed
and the improvement of flatness.

3) We get a geometric improvement of ε-monotonicity in a sequence of dyadic cylinders, along the
directions of a sequence of cones whose defect angles decrease at a geometric rate (Theorems
5.1 and 5.2). This gives the final C1,γ regularity.
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We now construct a family of subsolutions that plays a decisive role in the improvement of
ε-monotonicity. Assume that u is a solution of our f.b.p. which is strictly ε-monotone along the
directions of a cone Γ (ϑ, en), with ε small and the defect angle δ = π/2− ϑ close to zero.

Let R > 0 and
NRε = NRε(Fu) = {x : dist(x,Fu) < Rε} ∩ C1,

the Rε-neighborhood of Fu. Moreover, let Ωε be a smooth, flat domain such that

NRε/2 ⊂ ΩRε ⊂ NRε

and denote by F+ε the upper part of ∂ΩRε, that is,

F+ε = ∂ΩRε ∩ C1 ∩ {u > 0}.

Moreover, for fixed positive ε and α we set

Sε,α = {x : |x′| < 1− εα}

where x = (x′, xn). We now construct a perturbation family of functions.

LEMMA 4.1 Let C, c, ω0 be positive numbers. If C > 1 and ω0 is small enough, there exists a
family of functions φt , 0 6 t 6 1, such that φt ∈ C2(ΩRε) and:

(a) 0 < 1− ω0 < φt 6 1+ t − ω0,

(b) φtP−(D2φt ) > C(|∇φt |
2
+ ω2

0),

(c) φt 6 1 in ΩRε ∩ {x : 1− εα/2 < |x′| < 1}, where 0 < α < 1;
(d) φt > 1− ω0 + t (1− cεγ ), with γ 6 1− α, in ΩRε ∩ Sε,α;

(e) |∇φt | 6 cε−α.

Proof. Let F+ε be the upper part of ∂ΩRε. Under the dilation x → ε, F+ε becomes a uniformly
smooth surface H+ε at a distance of order 1 from the dilated free boundary. Due to the flatness of
Fε, the curvature of H+ε is bounded by cδ, where δ is the defect angle. Then, the distance function
dε(x) = dist(x,H+ε ) is well defined up to distance of order 1/δ and we have |Dijdε| 6 cδ.

Let g ∈ C∞(R+) be such that

g(s) =

{
1 if 1− εα/2 6 s 6 1,
0 if 0 6 s 6 εα.

We now define

G(x) = g(|x′|)+Kε2−α
[

1− σdε

(
x

ε

)]
dε

(
x

ε

)
,

for K > 0 and σ to be chosen later. We have

∇G(x) = ∇g(|x′|)+Kε1−α
(

1− 2σdε

(
x

ε

))
∇dε

(
x

ε

)
and

|∇G(x)| 6 c1ε
−α.
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Moreover,

D2G(x) = D2g(|x′|)+Kε−α
[(

1− 2σdε

(
x

ε

))
D2dε

(
x

ε

)
− 2σ∇dε

(
x

ε

)
· ∇dε

(
x

ε

)T ]
.

In particular, for every A ∈ Aλ,Λ, by properly choosing σ = σ(ϑ) and K > 0 we have

Tr(AD2G(x)) 6 −CKε−α.

We now define

ψ(x) =

(
1+G(x)

3

)1/(1−2C)

.

We have

1
3

Tr(AD2G(x)) = Tr(AD2ψ(x)1−2C)

= 2C(2C − 1)ψ(x)−1−2C
〈A∇ψ,∇ψ〉 − (2C − 1)ψ(x)−2C Tr(AD2ψ(x))

6 −
1
3
CKε−α.

Then

Tr(AD2ψ(x)) >
2Cλ|∇ψ(x)|2

ψ(x)
+ 3CK|∇ψ(x)|,

and as a consequence we get

P−(D2ψ(x)) >
2Cλ|∇ψ(x)|2

ψ(x)
+ 3CK|∇ψ(x)|. (12)

We now define

φt (x) = 1+ ω0(|x
′
|
2
− 1)+ t

(
ψ(x)− 1

21/(1−2C) − 1

)
, 0 6 t 6 1.

From (12), it is not difficult to check that the family φt has all the properties (a)–(e). 2

Let now
vt (x) = sup

Bσφt (x)(x)

u(y − τ) = sup
|ν|=1

u(x + σφt (x)ν − τ),

where φt is the function constructed in the previous lemma, with ε/2 < σ < 2ε and 0 6 t < 1, and
τ is a small vector, i.e. there exists a positive constant such that |τ | 6 cε. Then vt is well defined in
C1−4ε. We set Ω+(vt ) = C1−4ε ∩ {vt > 0}. If (7) holds, according to Proposition 4.1 and Corollary
4.1, vt is a viscosity subsolution of F(D2vt (x), x) = 0 in {vt > 0}, and, from Lemma 3.3 (we know
that u is fully monotone outside anNRcε neighborhood), it also follows that vt is monotone along a
cone with |ϑ − ϑ | 6 cε. In particular, the level sets of vt are uniformly Lipschitz graphs. This is a
straightforward consequence of Lemma 2 in [2] and property (e) of Lemma 4.1. Before introducing
the basic iteration step contained in the following Lemma 4.2 we remark that our operators are not
linear. So we have to slightly modify the classical proof contained in [2, Lemmas 4 and 5] (see also
[5, Lemma 5.7] and [12, Lemma 4.2], or [16, Lemmas 4 and 5]).
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Actually, we have to modify the family of functions containing the perturbation as we need to
take in account the distortion on the free boundary. Indeed, we deal with nonlinear operators (see [2],
and [13] for the linear case). Moreover, we cannot simply add a perturbation, as in [16, Lemma 4 and
Remark]. More precisely, we recall that the operators considered in [16] have a particular structure
(see Remark in [16]). As a consequence, in general, we cannot assume that adding a subsolution to
a solution, of a given fully nonlinear operator, still yields a subsolution of the same operator. We
recall that our class of operators strictly contains the fully nonlinear operators considered in [16].
Hence, we proceed by adapting the idea contained in [10, Lemma 3.1]. In particular, we define v̄t
as the solution of the problem

F(D2v̄t (x), x) = 0 in ΩRε ∩Ω+(vt ),
v̄t = vt + A1ε

γ u on F+Rε,
v̄t = vt on ∂(ΩRε ∩Ω+(vt )) \ F+Rε.

(13)

We extend v̄t to vt in C1 \ Ω
+(vt ) and, for simplicity, we still denote this new function as v̄t .

Hence, v̄t is still a viscosity subsolution of F(D2u(x), x) = 0 in DR,ε = (C1 \ Ω
+(vt )) ∪ ΩRε

for 0 6 t 6 1, A1 > 0, α < γ < 1. Notice that whenever NRε is Lipschitz, we can consider the
solution of (13) to be well-defined when we take ΩRε = NRε.

The next result is the basic iteration step in the ε-monotonicity improvement.

LEMMA 4.2 Suppose that G is strictly increasing in R+ and assume that there exists a large
positive number N such that s−NG(s) is decreasing. Let u be a solution of our f.b.p. in C1 such
that u is strictly ε-monotone along the cone of directions Γ (ϑ0, en) with π/4 < ϑ0 6 π/2. Then
there exist c0 > 0 and 0 < λ < 1, depending on ϑ0, and ε0 depending on ϑ0, such that if ε 6 ε0
and ϑ0 6 ϑ 6 π/2 then u is λε-monotone along the cone Γ (ϑ − c0ε

1/4, en) in C1−ε1/8 and strictly
λε-monotone outside the λRε-neighborhood of Fu.

Proof. Let λ < 1, to be chosen later, and u1(x) = u(x − λεen). If 1− λ <
√

2/2, we have

Bε(sinϑ−(1−λ))(x − λεen) ⊂ Bε sinϑ (x − εen)

and by the ε-monotonicity hypothesis,

sup
Bε(sinϑ−(1−λ))(x)

u1 6 u(x) (14)

in C1−ε1/8 ∩ NRε. Notice that, choosing a slightly smaller radius ε(sinϑ − (1 − λ′)), λ′ < λ, we
have strict inequality in (14). On the other hand, by Lemma 3.3, u is fully monotone outside the
NRε neighborhood of Fu, therefore

sup
Bλε sinϑ (x)

u1 6 u(x)

for any x /∈ NRε and for every unit vector τ ∈ Γ (ϑ, en). To obtain the λε-monotonicity of u, first,
we prove that, for a suitable λ,

sup{u1(y) : |y − x| < λε sin(ϑ − c0ε
1/4)} 6 u(x).

Moreover, in C1−ε1/8 ∩ (NRε \NλRε/2),

sup{u1(y) : |y − x| < λε sin(ϑ − c0ε
1/4)} 6 u(x)− Cε1/4u+(x),
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so that we get strict λε-monotonicity of u+ in that set. To obtain our estimates, we use the family
φt , constructed in Lemma 4.1, to find a suitable t , 0 < t < 1, and a corresponding intermediate
radius σφt , such that

vt 6 u (15)

in C1−ε1/8 ∩NRε and
φt > λ sinϑ − c̃ε1/4

for some c̃ > 0. Indeed, since

φt > λ(sinϑ − c0ε
1/4) > λ sin(ϑ − c̃1/4

0 ε),

from the above estimates we get

sup
B
λε sin(ϑ−c0ε

1/4)(x)

u1 6 sup
B
ελ sin(ϑ−c̃1/40 ε)

(x)

u1 6 sup
Bεφt

(x)

u1 6 u

in C1−ε1/8 ∩NRε. Since u(x) ∼ d(x,Fu)|∇u(x)| in C1−ε1/8 ∩ (NRε \NλRε/2)∩Ω+(u) by Lemma
3.4, we have

sup
B
λε sin(ϑ−c0ε

1/4)(x)

u1 6 sup
B
ελ sin(ϑ−c̃1/40 ε)

(x)

u1 6 sup
Bεφt

(x)

u1 6 u(x)− A1ε
1/4u+(x).

Choose γ = 1/4 and σ = ε(sinϑ − (1− λ)) with λ > 3/2− 1/
√

2. Now to select t we first make
sure that for every t ∈ [0, t],

σφt 6 ε(λ sinϑ − cε1/4)

for some positive constant c that we will choose later. Since, keeping in mind the meaning of ω0 in
Lemma 4.1, we have

σφt 6 ε[sinϑ − (1− λ)](1+ t − ω0),

we require that
ε[sinϑ − (1− λ)](1+ t − ω0) 6 ε(λ sinϑ − cε1/4),

and
[sinϑ − (1− λ)](1+ t − ω0) = λ sinϑ − cε1/4. (16)

Since
λ sinϑ − cε1/4

sinϑ − (1− λ)
6

λ sin π
4

sin π
4 − (1− λ)

,

by choosing λ < 1 close enough to 1 to have

λ sin π
4

sin π
4 − (1− λ)

6 2− ω0,

there exists t ∈ (0, 1] such that (16) holds. With this choice of t we deduce that, in C1−ε1/2 ∩NRε,

σφt > σ [1− ω0 + t(1− cε1/4)] = ε[sinϑ − (1− λ)](1− ω0 + t(1− cε1/4))

= ε(λ sinϑ − cε1/4)− ctε5/4 > ε(λ sinϑ − cε1/4),
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since, in C1−ε1/2 ∩NRε,
φt > 1− ω0 + t (1− cε1/4).

In order to emphasize the comparison between u1 and u we denote u as u2 (u2 ≡ u). We are now
ready to prove (15), i.e. we verify that

vt 6 u2

in C1−ε1/4∩NRε for every t ∈ [0, t]. Indeed, along C1−ε1/4∩∂NRε,we have, for k1 < k2 6 λε sinϑ,

sup
Bk1 (x)

u1 6 sup
Bk2 (x)

u1 − (k2 − k1)C|∇u1|(x) 6

(
1−

k2 − k1

Cε

)
u2,

since (recalling the definition of u1 and u2 in terms of u), we know from Lemma 3.4 that u(x) ∼
d(x,Fu)|∇u(x)|. By taking

k1 = λε sinϑ − Cε1+1/4 and k2 = λε sinϑ −
C

2
ε1+1/4,

(recalling (16), (sinϑ−(1−λ))(1+t−ω0) = λ sinϑ−Cε1/4), we see that, adjusting the constant c̃,
for every t ∈ [0, t],

vt 6 (1− c̃ε1/4)u2

along C1−ε1/4 ∩ ∂NRε and hence vt = vt + A1ε
γ u 6 u2 there, provided we choose A1 > c̃ and

γ 6 1/4.
Along ∂C1−ε1/4 ∩ NRε we have v̄t = vt . Moreover, on ∂C1−ε1/4 ∩ NRε (since ε1/2 > ε, φt =

φ1 = 1 in the ε-neighborhood of ∂C1−ε1/4 ∩ NRε), we get vt = supBσφt (x)(x) u1, where |φt − 1| is
small. In particular, by abuse of notation, we write simply v1 = supBσφt (x)(x) u1 whenever |φt − 1|
is small. Hence

v1(x) 6 u2(x),

and arguing as before yields
vt = v1(x) 6 (1− Cε1/4)u2(x)

on ∂C1−ε1/4 ∩NRε. In particular, if ω0 is small (see the definition of φt in Lemma 4.1) there exists
a t0 = t0(ω0) > 0 (possibly small) with t0 < t̄ such that φt0 = 1 and

E = {t ∈ [t0, t̄] : v̄t 6 u2, C1−ε1/4 ∩NRε} 6= ∅,

because t0 ∈ E. The set E is closed. We prove that it is also open, showing that E = [t0, t̄]. Indeed,
arguing as in [5, Lemma 5.7], we prove that

Ω+(vt ) ⊂⊂ Ω
+(u) ∩ C1−ε1/4 ∩NRε.

If not, there exists t̃ ∈ (t0, t̄) ∩ E such that Fvt and Fu2 have to touch each other at a regular
point x0 that is a regular point for both free boundaries. Since φt > 1 in the ε-neighborhood of
∂C1−ε1/4 ∩ NRε we must have x0 ∈ ΩRε ∩ Sε,α and the set Fvt has at x0 a one-sided tangent ball
with center y from the Ω+(vt ) side.
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Notice that Ω+(v̄t ) ⊂ Ω+(u2) and Fu2 has the same tangent ball at x0. Moreover, u2 is a
solution of the free boundary problem, so that

u2(x) = α1〈x − x0, ν〉
+
− β1〈x − x0, ν〉

−
+ o(|x − x0|)

and α1 = G(β1).

Recalling Lemma 2 in [2] or Lemma 4.10 in [5], and keeping in mind the estimate of Lemma
4.1, it follows that

vt > α〈x − x0, ν〉
+
− β〈x − x0, ν〉

−
+ o(|x − x0|), (17)

where ν̄ = ν+σ∇φt
|ν+σ∇φt |

, α = α1|ν + σ∇φt |, β = β1|ν + σ∇φt |, and

α

1− σ |∇φt |
> G

(
β

1+ σ |∇φt |

)
. (18)

Notice that
v̄t (x)− vt (x)

vt (x)
>
v̄t (x)− ṽt (x)

ṽt (x)
,

where {
F(D2ṽt (x), x) = 0 in DR,ε,
ṽt = v̄t on ∂DR,ε.

Moreover, Fv̄t are equi-Lipschitz with Lip(Fv̄t ) 6 L + Cε and NRε/2 ⊂ ΩRε ⊂ NRε ⊂ Ω+(v̄t ).
Hence by the boundary Harnack comparison principle (see Lemma 2.1) and remarking that v̄t (x)−
ṽt (x) is a positive supersolution of F(D2u, x) = 0, and thus a supersolution of P−(D2u) = 0, we
deduce that there exists a positive constant C′ independent of t such that

v̄t (x)− vt (x)

vt (x)
> C′A1ε

γ > 0. (19)

It follows from (18) and (19) that

v̄t (x) > ᾱ〈x − x0, ν〉
+
− β̄〈x − x0, ν〉

−
+ o(|x − x0|),

where ᾱ > (1+ CA1ε
γ )α and β̄ 6 β.

We want that
ᾱ > G(β̄). (20)

Notice that, recalling (e) in Lemma 4.1,

σ |∇φt | 6 cσε−α.

Thus we get

ᾱ > (1+ CA1ε
γ )(1− cσ |∇φt |)α1 > (1+ CA1ε

γ )(1− cσε−α)α1

and
β̄ 6 (1+ Cσε−α)β1.
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Moreover, G is increasing. Hence inequality (20) will be satisfied if

(1+ CA1ε
γ )(1− cσε−α)α1 > G((1+ Cσε−α)β1),

in particular if
(1+ CA1ε

γ )(1− cσε−α)G(β1) > G((1+ Cσε−α)β1). (21)

On the other hand, s−NG(s) is decreasing. Hence (21) will be satisfied if

(1+ CA1ε
γ )(1− cσε−α) > β−N1 ((1+ Cσε−α)β1)

N , (22)

and in particular when

(1+ CA1ε
γ )(1− cσε−α) > (1+ Cσε−α)N . (23)

Hence, if we assume that σ 6 εq , 0 < α 6 q 6 1 and take A1 large enough, (23) will be
satisfied and (20) holds.

This produces a contradiction with the free boundary conditions and Hopf’s lemma; for the
remaining details see Lemma 4.12 in [5] or Lemma 3.1 in [10].

Now, vt > vt on C1−Cε1/8 . Also, on such a domain, φt can be estimated from below by 1−ω0+

t (1− Cε1/4) by construction of φt . For maximal possible t , σφt > λε sinϑ − Cε1+1/4, that is,

sup
B
ε(λ sinϑ−c̃ε1/4)(x)

u1 6 u2(x).

Since
λ sinϑ − c̃ε1/4 > λ sin(ϑ − c0ε

1/4)

for a suitable positive c0, the proof is complete. 2

Notice that u− satisfies analogous estimates. Indeed, it is enough to remark that u− is a solution of
F̃ (D2u−(x), x) = 0 in Ω−(u) where F̃ (M, x) = F(−M,x). Notice that F̃ (M, x) still satisfies all
our hypotheses, and previous arguments apply.

5. Strict ε-monotonicity implies C1,γ

Using a double iterative argument based on Lemma 4.4 of [11] and Lemma 4.2, we can prove that
strict ε-monotonicity implies C1,γ .

THEOREM 5.1 Let u be a solution of our f.b.p. in C1. Suppose G is Lipschitz continuous, strictly
increasing and that z−NG(z) is decreasing in (0,+∞) for some N > 0. Let π/4 < ϑ0 6 π/2 be
given. There exist ε0 = ε0(ϑ0) such that if u is strictly ε-monotone along the cone of directions
Γ (ϑ, en), for some ε 6 ε0 and ϑ > ϑ0, then, in C1/3, Fu is the graph of a C1,γ function with
γ = γ (n, a, C̄, λ,Λ, ϑ0, N).

Proof. Lemma 3.4 gives full monotonicity for u, Rε-away from Fu. Proceeding now as in Lemma
4.4 of [11], we conclude the proof. 2

We now prove the following intermediate result.



TWO-PHASE PROBLEMS 195

THEOREM 5.2 Let u be a solution of our f.b.p. in C1, and assume that hypotheses (i) and
(ii) of Theorem 1.1 hold. Then there exist ϑ0 < π/2 and ε0 > 0, both depending on
n, a, C̄, α0, α1, λ,Λ,N , such that if u+ is strictly ε-monotone along any directions in Γ (ϑ0, en) for
some ε < ε0, then Fu is the graph of a C1,γ function in C1/2 with γ = γ (n, a, C̄, α0, α1, λ,Λ,N).

The proof of Theorem 5.2 is based on the so called dichotomy Lemma 5.1. We follow the same
approach as in [13].

LEMMA 5.1 (Dichotomy Lemma) Assume that (ii) in Theorem 1.1 holds. Let u be a solution of
our f.b.p. in C1, and let umax = maxC1 |u|. There exist ϑ0 and ε0 such that if π/4 < ϑ1 6 ϑ0 6 ϑ

and ε 6 ε0, the following alternative holds: there are constants K (large) and p > 0, η > 0,
0 < τ2 < τ1 < 1 such that:

(a) if u−
(
−

1
2en

)
> Kε1/2umax, then u is strictly εp-monotone along the cone Γ (ϑ1, en) in the

η-neighborhood of Fu in C1/2;

(b) if u−
(
−

1
2en

)
6 Kε1/2umax, then u+ is strictly λε-monotone, for some λ(ϑ0) < 1, along the

cone Γ (ϑ − ετ1 , en) in C1−ετ2 , where 0 < τ2 < τ1 < 1.

Proof. Assuming we are in case (a), denote by G the graph of the Lipschitz function xn = h(x′),
with Lipschitz norm

L′ 6 tan(π/2− ϑ)

(see Corollary 3.1 and Lemma 3.3), whose Nε neighborhood contains Fu. Let

Gε = {xn = h(x′)+ 2ε} and Tε = {xn < h(x′)+ 2ε}.

The function u− is a viscosity solution of F̄ (D2u−, x) = 0 in Ω−(u), where F̄ (M, x) =
−F(−M,x), and F̄ still belongs to our class of operators. Moreover, let v, ṽ be the solutions
of the Dirichlet problems  F̄ (D

2v(x), x) = 0 in C7/8 ∩ T0,

v = 0 on G,
v = u− on ∂(C7/8 ∩ T0) \ G,

and  F̄ (D
2ṽ(x), x) = 0 in C7/8 ∩ T2ε,

ṽ = 0 on G2ε,

ṽ = u− on ∂(C7/8 ∩ T2ε) \ G2ε,

respectively. By the Aleksandrov–Bakelman–Pucci maximum principle, we have

v 6 u− in C7/8 ∩ T0,

and
ṽ > u− in C7/8 ∩ T2ε,

because u− is a subsolution in C7/8 ∩ T2ε.

Since G is a Lipschitz graph, from Lemma 2.8 in [11], there exists a positive number η =
η(L′, n) such that in the Nη(Fu) neighborhood of Fu, Dτu(x) > 0 for every τ ∈ Γ (ϑ0, en). The
maximum principle gives, along Fu,

ṽ 6 Cεaumax.
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We can now write
v 6 u− 6 ṽ 6 v + Cεaumax. (24)

For ϑ1 < ϑ0,

v(x) > |x − x0|
β0u−

(
−

1
2
en

)
(25)

for x − x0 ∈ Γ (ϑ1,−en) and a 6 β0. Take x1, x2 in Nη(Γ ) with

C1ε
p 6 |x1 − x2| 6 C2ε

p (26)

and x1 − x2 ∈ Γ (ϑ1,−en), p > 0 small; we want to show

u−(x2)− u
−(x1) > cεβ1u−(x1) (27)

for a suitable β1. Choose ϑ0 such that ϑ1 6 ϑ0 − π/8. If x1 ∈ Ω
+(u), then (27) is trivial. We

restrict x1 to be below {y = g(x)+ ε} (so x2 is far below G). From Lemma 2.8 in [11] we have

Dτv > 0

where
τ =

x2 − x1

|x2 − x1|

and

Dτv > C
v(x2)

δ0
for x − x1 = λ(x2 − x1) with λ ∈ [1/2, 1].

Then, by (25) and hypothesis (a), we have

v(x2)− v(x1) > C
v(x2)

δ0
εp >

C

δ0
u−
(
−

1
2
en

)
ε(β0+1)p >

CK

δ0
ε(β0+1)p+1/2umax, (28)

so, by (24), (25) and (28), we obtain

u−(x2)− u
−(x1) > v(x2)− ṽ(x1) > v(x2)− v(x1)− Cε

aumax

>

[
CK

δ0
ε(β0+1)p+1/2

− Cεa
]
umax > Cεβ1u−(x1)

by taking β1 = (β0 + 1)p + 1/2 < a, where the constant C depends on δ0 in the third equation.
This concludes the proof in case (a).

Assume now (b) occurs. Here we take u1 = u+(x − λεen) and u2 = u+ and we argue as in
Lemma 4.2.

In particular (see (13)), we define v̄t starting from u+, with γ to be chosen later. We want to
show that, for some t in Lemma 4.2, vt 6 u2. It is enough to show that, for any 0 6 t0 < t 6 t,

the function vt is a subsolution at every point x0 ∈ Fu2 ∩ Fvt ∩ C7/8. We argue as in Lemma
4.2, by contradiction. Precisely, at x0 there is a touching ball from the left to Fu2 , so that near x0,
nontangentially,

u(x) = α1〈x − x0, ν〉
+
− β1〈x − x0, ν〉

−
+ o(|x − x0|)
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with α1 > G(β1). Therefore, at x0, vt satisfies the following asymptotic inequality:

v̄t (x) > ᾱ〈x − x0, ν〉
+
− β〈x − x0, ν〉

−
+ o(|x − x0|),

where (recalling that by (e) in Lemma 4.1, σ |∇φt | 6 cσε−α),

ᾱ > (1+ CA1ε
γ )α1|ν + σ∇φt | > (1+ CA1ε

γ )(1− Cσ |∇φt |)G(β1)

> (1+ CA1ε
γ )(1− cεq−α)G(β1)

and, by (18),
α

1− σ |∇φt |
> G

(
β

1+ σ |∇φt |

)
.

For simplicity assume that q − α = 1/2. Now if v̄t 6 u2 we deduce that α1 6 ᾱ and β1 > β.

Moreover, since G is increasing, we get

α > (1+ CA1ε
γ )(1− cε1/2)G(β1) > (1+ Cεγ )(1− cε1/2)G(0). (29)

Thus, v̄t will satisfy the condition on the free boundary and v̄t will indeed be a subsolution whenever

(1+ Cεγ )(1− cε1/2)G(0) > G(β). (30)

Now, proceeding as in the Claim of Lemma 7 in [16], by using a barrier argument, we can show
β1 6 cεδ with δ > 0 small. In particular, inequality (30) will be satisfied if

(1+ Cεγ )(1− cε1/2)G(0) > G(cεδ), (31)

because G is increasing. Notice moreover that we have assumed that G is Lipschitz. Hence
G(cεδ) 6 G(0) + C1ε

δ. As a consequence, recalling once more that G is increasing, inequality
(30) will be satisfied whenever

(1+ Cεγ )(1− cε1/2)G(0) > G(0)+ C1ε
δ.

In particular, we must require that
CG(0)εγ > C1ε

δ

and γ < δ. Then we get a contradiction by Hopf’s lemma, and the proof proceeds as in Lemma
4.2. 2

Proof of Theorem 5.2. As noted in [13], the proof reduces to Theorem 5.1 through Lemma 5.1.2

Finally, we are in a position to prove the main theorem.

Proof of Theorem 1.1. We show that u+ is stricly ε-monotone in an η-neighborhood of Fu, along
a cone Γ (ϑ∗, en) with ϑ∗ slightly smaller than ϑ. Then we apply Theorem 5.2. Let

G = {xn = h(x′)− c0ε}

with c0 such that Ω+(u) ⊂ {xn > h(x′)− c0ε}, and let v be the solution of the problemF(D
2v(x), x) = 0 in {xn > h(x′)− c0ε},

v = 0 in G,
v = u+ on ∂C1 ∩ {xn > h(x′)− c0ε}.
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Then in Ω+(u) we have

u+(x)+ 2c0ε > v(x) > u+(x) > α0 dist(x,Fu) > c1 dist(x,G)− c2ε.

It follows from Lemma 3.1 (see also Theorem 2.2 in [11]) that v is monotone increasing along a
cone Γ (ϑ∗, en), with ϑ0 < ϑ∗ < ϑ (notice that we have to start from a large cone in order to apply
Theorem 5.2—this justifies the hypothesis on the f.b. Fu; here ϑ is the same as in Theorem 5.2), in
the η-neighborhood Nη ∩ C3/4 of Fu, and

Dτv(x) ∼
v(x)

dist(x,G)
for every τ ∈ Γ (ϑ∗, en).

Thus, if η > d(x,G) > c3ε, we get

Dτv(x) > c1 −
c2ε

dist(x,G)
>

1
2
c1

as long as c3 > 2c2/c1. Therefore, in Nη ∩ C3/4 ∩Ω
+(u),

u+(x + c4ετ)− u
+(x) > v(x + c4ετ)− v(x)− 2c0ε =

∫ c4ε

0
Dτv(x + sτ ) ds − 2c0ε

>
∫ c4ε

c3ε
Dτv(x + sτ ) ds − 2c0ε > c(c4 − c3)ε − 2c0ε > Cε

provided c4 is large enough. The proof of Theorem 1.1 is complete. 2
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