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We present a mixed finite element method for a model of the flow in a Hele-Shaw cell of 2-D fluid
droplets surrounded by air driven by surface tension and actuated by an electric field. The application
of interest regards a micro-fluidic device called ElectroWetting on Dielectric (EWOD). Our analysis
first focuses on the time discrete (continuous in space) problem and is presented in a mixed variational
framework, which incorporates curvature as a natural boundary condition. The model includes a
viscous damping term for interface motion, as well as contact line pinning (sticking of the interface)
and is captured in our formulation by a variational inequality. The semi-discrete problem uses a semi-
implicit time discretization of curvature. We prove the well-posedness of the semi-discrete problem
and fully discrete problem when discretized with iso-parametric finite elements. We derive a priori
error estimates for the space discretization. We also prove the convergence of an Uzawa algorithm for
solving the semi-discrete EWOD system with inequality constraint. We conclude with a discussion
about experimental orders of convergence.

1. Introduction

The ability to manipulate fluids at the micro-scale is an important tool in the area of bio-medical
applications. Micro-fluidic devices often exploit surface tension forces to actuate or control liquids
[32, 17, 26] by taking advantage of the large surface-to-volume ratios found at the micro-scale. This
paper is concerned with developing a mixed finite element method to simulate droplet motion in
a micro device driven by Electrowetting-On-Dielectric (EWOD) [15, 50, 6, 43], which consists of
two closely spaced parallel plates with a droplet bridging the plates and a grid of square electrodes
embedded in the bottom plate [56]. Applying voltages to the grid allows the droplet to move, split,
and rejoin within the narrow space of the plates. Applications range from mass spectrometry [58,
45], to ‘lab-on-a-chip’ [47, 31], and particle separation/concentration control [14, 55].

We describe a mixed variational formulation of a 2-D model of EWOD driven flow (see [56,
54, 57]), which is discretized by finite elements. The model is similar to Hele-Shaw flow with
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a modification of the boundary condition to account for the electrical surface tension effect. In
addition, the model has a frictional effect [57] due to three-phase contact line pinning and hysteresis,
and is included in our formulation as a variational inequality with viscous damping.

Other computational models of electrowetting exist: [39] assumes quasi-static behavior of the
droplet; [42] uses a diffuse interface method to simulate droplet motion in a scaled up version of the
EWOD device; [24] uses a phase-field method. Other methods [5, 44] use a Volume of Fluid (VoF)
technique to track droplet motion but do not give precise information about the liquid-gas interface
shape. Lastly, none of these methods include the lossy effect of contact line friction nor the pinning
effect.

The rest of the paper is outlined as follows. Section 2 briefly discusses the governing equations
for droplets driven by EWOD, as well as the nonlinear liquid-gas interface friction model. Next,
we describe our time discretization in Section 3 followed by its well-posedness in Section 4. We
formulate a space discretization for the EWOD problem in Section 5, discuss its well-posedness
and prove a priori error estimates for the continuous in space problem. Section 6 describes the
convergence of an Uzawa method for solving the nonlinear time-discrete system. Finally, we present
experimental orders of convergence in Section 7.

2. Electrowetting model

2.1 Governing equations in the bulk

The governing equations for the flow of viscous incompressible liquid between the parallel plates
of an EWOD device is similar to Hele-Shaw [33], [4] type flow with pressure boundary conditions
at the liquid-gas interface proportional to its curvature with added forcing and interfacial friction
terms. The details can be found in [56], [54]. The 2-D flow equations in the bulk of the droplet
Ω = Ω(t) are given by

α∂tu+ βu+∇p = 0 in Ω,
∇ · u = 0 in Ω,

(1)

where u is the vector velocity field (in the plane of the device) and p is the pressure. The
time derivative ∂tu in (1) is unusual in Hele-Shaw models and incorporates inertial effects; its
magnitude may be large due to rapidly varying pressure boundary conditions if high frequency
voltage actuation is used to modulate the droplet’s contact angles. The nondimensional constants α
and β, where α � β, depend on fluid parameters and device geometry.

2.2 Boundary conditions

The boundary conditions for the bulk equations in (1) are

p = κ + E on Γ,

where κ is the curvature of the 1-D boundary Γ of the 2-D droplet (i.e. the liquid-gas interface)
and E is a given function on the boundary that captures the ability of EWOD to locally modulate
the boundary pressure through voltage actuation [56]. The electric forcing E(x), for x in Γ , is a
function of the electrode pad voltage at the point x.
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FIG. 1. A 2-D droplet Ω with parts of the boundary Γ pinned. The pinned regions are denoted by a dashed line; unpinned
regions are shown as a solid line with velocity arrows indicating direction of motion. An outward motion is considered
positive (u ·ν > 0; λ = +Ppin), and an inward motion is negative (u ·ν < 0; λ = −Ppin). The pinning variable λ is defined
on the boundary Γ of the droplet. On the unpinned regions, λ saturates to±Ppin. On the pinned regions (u ·ν = 0), λ varies
between −Ppin and Ppin and acts as a Lagrange multiplier to enforce the zero normal velocity constraint.

We further modify the boundary condition by adding a ‘friction’ term [54] which models the
‘pinning’ effect (see [12, 20, 18, 59, 48, 21, 34]) that occurs at the three-phase contact line of the
liquid-gas interface (i.e. the boundary Γ ). This is written as

p = κ + E + λ+Dviscu · ν, λ ∈ Ppin sgn(u · ν), on Γ, (2)

where Ppin and Dvisc are contact line friction coefficients, ν is the unit outward normal, and λ
takes values in the graph of Ppin sgn(u · ν) and is defined on the boundary Γ . See Figure 1 for
a droplet diagram with pinned and unpinned regions and more discussion of λ. Physically, λ is a
pressure that pushes against the liquid-gas interface to oppose its motion, which is analogous to
static (Coulombic) friction. However, the regions of the interface that are pinned/unpinned are not
known a priori. This must be determined as part of the solution process. The extra Dviscu · ν term
acts as a viscous damping effect on the interface motion in the sense that friction pushes against the
interface harder with increasing velocity [46], [35], and accounts for contact angle hysteresis effects
observed in EWOD devices. Both loss mechanisms are responsible for the excellent space-time
match between our simulations and lab experiments [57].

Finally, we need an equation to describe the time-varying motion of the boundary Γ . Each point
X on Γ satisfies the ODE (∂tX− u(X)) · ν = 0. This leaves us free to use the following equation
of motion for the interface:

∂tX = u(X), (3)

which is more convenient for our formulation. Basically, the droplet boundary moves with the
velocity of the fluid at the boundary. The normal component of the velocity effectively determines
the shape of the droplet whereas the tangential component corresponds to a reparametrization of the
parametric boundary (see definition (9) for the interface).
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3. Time discretization and mixed formulation

Before stating the variational formulation, we define the time-discrete version of (1) and (2) in strong
form. Then we obtain a formal weak formulation of the PDE in (4)–(7) to motivate the functional
setting. We end this section by showing the equivalence of the weak and strong formulation for
smooth solutions and domains.

3.1 Time discretization

We partition the time axis into time intervals δti , for i in some finite index set. Let Ω i and Γ i :=
∂Ω i be the droplet domain and interface at time ti , which are assumed known and smooth in the
subsequent analysis. We obtain the velocity ui+1 at time ti+1 by solving the following semi-implicit
time-discrete version of (1)–(2):

α
ui+1 − ui

δti+1
+ βui+1 +∇pi+1 = 0 in Ω i, (4)

∇ · ui+1 = 0 in Ω i, (5)

pi+1 − κ i+1 − Ei − λi+1 −Dviscui+1 · νi = 0 on Γ i, (6)

λi+1 ∈ Ppin sgn(ui+1 · νi) on Γ i, (7)

where ui , νi , andEi are known quantities at time index ti , κ i+1 is an approximation of the curvature
of the boundary at time ti+1, and all other terms with superscript i+1 are variables to be solved for.
Here, we have used an Euler method to approximate the time derivative term ∂tu.

Next, let xi(·) be the identity map on Γ i and let Xi+1(·) : Γ i → R2. The interface position at
time ti+1 is defined by a time-discrete version of the interface motion (3) as

Xi+1(xi) := xi + δti+1ui+1(xi), (8)

where ui+1 : Γ i → R2 is the velocity at the next time index. Given Xi+1, we define the interface
at time ti+1 by

Γ i+1 := Xi+1(Γ i), (9)

and define the domain Ω i+1 at time ti+1 to be the domain enclosed by Γ i+1.
The solution domainΩ i is kept explicit in (4)–(7) when solving for the new velocity ui+1, which

is a linearization step. A higher order method may be built from the above first order semi-implicit
method, just as was done in [3].

Calculation of the curvature κ i+1 is not solely based on Γ i (i.e. is not fully explicit). In fact,
we have some freedom in choosing how the curvature is computed. We recall some notation from
differential geometry. The surface gradient on a manifold Γ is denoted by ∇Γ and is a vector
operator [19]. When ∇Γ is applied to a vector r on a 1-D curve Γ , it becomes ∇Γ r = ∂sr ⊗ τ ,
where ∂s is the derivative with respect to arc-length and τ is the unit tangent vector (oriented with
respect to s). The Laplace–Beltrami operator is defined as ∆Γ := ∇Γ · ∇Γ , and for a 1-D curve is
just the second derivative with respect to arc-length. See [23, 19, 54] for more details.

As in [3, 23], we take advantage of the expression for the vector curvature on Γ i [19]

κi := κ iνi = −∆Γ ixi . (10)
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We multiply (6) by νi and view the resulting expression as a natural boundary condition:

pi+1νi − κ i+1νi − λi+1νi −Dvisc(ui+1 · νi)νi = Eiνi . (11)

Hence, we impose a semi-implicit approximation to κ i+1 defined by

κ i+1νi := −∆Γ iXi+1 = −∆Γ ixi − δti+1∆Γ iu
i+1 = κ iνi − δti+1∆Γ iu

i+1, (12)

where we used equations (8) and (10). This definition demands an additional condition, namely that

δti+1(∆Γ iu
i+1) · τ i = 0, (13)

and is consistent with the fully continuous problem (i.e. take δti+1 → 0). Ergo,

∆Γ iu
i+1 ∝ νi . (14)

Whether this decision is compatible, and thus there is a solution, is not obvious and must be assessed.
See Theorem 4.1 for existence in the semi-discrete problem.

3.2 Formal weak formulation

Multiplying equations (4) and (5) by smooth test functions v and q, integrating by parts and using
equations (11) and (12), we obtain(

α

δti+1
+ β

)∫
Ω i

ui+1 · v −
∫
Ω i

pi+1∇ · v + δti+1

∫
Γ i
∇Γ iui+1 : ∇Γ iv

+
∫
Γ i
λi+1νi · v +Dvisc

∫
Γ i
(ui+1 · νi)(v · νi)

= α

δti+1

∫
Ω i

ui · v −
∫
Γ i
Eiv · νi −

∫
Γ i
∇Γ ixi : ∇Γ iv, (15)

and ∫
Ω i

q∇ · ui+1 = 0. (16)

Equations (15) and (16) need to be supplemented by equation (7) linking the Lagrange multiplier
λi+1 : Γ i → [−Ppin, Ppin] to ui+1 · νi . In order to obtain a formulation that fits our variational
setting, we introduce the inequality∫

Γ i
(µ− λi+1)ui+1 · νi 6 0 (17)

for all µ : Γ i → [−Ppin, Ppin] smooth. To see the connection between (7) and (17), consider the
interior int(Ci+1

+ ) of the contact set Ci+1
+ where λi+1 = Ppin. Let µ = λi+1 − εϕ for ϕ > 0 smooth

with support contained in int(Ci+1
+ ) and ε > 0 sufficiently small. This choice of µ guarantees that µ

is admissible in (17) and leads to ∫
Γ i
ϕ(ui+1 · νi) > 0,

or ui+1 · νi > 0 in int(Ci+1
+ ). Similarly, we get ui+1 · νi 6 0 in int(Ci+1

− ), i.e. where λi+1 = −Ppin.
On the other hand, in the interior int(N i+1) of the noncoincidence set N i+1, where −Ppin < λ <

Ppin, we have ui+1 · νi = 0 because ϕ can have arbitrary sign with µ still admissible. Altogether,
we conclude that (17) is equivalent to λi+1 ∈ Ppin sgn(ui+1 · νi), i.e. (7).
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3.3 Functional setting

This section determines the correct function space in which to pose the variational form (15)–(17).

3.3.1 Velocity space. We start by considering the space for the velocity. In view of (15) and (16),
the velocity ui+1 must be in H(div;Ω i) = {v ∈ [L2(Ω i)]2 : ∇ · v ∈ L2(Ω i)} and H 1(Γ i). Ergo,
we define the scalar product si(·, ·) : C∞(Ω i)× C∞(Ω i)→ R by

si(u,v) :=
∫
Ω i

u · v +
∫
Ω i

(∇ · u)(∇ · v)+ δti+1

(∫
Γ i

u · v +
∫
Γ i
∇Γ iu : ∇Γ iv

)
, (18)

and define a norm induced by this scalar product,

‖u‖Vi :=
√
si(u,u). (19)

Next, define the function space Vi as the closure of C∞(Ω i) with respect to the norm ‖ · ‖Vi ; see
[36, 37, 25].

Therefore, the space Vi and norm ‖ · ‖Vi define a Hilbert space [25, 36], which is required for
the well-posedness of the variational formulation. We now make note of some functional relations
that will be useful later. First, using Definition 3.2, Corollary 3.4, and Theorem 3.17 in [1], one can
show the following inclusions:

[H 1(Ω i)]2 ∩ [H 1(Γ i)]2 ⊂ Vi ⊂ H(div,Ω i) ∩ [H 1(Γ i)]2. (20)

Now we introduce a more precise characterization of the velocity space Vi . Let v ∈ Vi , which
is a function defined on the closure Ω i , and let vint denote v on the open set Ω i . Because of a
standard result for the normal trace of H(div,Ω i) functions, [29], we know that ‖v · ν‖−1/2,Γ i 6√

2‖vint‖H(div,Ω i ). This means that the normal component of the velocity on the boundary is linked
to the velocity in the interior. No such result exists for the tangential component, which is not
well defined for functions only in H(div;Ω i). However, functions in Vi have boundary values in
[H 1(Γ i)]2. Therefore, the tangential velocity may be disconnected from the interior velocity. So for
v ∈ Vi , we let vτ denote the tangential component of v on Γ i , which has no connection with vint.
This leads to the following decomposition for v:

v|Ω i = vint, v · ν|Γ i = vint · ν, v · τ |Γ i = vτ · τ . (21)

Recalling that Γ i is a closed surface, it is more convenient to equip Vi with the norm

|||u|||2Vi :=
∫
Ω i

|u|2 +
∫
Ω i

|∇ · u|2 + δti+1

∫
Γ i
|∇Γ u|2. (22)

The triple norm ||| · |||Vi is equivalent to ‖ · ‖Vi as stated in the following lemma. Note the result is
not obvious due to the nonstandard space Vi characterized by (21).

LEMMA 3.1 (Alternative norm on V) Let Γ i be Lipschitz. Then ||| · |||Vi is a norm on Vi equivalent
to ‖ · ‖Vi .
Proof. For convenience, we drop the time index notation ‘i’. The only norm property to check is
that |||u|||V = 0 implies V 3 u = 0. So, assume u ∈ V, and let |||u|||V = 0. Then ‖∇Γ u‖0,Γ = 0,
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which implies u|Γ = u0 (constant vector) in L2(Γ ). By standard Sobolev embedding [40], [1],
u · ν = u0 · ν in L2(Γ ) ⊂ H−1/2(Γ ). Ergo, we have

0 = √2‖u‖H(div,Ω) > ‖u · ν‖−1/2,Γ = ‖u0 · ν‖−1/2,Γ ,

which implies that u0 · ν = 0 a.e. on Γ . Hence, u0 = 0 and u = 0 in V. So, ||| · |||V is a norm on V.
Specifically, ||| · |||V is equivalent to the V norm defined in (19), i.e.

‖u‖V > |||u|||V > cV‖u‖V, (23)

where cV > 0 is a constant that only depends onΩ . The first inequality is trivial; the second follows
from a classical compactness argument (see for instance [1, 25]). 2

3.3.2 The pressure space. The pressure space (denoted Qi) is defined by

Qi := L2(Ω i) (24)

and we denote Qi
0 := {q ∈ Qi :

∫
Ω i q = 0}, i.e. L2 functions with mean value zero. The norm

for Qi is denoted ‖ · ‖Qi := ‖ · ‖0,Ω i .

3.3.3 The boundary multiplier space. The space for the boundary Lagrange multiplier λi+1

(denoted Mi) is a dual space and is defined in the following way. For v ∈ H 1(Γ i)2 and Γ i smooth,
the product v · νi belongs to H 1(Γ i). Hence,

Gi := H 1(Γ i). (25)

Next, define Mi as the dual of Gi [25], [37], i.e. Mi := (H 1(Γ i))∗, and let 〈·, ·〉 denote the
duality pairing between Gi and Mi . The norm on Mi is then given by

‖µ‖Mi = sup
η∈Gi , η 6=0

〈µ, η〉
‖η‖Gi

. (26)

In addition, λi+1 must be restricted to values between −Ppin and Ppin. Therefore, we introduce Λi ,
the closed convex set contained in Mi defined by

Λi :=
{
µ ∈Mi : |〈µ, η〉| 6 Ppin〈1, η〉 = Ppin

∫
Γ i
η, ∀η ∈ Gi, η > 0 a.e.

}
. (27)

The next crucial lemma follows from (27).

LEMMA 3.2 (Characterization of Λi) Λi ⊂ Mi is a bounded convex set. In particular, the
elements µ of Λi are functions in L∞(Γ i) and satisfy |µ(x)| 6 Ppin, a.e. x ∈ Γ i .
Proof. We are going to show that functionals in this convex set are bounded, i.e. µ ∈ Λi ⇒ µ ∈
L∞(Γ i). Let ρε be a smooth mollifier defined on Γ i . Then ρε ∈ Gi . Define a smoothed version of
µ ∈ Λi by

µε(s) := 〈µ, ρε(s − ·)〉, so that |µε(s)| 6 Ppin

∫
Γ i
ρε(s − t) dt = Ppin. (28)
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By density, µε → µ ∈Mi as ε → 0. By the definition of the Mi norm (26), this implies

〈µε − µ, η〉 → 0 for all η ∈ Gi . (29)

Next, let ψ+ ∈ L1(Γ i) be such that ψ+ > 0 a.e. Then we have∫
Γ i
µε(s)ψ

+(s) ds =
∫
Γ i
〈µ, ρε(s − ·)〉ψ+(s) ds =

∫
Γ i
〈µ,ψ+(s)ρε(s − ·)〉 ds

=
〈
µ,

∫
Γ i
ψ+(s)ρε(s − ·) ds

〉
=: 〈µ,ψ+ε 〉 6 Ppin

∫
Γ i
ψ+ε <∞ for all ε, (30)

where we interchanged the order of integration in the second line. Note that ψ+ε ∈ Gi by the same
argument as for ρε . For a general ψ , we can split it into its positive and negative parts, take the
absolute value, and use the triangle inequality to get∣∣∣∣∫

Γ i
µεψ ds

∣∣∣∣ <∞ (31)

for all ψ ∈ L1(Γ i) and all ε > 0. Therefore, µε converges weak-∗ to a functional ω ∈ L1(Γ i)∗ =
L∞(Γ i), i.e.

〈µε − ω,ψ〉 → 0 for all ψ ∈ L1(Γ i). (32)

Since Gi ⊂ L1(Γ i), using (29), we find that µε → µ = ω ∈ L∞(Γ i). Note that µ ∈ L2(Γ i)

because Γ i has bounded measure. 2

3.4 Equivalence of weak and strong forms

We show that the weak formulation implies the strong form assuming the solution is smooth and
the domain is smooth. Normally this is obvious, but in our case there is an ‘artifact’ of the weak
formulation that arises because of the definition of Vi . The space Vi contains vector velocity
functions whose tangential component on Γ i is unrelated to the vector function values in the interior
of Ω i . This could affect the equivalence with the time-discrete strong form (given earlier) if the
tangential component of the solution is completely arbitrary. We now clarify this issue by showing
that the tangential velocity is controlled by the normal velocity in the H 1(Γ i) norm, followed by a
consistency result.

3.4.1 Control of the tangential velocity. The strong form equations in the bulk can be derived
from the weak form in the standard way (i.e. take a test function with compact support in Ω i), so
we concentrate on deriving the strong form of the pressure boundary condition. After integrating
the pressure term by parts in (15), applying the strong form of the momentum equation, integrating
the ∇Γ ixi : ∇Γ iv term by parts and recalling the definition of curvature (10), we get

−
∫
Γ i
pi+1v · νi + δti+1

∫
Γ i
∇Γ iui+1 : ∇Γ iv +

∫
Γ i
λi+1v · νi

+Dvisc

∫
Γ i
(ui+1 · νi)(v · νi) = −

∫
Γ i
Eiv · νi −

∫
Γ i
κ iνi · v. (33)
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Only the normal component of v appears in (33), except in the δti+1 term. Ergo, we replace v by
(vint ·νi)νi where appropriate. Writing v (in the remaining δti+1 integral) in terms of the decoupled
normal and tangential components (21), both of which are assumed to be smooth and arbitrary, leads
to

0 =−
∫
Γ i
pi+1vint · νi +

∫
Γ i
λi+1vint · νi +

∫
Γ i
Eivint · νi

+
∫
Γ i
κ iνi · vint +Dvisc

∫
Γ i
(ui+1 · νi)(vint · νi)

+ δti+1

∫
Γ i
∇Γ iui+1 : ∇Γ i ((vint · νi)νi + vτ ). (34)

Next, we choose vint = 0, expand ui+1 in terms of its decoupled components and apply the Cauchy–
Schwarz inequality, to get ‖∇Γ iui+1

τ ‖0,Γ i 6 ‖∇Γ i ((ui+1
int ·νi)νi)‖0,Γ i . The following lemma gives

control of the full H 1(Γ i) norm:

LEMMA 3.3 (Poincaré for tangential field) Let Γ i be a 1-D closed curve of class W 2∞ and v ∈
H 1(Γ i) such that v · ν = 0, i.e. v is tangential on Γ i . Then

‖v‖0,Γ i 6 C‖∇Γ v‖0,Γ i , (35)

where C is an independent constant.

Proof. The proof follows by similar reasoning to Lemma 3.1. If ∇Γ v = ∂sv ⊗ τ = 0, then v is
constant on Γ i . But v is tangential, so v = 0. A classical compactness argument completes the
proof (see [1, 25]). A more direct proof (see [54]) indicates that the constant C only depends on the
diameter of a ball containing Γ i . 2

Thus, we have
‖ui+1

τ ‖1,Γ i 6 C‖∇Γ i ((ui+1
int · νi)νi)‖0,Γ i .

This means that the decoupled tangential component is not completely arbitrary and is controlled
by the normal component of the velocity (in H 1(Γ i)), which is linked with the interior velocity.

3.4.2 Consistency between interior and boundary velocity for strong solution. Suppose we have
a smooth strong solution (ui+1, pi+1, λi+1) on Ω i of the PDE (4)–(7). This implies that ui+1

τ · τ is
the tangential trace of ui+1

int in Ω . Moreover, (ui+1, pi+1, λi+1) is also a weak solution by the same
derivation we gave in Section 3.2 and is unique by Lemma 4.5. Thus, the tangential velocity on the
boundary and the velocity in the interior are always linked in the case of a strong solution.

This implies that the full velocity ui+1 on Γ i is well defined for updating the interface in the case
of strong solution. Note that for the fully discrete method ui+1

int and ui+1
τ always coincide because

of the definition of our discrete velocity space (see (67)). So again, updating the interface is well
defined.

3.4.3 Pressure boundary condition. By the previous section, the full velocity ui+1 on Γ i is well
defined for updating the interface (i.e. moving Γ i to Γ i+1) with equation (8). Hence, we can apply
(12), which comes from (8), to get the strong form of the boundary condition for the time-discrete
problem. We proceed by first rearranging (34), setting vτ = 0, integrating the surface gradient term
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by parts, and plugging in the vector curvature update (12) to obtain∫
Γ i
(−pi+1 + λi+1 +Dvisc(ui+1 · νi)+ Ei + κ i+1)vint · νi = 0.

Choosing vint such that vint|Γ i = ϕνi on the boundary for all smooth ϕ, we get the strong form of
the pressure boundary condition (6). Therefore, we have shown that the weak and strong forms of
the time-discrete problem are equivalent.

3.5 Mixed formulation

We are now able to define a weak formulation of (4)–(7). We define the following bilinear and linear
forms (for convenience of notation):

ai(u,v) =
(
α

δt
+ β

)(∫
Ω i

u · v + γ
∫
Ω i

(∇ · u)(∇ · v)
)

(36)

+Dvisc

∫
Γ i
(u · νi)(v · νi)+ δt

∫
Γ i
∇Γ iu : ∇Γ iv,

bi(v, q) = −
∫
Ω i

q∇ · v, ci(v, µ) =
∫
Γ i
µ v · νi, (37)

χ i(v) = α

δt

∫
Ω i

ui · v −
∫
Γ i
Ei v · νi −

∫
Γ i
∇Γ ixi : ∇Γ iv, (38)

where we have added an augmented Lagrangian term
∫
Ω i (∇ ·u)(∇ ·v), with parameter 1 > γ > 0,

to the first bilinear form ai(·, ·). This is consistent with the governing PDE (5) because the velocity is
divergence free and is added to improve the convergence of our algorithm for solving the variational
inequality (discussed later in Section 6). Note that the coercivity of ai(·, ·) on (Vi, ||| · |||Vi ) is
immediate from the definition of the velocity space

ai(u,u) > min
((

α

δt
+ β

)
γ, 1

)
|||u|||2Vi =: ca|||u|||2Vi . (39)

Typically, the constants α and β are larger than 1. However, note the loss of H 1(Γ i) coercivity
when the time step δt tends to 0. The EWOD problem is now stated as:

PROBLEM 3.4 (Time-discrete EWOD with pinning) Let Ω i be a smooth domain. Let χ i ∈ (Vi)∗
be given data. Then we say that ui+1 ∈ Vi , pi+1 ∈ Qi , and λi+1 ∈ Λi is a solution of the nonlinear
problem if

ai(ui+1,v)+ bi(v, pi+1)+ ci(v, λi+1) = χ i(v),
bi(ui+1, q) = 0, ci(ui+1, µ− λi+1) 6 0,

(40)

for all v ∈ Vi , q ∈ Qi and µ ∈ Λi .

3.6 Simulation of EWOD with pinning

In Figure 2, we show an illustrative simulation of EWOD driven droplet motion evolving in time.
This simulation shows how different parts of the droplet boundary can become pinned and unpinned,
depending on the applied voltage. See [56, 54, 57] for more details of the model, simulations and
comparisons with lab experiments regarding both shape and dynamics.
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FIG. 2. An EWOD droplet in motion. We show six frames from a time evolving simulation of a droplet actuated by EWOD on
a 3× 3 grid of electrodes. The voltage of each electrode pad is displayed. The bold parts of the droplet boundary correspond
to where |λ| < Ppin, i.e. the interface is pinned or u · ν = 0. Notice that in some of the frames, u · ν changes from zero to
nonzero over a single edge element.
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4. Well-posedness of time-discrete EWOD with pinning

We prove in this section the existence of a solution (ui+1, pi+1, λi+1) ∈ Vi ×Qi ×Mi of Problem
3.4. However, depending on whether the solution is completely pinned (i.e. |λ| < Ppin) or not, the
solution may not be unique (see Section 4.1). Therefore, following [41], we obtain a well-posed
problem after adding a process that selects the solution with λ of minimal norm. Then we obtain
an additional regularity for the multiplier λi+1 relying on the boundedness of the convex set Λi

(Lemma 3.2). We end this section by motivating the maximal expected regularity for the solution
of Problem 3.4. For convenience, we denote uold := ui ∈ Vi and hereafter drop the time index
notation ‘i’.

4.1 Lack of uniqueness

To understand the inherent lack of uniqueness in the problem, recall the boundary conditions in
Section 2.2 (i.e. equation (2)). One can see that to any solution (u, p, λ) there corresponds an
infinite number of solutions (u, p+C, λ+C) where C is any constant, provided λ+C ∈ Λ. This
lack of uniqueness can be controlled by enforcing the mean value on the pressure or on λ. However,
it is not possible to fix the mean value of p or λ a priori because the boundedness of Λ places
upper and lower bounds on what the mean value of λ (and p) can be. Also, if the solution satisfies
λ = Ppin on Γ + and λ = −Ppin on Γ −, where Γ + and Γ − are subsets of the boundary Γ with
positive measure, then we cannot add a nonzero constant to λ and still have an admissible solution;
i.e. λ+ C would not be in Λ for C 6= 0 (see (27) and (60)).

4.2 Existence and uniqueness

To ensure uniqueness, we resort to an idea developed by Lions and Stampacchia [41] and add
another inequality that selects, from all possible solutions, the one with λ of minimal M norm. In
view of this, we define the convex set S (possibly empty) of all solutions of Problem 3.4,

S := {(u, p, λ) ∈ V×Q×Λ : (u, p, λ) is a solution of Problem 3.4} .
We recall that M is a Hilbert space with inner product 〈·, ·〉M and now state the main result of

this section proved in Sections 4.2.1 and 4.2.2.

THEOREM 4.1 (Existence and uniqueness) Let χ ∈ V∗ be given data. Then there exists a unique
solution (u, p, λ) ∈ V×Q×Λ of Problem 3.4 that satisfies the additional condition

〈λ,µ− λ〉M > 0 for all (v, q, µ) ∈ S. (41)

REMARK 4.2 (Solution with minimal norm) Condition (41) reflects that λ is the M-projection of 0
onto the convex set of solutions S. In other words, (u, p, λ) is the element in S with λ of minimal
M norm.

REMARK 4.3 (Partial inf-sup condition) In a linear saddle point framework (variational inequality
replaced by equality), the coercivity of the bilinear form a(·, ·) on V×V and the inf-sup condition for
b(·, ·) and c(·, ·) together guarantee the existence and uniqueness of a solution [10]. In the present
case, only the partial inf-sup for b(·, ·) is needed. For the existence, we employ the boundedness of
the convex setΛ (see Subsection 4.2.1) whereas the uniqueness is obtained via (41) (see Subsection
4.2.2).
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We follow the ideas proposed by Lions and Stampacchia [41, Theorem 3.2 and 4.1] with the
difference that the formulation (40) has a saddle point structure; see also [51, 11]. Therefore, we
consider the modified problem

Aε((uε, λε), (uε − v, λε − µ))+ b(uε − v, pε)− b(uε, q)
6 χ(uε − v), ∀(v, q, µ) ∈ V×Q×Λ, (42)

where Aε(·, ·) is defined for ε > 0 by

Aε((u, λ), (v, µ)) := a(u,v)+ ε〈λ,µ〉M + c(v, λ)− c(u, µ). (43)

Noting that V is a subspace, the formulation (42) is equivalent to (40) for ε = 0. Our aim is to prove
that for any ε > 0, there exists a solution (uε, pε, λε) ∈ V×Q×Λ of (42) and the unique solution
of Problem 3.4 is given by limε→0(uε, pε, λε).

The well-posedness of the solution of (42) (ε > 0) is ensured by a classical argument on saddle
point problems. Indeed, the coercivity (39) directly implies

ca|||v|||2V + ε‖µ‖2M 6 Aε((v, µ), (v, µ)), (44)

and the surjectivity of the divergence operator fromH 1(Ω) to L2(Ω) [28, 52] leads to the existence
of a constant C > 0 satisfying

sup
v∈V

b(v, q)
‖v‖V > C‖q‖Q for all q ∈ Q. (45)

Note that (45) follows directly from Lemma 4.6, which is proved independently of the present
discussion. Existence of a solution to Problem 3.4 follows next; uniqueness is given in Section
4.2.2.

4.2.1 Existence. Existence without a full inf-sup condition for p and λ is guaranteed by the
boundedness of the convex set Λ ⊂M (Lemma 3.2) and the partial inf-sup (45).

LEMMA 4.4 (Existence) The convex set S is nonempty.

Proof. We follow Theorem 4.1 in Lions–Stampacchia [41] but in a saddle point framework.
Existence of (uε, pε, λε) is classical [11, 51]. We first prove that (uε, pε, λε) ∈ V × Q × Λ is
uniformly bounded in ε. The boundedness of the convex set Λ ⊂M (Lemma 3.2) yields

‖λε‖M � 1. (46)

Moreover, relation (42) implies

Aε((uε, λε), (uε, λε)) 6 b(v − uε, pε)+ b(uε, q)+ Aε((uε, λε), (v, µ))− χ(v − uε).

Choosing v = 0, µ = 0, and q = pε above, using the partial coercivity (44) and the assumption
χ ∈ V∗, leads to the bound for the velocity:

ca|||uε |||2V + ε‖λε‖2M � 1. (47)
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The uniform bound for pε is obtained via the inf-sup condition (45), relation (42) and the continuity
of Aε : V×M× V×M→ R:

‖pε‖Q � sup
v∈V

b(v, pε)
|||v|||V � |||uε |||V + ‖λε‖M � 1, (48)

where the bounds (46) and (47) have been used in the last step. The bounds (46), (47), and (48) imply
the existence of (w, r, ξ) ∈ V×Q×Λ and a subsequence {(uζ , pζ , λζ )}ζ>0 ⊂ {(uε, pε, λε)}ε>0
satisfying (uζ , pζ , λζ ) ⇀ (w, r, ξ) in V×Q×Λ.

It remains to show that (w, r, ξ) is a solution of the EWOD Problem 3.4. Note that relation (42)
can be rewritten

b(uε, q) = 0, ∀q ∈ Q,

and

Aε((uε, λε), (uε, λε)) 6 Aε((uε, λε), (v, µ))+ b(v, pε)+ χ(uε − v), ∀(v, µ) ∈ V×Λ.
Passing to the limit, we get (w, r, ξ) ∈ S by invoking the lower semi-continuity property of the
weak limit. 2

4.2.2 Uniqueness. The perturbed problem (42) will also be useful to prove the uniqueness of the
solution. Indeed, it will be shown that the limiting problem has a unique solution characterized by
relation (41). That is, the limit solution of the perturbed problem is the one with λ of minimal norm.

LEMMA 4.5 (Uniqueness) Assume S 6= ∅ and for ε > 0 let (uε, pε, λε) ∈ V × Q ×M be the
solution of (42). Then (uε, pε, λε)→ (u0, p0, λ0) ∈ V×Q×M, where (u0, p0, λ0) is the solution
in S with λ0 ∈M of minimal M norm.

Proof. Again, we follow Theorem 3.2 in Lions–Stampacchia [41] but in a saddle point framework.
Recalling that (u0, p0, λ0) ∈ S satisfies (40), we choose (v, q, µ) = (uε, pε, λε) in (40) and
(v, q, µ) = (u0, p0, λ0) in (42), to obtain

b(uε, pε) = b(uε, p0) = b(u0, pε) = b(u0, p0) = 0.

In addition, the coercivity (39) of a(·, ·) yields

ca|||uε − u0|||2V + ε〈λε − λ0, λε〉M 6 0, (49)

whence uε → u0 in V. For the pinning, we know that ‖λε‖M � Ppin by Lemma 3.2. The
boundedness of the pressure is obtained via the inf-sup condition (45), similar to (48). Therefore,
the existence of (r, ξ) ∈ Q×Λ and a subsequence satisfying

(pη, λη) ⇀ (r, ξ) in Q×Λ (50)

is guaranteed. As in Lemma 4.4, we have (u0, r, ξ) ∈ S.
It remains to show that (r, ξ) = (p0, λ0) and that the weak convergence (50) is actually strong.

The minimal norm property of λ0 (recall (41)) implies that

〈λ0, ξ − λ0〉M > 0. (51)
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Moreover, relation (49) implies
〈λ0 − λε, λε〉M > 0, (52)

which becomes, by the semi-continuity property of the weak limit,

〈λ0 − ξ, ξ〉M > 0. (53)

Adding (51) to (53) we get 〈λ0 − ξ, λ0 − ξ〉M 6 0, i.e. ξ = λ0 and λε ⇀ λ0 in M. The strong
convergence of λε towards λ0 is now obtained using (52):

‖λε − λ0‖2M = 〈λε − λ0, λε − λ0〉M = 〈λε − λ0, λε〉M + 〈λ0 − λε, λ0〉M 6 〈λ0, λ0 − λε〉M,

so that the limit when ε → 0 implies
λε → λ0 ∈ Λ.

Finally, we invoke the inf-sup (45) to recover the convergence of the pressure. Indeed, since
(u0, p0, λ0) and (u0, r, λ0) are both solutions of (40), they belong to S, hence

b(v, r − p0) = 0, ∀v ∈ V,

and the inf-sup condition (45) leads to r = p0 and pε ⇀ p0. Similarly,

b(v, p0 − pε) = a(uε − u0,v)+ c(v, λε − λ0) 6 (|||uε − u0|||V + ‖λε − λ0‖M) |||v|||V,

and again (45) implies ‖p0 − pε‖Q 6 |||uε − u0|||V + ‖λε − λ0‖M→ 0. 2

4.3 Continuous inf-sup condition

For completeness, we state and prove the inf-sup condition for pressures in Q with mean value zero
and multipliers in M. This will be useful for comparing the continuous and discrete solutions for
error analysis (see Section 5.6).

LEMMA 4.6 (Continuous inf-sup) Let Ω be of class W 2∞. Then there exists a constant β > 0 such
that

sup
v∈V

b(v, q)+ c(v, µ)
|||v|||V > β(‖q‖2Q + ‖µ‖2M)1/2 (54)

for all q in Q0, and µ in M. Here, Q0 is the space of pressures with mean value zero.

Proof. Fix q in Q0 and µ in M. We will construct a velocity v that gives us (54). The proof is
broken up into the following steps.

Step 1: Construct a vector function v0 ∈ H 1(Γ ) such that

‖µ‖M = 〈µ,v0 · ν〉, ‖v0‖1,Γ 6 c0. (55)

By the definition of the M norm (26), there exists an η0 ∈ G such that ‖η0‖G = 1 and ‖µ‖M =
〈µ, η0〉. Next, define v0 = η0 ν. Because the domain is smooth, straightforward bounds show that
‖v0‖1,Γ 6 c0 for some constant c0 > 0. Ergo, v0 satisfies (55).



100 S. W. WALKER ET AL.

Step 2: Let v ∈ H 1(Ω) satisfy the following divergence equation [28, 52]:

∇ · v = −q + ζ in Ω,
v = ‖µ‖Mv0 on Γ,

(56)

where ζ is a constant to guarantee compatibility and is given by

ζ = ‖µ‖M|Ω|
∫
Γ

v0 · ν.

Moreover, note the following inequality:

|ζ | 6 |Γ |
1/2

|Ω| ‖µ‖M‖v0‖0,Γ 6 c0
|Γ |1/2
|Ω| ‖µ‖M.

Therefore, using v0 from Step 1, we find that the solution to (56) satisfies ‖v‖1,Γ 6 c0‖µ‖M and
‖v‖H(div,Ω) 6 c1(‖q‖Q + ‖v‖1/2,Γ ) 6 c1(‖q‖Q + ‖µ‖M). Hence, we get the bound

‖v‖V 6 c2(‖q‖Q + ‖µ‖M). (57)

Note that v is contained in V by (20).

Step 3: Insert the function v from Step 2 into b(·, q)+ c(·, µ):

b(v, q)+ c(v, µ)
‖v‖V = −

∫
Ω
q∇ · v + 〈µ,v · ν〉
‖v‖V =

∫
Ω
q2 − ζ ∫

Ω
q + ‖µ‖M〈µ,v0 · ν〉
‖v‖V .

By Step 1, and since q has mean value zero, we get

b(v, q)+ c(v, µ)
‖v‖V =

‖q‖2Q + ‖µ‖2M
‖v‖V .

Step 4: Use the bound given in (57) and take the supremum over all of V to get

sup
v∈V

b(v, q)+ c(v, µ)
‖v‖V > β(‖q‖2Q + ‖µ‖2M)1/2 (58)

for some fixed constant β > 0. Since q and µ were arbitrary, this proves the assertion. 2

REMARK 4.7 (Inf-sup for pressure with mean value zero) The proof given here follows a standard
argument and can be found in [53], where the function spaces were slightly different. Note the inf-
sup property (54) only holds for pressures with zero mean value, so it is consistent with the lack
of uniqueness discussed in Section 4.1. In view of this, it is clear that the perturbation argument
in Section 4.2 selects the constant part of λ such that it minimizes its M norm. Also note that
full uniqueness is guaranteed if λ = Ppin and λ = −Ppin on disjoint parts of the boundary (see
Lemma 6.1).
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4.4 Expected regularity

The regularity theory for the time-discrete problem is open. We discuss here the most plausible
regularity of the triple (u, p, λ) and later assume it in the error analysis of Subsection 5.6.

We start by recalling Lemma 3.2, namely

Λ ⊂ L∞(Γ ). (59)

The definition of the convex set (27) is thus equivalent to the following alternative form:

Λ = {µ ∈ L∞(Γ ) : |µ| 6 Ppin}. (60)

We assume that the boundary Γ is at least of class W 2∞, so that curvature makes sense, and that
there exists at least one point x on Γ across which the normal velocity u · ν changes sign. Because
of (2), this translates into:

The multiplier λ has a jump discontinuity at x ∈ Γ. (61)

This seems to be a typical situation according to the simulation of Section 3.6 (see Figure 2). Thus,
the following argument indicates that the boundary regularity of (u, p, λ) is limited to

u ∈ W 2∞(Γ ), p ∈ H 1/2(Γ ), λ ∈ BV (Γ ) \H 1/2(Γ ), (62)

i.e., λ is a bounded variation function on Γ which is not in H 1/2. First note that the regularity
(62) of λ is compatible with (61). Secondly, choosing a test function v in V in (40) with compact
support yields−∇p = αu−uold

δt
+βu ∈ L2(Ω), whence p ∈ H 1/2(Γ ). Now consider the boundary

condition (11) (or (12)) with EWOD forcing E ∈ H 1/2(Γ ). Since u · ν ∈ H 1(Γ ) by construction,
we have

pν +∆Γ x+ δt∆Γ u ∈ L∞(Γ ) \H 1/2(Γ ), (63)

In view of the relation (8) between x,u and X to update the interface Γ , we expect x and u to
have the same regularity, which is also consistent with (63). Consequently, the maximal boundary
regularity of x,u compatible with (63) is x,u ∈ W 2∞(Γ ) \H 5/2(Γ ).

Since x is the identity on Γ , the vector curvature κν = −∆Γ x of Γ is just bounded for Γ ∈
W 2∞. This plausibility argument reveals that a jump of λ ∈ Ppin sgn(u · ν) is compensated by a
corresponding curvature jump, which is at most in L∞(Γ ) ∩ BV (Γ ).

5. Finite element discretization

The stability of the finite element scheme requires the velocity space to be rich enough to
accommodate the pressure ph and the boundary multiplier λh [10]. In Lemma 5.4, we show that
continuous piecewise quadratic polynomial velocities satisfy this property for ph and λh continuous
piecewise linear. To maintain accuracy and avoid numerical artifacts due to polynomial mismatch
[7, 9] (see Remark 5.2), the shape of the domain must be properly approximated. We resort to the
use of iso-parametric elements (see for instance [9]), and state the fully discrete version of Problem
3.4. We end this section by describing the interpolation operators needed in the convergence study
of the finite element scheme; see Corollary 5.7 and Remark 5.10.
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5.1 Iso-parametric finite elements

We start by approximating the boundary Γ by a (continuous) piecewise quadratic boundary. Given
the quasi-uniform mesh size h > 0, let {xi}Ji=1 be a set of points lying on Γ such that the distance
between two consecutive points does not exceed h. Define the discrete approximation of Γ by

Γh := {Xh(s) : s ∈ I },
where Xh is the continuous, piecewise quadratic interpolant of X related to the partition {xi}Ji=1
of Γ (compare to (9)). Then we partition the enclosed domain Ωh consisting of a set of triangles
with diameters h. Denote this set of triangles by TΩh and the set of sides of Γh by SΓh . Note that
each side in SΓh is a quadratic curve, with normal vector νh. Ergo, any triangle in TΩh that lies on the
boundary will be curved. The choice of quadratics is dictated by stability, and that of iso-parametric
quadratics to maintain accuracy [9, Section 10.4] and geometric consistency [7].

Next, we introduce the polynomial spaces that will be used in approximating V, Q, and M. Let
Pk be the space of polynomials of degree 6 k on the standard reference triangle T̂ or standard
reference side Ŝ. Let ΨT : T̂ → T be the iso-parametric P2 mapping from the reference triangle
to a triangle in TΩh , and let ΨS : Ŝ → S be similarly defined for boundary sides S. Then the finite
element spaces are defined as follows. Let

Vk := {v ∈ [C(Ωh)]2 : v ◦ ΨT ∈ Pk(T̂ ), ∀T ∈ TΩh} (64)

be a space of continuous vector basis functions, which are piecewise polynomials of degree 6 k on
the reference triangle T̂ , and

Qk := {q ∈ C(Ωh) : q ◦ ΨT ∈ Pk(T̂ ), ∀T ∈ TΩh} (65)

be a space of continuous scalar basis functions of degree 6 k; note that Vk ⊂ [H 1(Ωh)]2, Qk ⊂
L2(Ωh). We also have a continuous finite element space Mk ⊂ L2(Γh),

Mk := {µ ∈ C(Γh) : µ ◦ ΨS ∈ Pk(Ŝ), ∀S ∈ SΓh} (66)

for k > 1, or a space of piecewise constant elements P0 for k = 0.
Let Vh, Qh, and Mh be approximations of V, Q, and M respectively defined by

Vh := V2, Qh := Q1, Mh := M1, (67)

or Mh := M0. These finite element spaces are equipped with the norms ||| · |||Vh , ‖ · ‖Qh
, ‖ · ‖Mh

,
which are the discrete counterparts to the continuous ones (22), (24) and (26).

Finally, set Λh := {µh ∈ Mh : |µh| 6 Ppin} as an approximation of the convex set and define
Gh as an approximation of G (recall (25)) by

Gh := {ηh : ηh = vh · νh, where vh ∈ Vh} . (68)

Note that the variational crime argument in Section 5.4 implies Gh ⊂ G (see (75)).

REMARK 5.1 (Velocity space) The pair Vh, Qh is exactly the same as the popular P2−P1 Taylor–
Hood element used for the Stokes equations [10], [29]. It is not obvious that a lower degree space
for the velocity, such as the lowest order MINI element [2], would ensure that the inf-sup condition
is satisfied for the triple (Vh,Qh,Mh). A velocity space with extra degrees of freedom on Γ is
required to account for the extra Lagrange multiplier λ (cf. [53]).
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REMARK 5.2 (Polynomial mismatch) We stress that the combination of quadratic iso-parametric
boundary edges with Taylor–Hood finite elements is essential for accurate computation of curvature.
Recall that the boundary position is updated via a piecewise quadratic velocity according to
(8)–(9). Using straight instead of iso-parametric boundary edges would give a polynomial mismatch
resulting in a geometric inconsistency. This manifests as a suboptimal rate of convergence for
curvature, in fact worse than using straight edges and piecewise linear velocity. This is examined in
[7, Section 4.4].

5.2 The fully discrete EWOD problem with pinning

First, we define the discrete counterpart of the forms a(·, ·), b(·, ·), c(·, ·) and χ(·) (see (36)–(38)).
Recall that we define uold := ui to be the velocity at the previous time step and we drop the
time index ‘i’ notation: Given approximations Eh ∈ V∗h and uold

h ∈ Vh of the electrowetting force
E ∈ V∗ and previous velocity uold ∈ V, we define

ah(uh,vh) =
(
α

δt
+ β

)(∫
Ωh

uh · vh + γ
∫
Ωh

(∇ · uh)(∇ · vh)
)

(69)

+Dvisc

∫
Γh

(uh · νh)(vh · νh)+ δt
∫
Γh

∇Γhuh : ∇Γhvh,

bh(vh, qh) = −
∫
Ωh

qh∇ · vh, ch(vh, µh) =
∫
Γh

µh vh · νh, (70)

χ(vh) = α

δt

∫
Ωh

uold
h · vh −

∫
Γh

Ehvh · νh −
∫
Γh

∇Γhx : ∇Γhvh, (71)

for all vh ∈ Vh, qh ∈ Qh and µh ∈ Mh. The variational formulation of the space-discrete version
of Problem 3.4 then reads as follows.

PROBLEM 5.3 (Fully discrete EWOD with pinning) Let χ ∈ V∗h be given data. Then we say that
uh ∈ Vh, ph ∈ Qh, and λh ∈ Λh is a solution of the nonlinear problem if

ah(uh,vh)+ bh(vh, ph)+ ch(vh, λh) = χ(vh),
bh(uh, qh) = 0, ch(uh, µh − λh) 6 0,

(72)

for all vh ∈ Vh, qh ∈ Qh and µh ∈ Λh.

As in the continuous case, the well-posedness and in particular the lack of uniqueness discussed
in Section 4.1 can be handled by adding a coercive term ε〈λh, µh − λh〉Mh

to the variational
inequality. This selects from all possible solutions λh one with minimal M norm. However, adding
a coercive term, with finite ε in practice, would alter the contact line pinning term Ppin sgn(u · ν)
and would not correctly capture the physics of liquid-gas interface motion with pinning.

With this in mind, we note that uniqueness for the semi-discrete Problem 3.4 can be shown via
Lemma 4.6 (continuous inf-sup condition) with the caveat that p and λmay be shifted by a constant
such that p − λ remains fixed. Thus, we will prove the convergence of the finite element solution
toward the solution of the EWOD Problem 3.4 with an appropriate constant shift of ph and λh. In
practice, this does not affect the velocity and therefore the droplet evolution (see Sections 6, 7 and
Remark 6.2).
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5.3 The interpolation operators

This section discusses the interpolation operator onto Vh ×Qh ×Λh. The choice adopted here for
the velocity and pressure space is classical: let πVh : [L1(Ωh)]2 → Vh and πQh

: L1(Ωh) → Qh

denote the Clément interpolation operators [16]. Regarding the boundary multiplier space Mh, we
define a Clément interpolation operator πΛh as follows. Let {xj }Jj=1 be the boundary vertices of Γh
and {ωj }Jj=1 be the boundary stars, i.e. ωj = S ∪ S′ with S, S′ ∈ SΓh and xj = S ∩ S′. Then

πΛhµ(x) :=
J∑
j=1

(
1
|ωj |

∫
ωj

µ

)
φj (x), (73)

where φj is a piecewise linear ‘hat’ function centered at x. This operator has the following
fundamental properties:

• πΛh is stable in L1(Γ );
• πΛh preserves the bound |µ| 6 Ppin: |πΛhµ| 6 Ppin;
• πΛh has optimal approximation properties in L1(Γ ):

‖µ− πΛhµ‖L1(S) . h‖µ‖BV (ωS ), ∀S ∈ SΓh , (74)

where BV (ωS) is the space of functions of bounded variation over the star ωS . This can be
shown by regularization in W 1

1 (Γh) and interpolation in W 1
1 (Γh) [9].

5.4 Variational crime

The solution (u, p, λ) of the semi-discrete Problem 3.4 is defined on the smooth domainΩ whereas
the solution (uh, ph, λh) of the fully discrete Problem 5.3 is defined on a domainΩh with piecewise
quadratic, globally Lipschitz boundary. Therefore, the error in the finite element approximation
contains two terms: the energy error between the semi-discrete and fully discrete solutions and the
variational crime related to the domain approximation. The latter is of order O(h2), according to
[38], [9, Section 10.4], and is better than the expected O(h) error due to the variational inequality
(see Corollary 5.7 below). Therefore, to avoid technicalities we hereafter assume, except in Step
1 of Lemma 5.5, that the semi-discrete Problem 3.4 is defined over the polygonal domain Ωh but
that the regularity of its solution (u, p, λ) is unaffected. We thus assume Ωh ≡ Ω,Γh ≡ Γ and,
recalling (20), that

Vh ⊂ V, Qh ⊂ Q, Mh ⊂M, Λh ⊂ Λ, Gh ⊂ G. (75)

Note this also implies ||| · |||Vh ≡ ||| · |||V, ‖ · ‖Qh
≡ ‖ · ‖Q, ‖ · ‖Gh

≡ ‖ · ‖G, and ‖ · ‖Mh
≡ ‖ · ‖M.

5.5 Inf-sup condition

The convergence of the solution of Problem 5.3 towards the solution of Problem 3.4 relies on the
following inf-sup condition.
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LEMMA 5.4 (Discrete inf-sup) Let Ω be of class W 2∞. Then there exist constants β > 0 and
h1 > 0, which do not depend on h, such that

sup
vh∈Vh

b(vh, qh)+ c(vh, µh)
|||vh|||V > β(‖qh‖2Q + ‖µh‖2M)1/2 (76)

for all qh in Qh,0, µh in Mh and h 6 h1. This is the discrete analog of Lemma 4.6.

The proof of Lemma 5.4 is split into two stages. First, we prove it for the pair (Vh,Mh), and
then we combine this with the known result for the Taylor–Hood (Vh,Qh) inf-sup condition to show
the entire inf-sup.

LEMMA 5.5 (Inf-sup for the boundary multiplier) Let Ω be of class W 2∞. Then there are constants
β2 > 0 and h1 > 0, which do not depend on h, such that

sup
vh∈Vh

c(vh, µh)
|||vh|||V > β2‖µh‖M for all µh ∈Mh and all h 6 h1. (77)

Proof. Step 1: The main contribution here is the construction of a special vector function νs on
Γh that has the following properties:

νs ∈ M1, ‖νs‖1,Γh 6 a1, νs · νh > a2 > 0, (78)

for some constants a1, a2 independent of h. We recall that the piecewise quadratic polygonal
boundary Γh approximates a W 2∞ boundary Γ with W 1∞ unit normal vector ν. With this in mind,
we let F : Γh→ Γ be a Lipschitz, piecewise smooth map from the discrete boundary to the smooth
boundary. Assuming h is sufficiently small, this map can be built locally on each side S ∈ SΓh [1].
In addition, for h small enough, νh ·(ν ◦F) > 2/3 on all of Γh. Since ν is smooth and bounded, and
F is piecewise smooth, ‖ν ◦F‖W 1∞(Γh) 6 c, with c independent of h but dependent on the curvature
of Γ .

Now let νs ∈ M1 be a continuous piecewise finite element function on Γh such that νs(xi) :=
(ν ◦ F)(xi). This implies that νs ∈ [W 1∞(Γh)]2 by interpolation theory [9], and νh · νs(xi) > 2/3
at each vertex xi . Since the sides of Γh are quadratic, it is straightforward to show that νh|S =
νc+O(h) on each side S, where νc is a constant vector (because Γ is smooth). So, for h sufficiently
small, νh · νs > 1/2, whence νs satisfies (78).

Step 2: Let µh ∈ Mh and define uh ∈ Vh by uh|Γ := µhνs (note: both µh and νs are linear on
the reference element, so their product is a quadratic function). Next, extend uh in the following
way. Let w ∈ [H 1(Ωh)]2 ∩ [H 1(Γh)]2 satisfy the following divergence equation (see [54, 8, 22,
29]):

∇ ·w = 1
|Ωh|

∫
Γh

uh · νh = 1
|Ωh|

∫
Γh

µh(νs · νh) in Ωh,

w = uh = µhνs on Γh.

By the properties (78) of νs and an inverse estimate ‖uh‖1/2,Γh 6 Ch−1/2‖uh‖0,Γh , we have

‖w‖1,Ωh 6 c0h
−1/2‖µh‖0,Γh , ‖w‖1,Γh 6 c1h

−1‖µh‖0,Γh , so |||w|||V 6 c2h
−1‖µh‖0,Γh .

(79)
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Next, let Πh be the Scott–Zhang interpolant [49] (onto Vh), with the following modification. If the
function to be interpolated is continuous, piecewise quadratic on Γh, then use standard interpolation
for the boundary values of the interpolant. Therefore, setting wh := Πhw, we have wh|Γh =
w|Γh = µhνs and |||wh|||V 6 c3h

−1‖µh‖0,Γh . This gives the following relation which indicates an
inf-sup condition with a constant that depends on h:

c(wh, µh)

|||wh|||V > c4h

∫
Γ
µ2
h

‖µh‖0,Γ = c4h‖µh‖0,Γ . (80)

Step 3: We need another vector function to account for the h weighting. By the definition of the
M norm (26), there exists a v̂ ∈ [H 1(Γh)]2 such that

c(v̂, µh) = ‖µh‖M, ‖v̂‖1,Γh = 1. (81)

Next, extend v̂ to all of Ωh just as was done in Step 2. Clearly, we have the bound ‖v̂‖1,Ω +
‖v̂‖1,Γ 6 c5‖v̂‖1,Γ = c5. Let v̂h := Πhv̂ ∈ Vh be the Scott–Zhang interpolant onto Vh, whence
‖v̂h − v̂‖0,Γ 6 c6h‖v̂‖1,Γ = c6h. Next, we have

c(v̂h, µh) = c(v̂, µh)+ c(v̂h − v̂, µh)

> ‖µh‖M − ‖v̂h − v̂‖0,Γ ‖µh‖0,Γ > ‖µh‖M − c6h‖µh‖0,Γ , (82)

where we used (81) and the Cauchy–Schwarz inequality.

Step 4: Combine the two discrete velocity vectors. Let zh = δwh/|||wh|||V + v̂h, where δ > 0 is
a constant to be chosen. Then by (80) and (82) we get

c(zh, µh) = δ c(wh, µh)

|||wh|||V + c(v̂h, µh) > ‖µh‖M + h‖µh‖0,Γh(δc4 − c6) = ‖µh‖M

for δ := c6/c4. And we have the bound |||zh|||V 6 δ + |||v̂h|||V 6 c6/c4 + c7. Therefore,

sup
vh∈Vh

c(vh, µh)
|||vh|||V > β2‖µh‖M, β2 = 1

c6/c4 + c7
,

which is the partial inf-sup condition for arbitrary µh ∈Mh. 2

Proof of Lemma 5.4. Let qh ∈ Qh,0 and µh ∈Mh be arbitrary.

Step 1: By Lemma 5.5, there exists an h1 > 0 and ûh ∈ Vh such that∫
Γh

µh(ûh · ν) > β2‖µh‖M, |||ûh|||V = 1, (83)

for all h 6 h1. Next, consider the following discrete Stokes problem, which has a unique solution
(u∗h, p

∗
h) ∈ Vh,0 ×Qh,0 [10], [8]:∫

Ωh

∇u∗h : ∇vh −
∫
Ωh

p∗h∇ · vh = 0,

−
∫
Ωh

ρh∇ · u∗h =
∫
Ωh

ρh

(
qh

‖qh‖Q +∇ · ûh
)
,

(84)

for all vh ∈ Vh,0 and ρh ∈ Qh,0, where Vh,0 = Vh ∩H 1
0 (Ωh).
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Step 2: By (84), we have

|u∗h|21,Ωh =
∫
Ωh

p∗h∇ · u∗h = −
(∫

Ωh

p∗hqh
‖qh‖Q +

∫
Ωh

p∗h∇ · ûh
)

6 ‖p∗h‖Q + ‖p∗h‖Q‖∇ · ûh‖0,Ωh 6 2‖p∗h‖Q,
(85)

using (83) and the fact that ‖∇ · ûh‖0,Ωh 6 |||ûh|||V = 1. We also have, by using the inf-sup
condition for the discrete Stokes problem [10], the following bound:

β̃‖p∗h‖Q 6 sup
vh∈Vh,0

∫
Ωh
p∗h∇ · vh
‖vh‖1,Ωh

= sup
vh∈Vh,0

∫
Ωh
∇u∗h : ∇vh
‖vh‖1,Ωh

= ‖u∗h‖1,Ωh . (86)

Hence, ‖p∗h‖Q 6 (1/β̃)‖u∗h‖1,Ωh . Combining with (85), we have

|||u∗h|||V 6 c1‖u∗h‖1,Ωh 6 2c1/β̃ =: c2, (87)

because u∗h has zero boundary data.

Step 3: Finally, let uh := ûh + u∗h. By the previous steps, we know that |||uh|||V 6 |||ûh|||V +
|||u∗h|||V 6 1+ c2, and using (84), we get the following inequality:

b(uh, qh)+ c(uh, µh) = −
∫
Ωh

qh(∇ · ûh +∇ · u∗h)+
∫
Γh

µh(ûh · ν)

>
∫
Ωh

q2
h

‖qh‖Q + β2‖µh‖M > c3(‖qh‖2Q + ‖µh‖2M)1/2.

The assertion follows with β := c3/(1+ c2). 2

5.6 Error estimates

We introduce some notation used throughout this section:

p̄ = 1
|Ω|

∫
Ω

p, p∗ = p − p̄, p̄h = 1
|Ω|

∫
Ω

ph, p∗h = ph − p̄h,
λ∗ = λ− p̄, λ∗h = λh − p̄h.

(88)

These new variables account for the aforementioned lack of uniqueness for both p and λ. We prove
the following error bound.

THEOREM 5.6 (Error estimates) Let Ω be of class W 2∞, h0 be the limiting mesh size constant to
tackle the variational crime described in Subsection 5.4, and h1 be the limiting mesh size to ensure
the inf-sup condition provided in Lemma 5.4. Then we have the following error estimates for all
h 6 min(h0, h1):

‖p∗ − p∗h‖2Q + ‖λ∗ − λ∗h‖2M � inf
q∗h∈Qh,0

‖q∗h − p∗‖2Q + inf
µh∈Λh

‖µh − λ‖2M + |||u− uh|||2V, (89)

|||u− uh|||2V � inf
vh∈Vh

|||u− vh|||2V + inf
q∗h∈Qh,0

‖q∗h − p∗‖2Q
+ inf
µh∈Λh

(〈λ− µh,u · ν〉 + ‖µh − λ‖2M). (90)

Proof. This is a direct consequence of Lemmas 5.11 and 5.12 below. 2
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The critical term 〈λ− µh,u · ν〉 in estimate (90) restricts the rate of convergence of finite element
solutions. In fact, we have the following corollary.

COROLLARY 5.7 (Decay rate for continuous piecewise linear λ) Let {TΩh}h>0 be a sequence of
shape regular meshes. Assume that the solution (u, p, λ) of Problem 3.4 satisfies

u ∈ H 2(Ω) ∩H 2(Γ ), p ∈ H 1(Ω), λ ∈ BV (Γ ). (91)

Then, for all h 6 min(h0, h1), we have the estimate

|||u− uh|||V + ‖p∗ − p∗h‖Q + ‖λ∗ − λ∗h‖M
� h(‖u‖H 2(Ω)∩H 2(Γ ) + ‖p‖H 1(Ω) + ‖λ‖BV (Γ ))+

√
δt h‖u‖H 2(Γ ), (92)

where the constant in ‘�’ is independent of h and δt .

Proof. We choose vh = πVhu in (90) and q∗h = πQh
p∗, µh = πΛhλ in (89)–(90). Since πQh

is
linear and preserves constants, the function q∗h has zero mean value. All the terms in (89)–(90) can
be estimated via interpolation theory (recall Section 5.3), except for 〈λ − πΛhλ,u · ν〉. Hence, we
deduce

|||u− πhu|||V + ‖p∗ − πhp∗‖Q + ‖λ− πΛhλ‖M
� h(‖u‖H 2(Ω) + ‖p‖H 1(Ω) + ‖λ‖BV (Γ ))+

√
δt h‖u‖H 2(Γ ),

because the M norm estimate follows from

|〈λ− πΛhλ, ϕ〉| 6 ‖λ− πΛhλ‖L1(Γ )‖ϕ‖L∞(Γ ) 6 ‖λ− πΛhλ‖L1(Γ )‖ϕ‖H 1(Γ ), ∀ϕ ∈ H 1(Γ ),

and Sobolev embedding in 1-D; thus ‖λ− πΛhλ‖M � h‖λ‖BV (Γ ).
It remains to estimate 〈λ− πΛhλ,u · ν〉, for which we only need to consider sides S contained

in Γh where u · ν changes sign, for the following reason. Let S ∈ SΓ be such that u · ν is not zero
and has a definite sign over S. Then λ = Ppin sgn(u · ν) is a fixed constant over S, so πΛhλ = λ
over S (i.e. 〈λ− πΛhλ,u · ν〉 = 0 over S). Thus, let S ∈ SΓ be so that y ∈ S and (u · ν)(y) = 0.
Then ∣∣∣∣∫

S

(λ− πΛhλ)u · ν
∣∣∣∣ 6 ‖λ− πΛhλ‖L1(S)‖u · ν‖L∞(S) � h2‖λ‖BV (S)‖u‖W 1∞(S),

because (u · ν)(y) = 0. Adding over all such S ∈ SΓ where u · ν changes sign and applying
Cauchy–Schwarz, we obtain

|〈λ− πΛhλ,u · ν〉| � h2‖λ‖2BV (Γ ) + h2‖u‖2
W 1∞(Γ )

.

Since ‖u‖W 1∞(Γ ) � ‖u‖H 2(Γ ) the estimate (92) follows from (89)–(90). 2

REMARK 5.8 (Regularity) The regularity assumed in (91) for u on Γ is less restrictive than in (62)
by Sobolev embedding. The condition λ ∈ BV (Γ ) is guaranteed by a stronger condition in the
spirit of [11, Section 5]: λ has bounded variation in the contact set and the number of points over
which u · ν changes from zero to nonzero is finite.
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REMARK 5.9 (Optimality) We demonstrate experimentally in Section 7 that the linear rate of
convergence of (92) is not suboptimal for the polynomial degree used. This is due to the critical
term 〈λ− πΛhλ,u · ν〉, which plays a dominant role.

REMARK 5.10 (Decay rate for piecewise constant λ) In the proof of Corollary 5.7, we have not
used that πΛhλ is piecewise linear, but rather that it is of first order in L1(Γ ). Therefore, the same
error estimates (92) are valid for piecewise constant πΛhλ, provided (91) holds. In this case, πΛh is
the standard L2(Γ ) projection and (76) follows along the same lines as in the proof of Lemma 5.4.
Interestingly, the computational results of Section 7 indicate that (92) is suboptimal as far as u and
p is concerned. This issue requires further study.

We now state Lemma 5.11 and 5.12. Observing that

b(v, q)+ c(v, µ) = b(v, q + C)+ c(v, µ+ C) (93)

for all constants C, Lemma 5.11 is a special case of Lemma 2.7 in [51]; we omit the proof.
Subsequently, we prove Lemma 5.12 which is a modification of Lemma 2.9 in [51].

LEMMA 5.11 (Velocity error representation) Let (u, p, λ) solve the time-discrete Problem 3.4 and
(uh, ph, λh) solve the fully discrete Problem 5.3. Then, for all (vh, qh, µh) ∈ Vh ×Qh ×Λh,

a(vh−uh,vh−uh) 6 B1(qh, µh)+ a(vh−u,vh−uh)+ b(vh−u, p∗h−p∗)
+ c(vh−u, λ∗h− λ∗)+ b(uh−u, p∗− q∗h)+ c(uh−u, λ∗− (µh− q̄h)),

where
B1(qh, µh) = b(u, p∗ − q∗h)+ c(u, λ∗ − (µh − q̄h)).

LEMMA 5.12 (Pressure-multiplier error representation) Let Ω be of class W 2∞ and let h1 ensure
the inf-sup condition as in Lemma 5.4. Then

‖p∗ − p∗h‖Q + ‖λ∗ − λ∗h‖M 6 α1(‖q∗h − p∗‖Q + ‖µh − λ‖M + |||u− uh|||V), (94)

|||u− uh|||2V 6 α2(B1(qh, µh)+ ‖q∗h − p∗‖2Q + ‖µh − λ‖2M + |||u− vh|||2V), (95)

for all vh ∈ Vh, q∗h ∈ Qh,0, µh ∈ Λh, and h 6 h1. Note that α1 and α2 depend on δt .

Proof. Using (93), along with (40) and (72), we get

b(vh, q∗h − p∗h)+ c(vh, ηh − λ∗h) = b(vh, q∗h)+ c(vh, ηh)− b(vh, ph)− c(vh, λh)
= b(vh, q∗h − p∗)+ c(vh, ηh − λ∗)+ a(uh − u,vh) (96)

for all qh ∈ Qh, ηh ∈ Mh. So, combining the discrete inf-sup condition provided by Lemma 5.4
with (96) gives

‖q∗h − p∗h‖Q + ‖ηh − λ∗h‖M 6
C1

β∗
(|||uh − u|||V + ‖q∗h − p∗‖Q + ‖ηh − λ∗‖M). (97)

Starting with the left hand side of (94) and using a triangle inequality coupled with the choice
ηh := µh − p̄, and the definition of λ∗ := λ− p̄, gives the rest of (94).
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As for (95), we start with Lemma 5.11. Using the coercivity of a(·, ·) (recall (39)), Cauchy–
Schwarz, and the triangle inequality, we have

|||vh − uh|||2V � B1(qh, µh)+ |||vh − u|||2V + |||vh − u|||V|||u− uh|||V
+ |||vh − u|||V{‖p∗h − p∗‖Q + ‖λ∗h − λ∗‖M}
+ |||uh − u|||V{‖p∗ − q∗h‖Q + ‖λ∗ − (µh − q̄h)‖M}. (98)

Employing |||u − uh|||2V 6 2|||u − vh|||2V + 2|||vh − uh|||2V and Young’s inequality we get, by
combining with (98) and (94), the following inequality:

|||u− uh|||2V � |||u− vh|||2V + B1(qh, µh)

+ ‖q∗h − p∗‖2Q + ‖µh − λ‖2M + ‖p∗ − q∗h‖2Q + ‖λ∗ − (µh − q̄h)‖2M.
Finally, setting q̄h := p̄ gives us the velocity error estimate (95). 2

6. Solving the mixed system with inequality constraint

We describe our iterative method for computing the solution of the nonlinear time-discrete Problem
3.4. Since our finite element spaces (Vh,Qh,Mh) are conforming, the same analysis applies to the
fully discrete problem (5.3). For convenience, we recall that we are seeking (u, p, λ) ∈ V×Q×Λ
such that

a(u,v)−
∫
Ω

p∇ · v +
∫
Γ

λ(v · ν) = χ(v), ∀v ∈ V,∫
Ω

q∇ · u = 0, ∀q ∈ Q,∫
Γ

(µ− λ)u · ν 6 0, ∀µ ∈ Λ.

(99)

We proceed to derive an Uzawa method, which takes advantage of an L2(Γ ) projection property.
First, observe that the variational inequality in (99) can be written as follows:

0 >
∫
Γ

(λ− ω)(λ− µ), ω := λ+ ρu · ν (ρ > 0).

This implies that λ is the L2 projection of ω onto Λ, i.e. λ = PΛ(λ + ρu · ν). This suggests the
following iterative method for solving the system (99): given λ0 = 0 and j > 0, let (uj , pj ) ∈ V×Q
solve

a(uj ,v)−
∫
Ω

pj∇ · v +
∫
Γ

λj (v · ν) = χ(v), ∀v ∈ V,∫
Ω

q∇ · uj = 0, ∀q ∈ Q,
(100)

and update the multiplier according to

λj+1 = PΛ(λj + ρuj · ν). (101)
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LEMMA 6.1 (Convergence of the Uzawa method) Let (u, p, λ) ∈ V × Q × Λ be the solution of
(99). Let (uj , pj , λj ) ∈ V×Q×Λ be the solution of (100)–(101) for j > 0. Let ca be the coercivity
constant in (39). Assume that the relaxation parameter ρ satisfies

ρ < 2Dvisc if Dvisc > 0, or ρ < 2caδt otherwise.

Then the sequence (uj , pj , λj ) converges in V×Q×Λ to (u, p, λ), in the sense that

uj → u, p∗j → p∗, λ∗j → λ∗,

where p∗, λ∗ are defined in (88) and p∗j , λ
∗
j are defined similarly, namely p∗j := pj − p̄j , λ∗j :=

λj − p̄j . Moreover, if λ = Ppin on a set of positive measure, and λ = −Ppin on a set of positive
measure, then we also have pj → p and λj → λ, i.e. full convergence.

Proof. The analysis follows Glowinski [30], but is adapted to our mixed formulation. Let

δλj = λj − λ, δpj = pj − p, δuj = uj − u

be the errors between the iterates and the exact solution. Because the L2(Γ ) projection, PΛ, is
a contraction (see [27]), the update of the multiplier λj+1 in (101) implies that ‖δλj+1‖0,Γ 6
‖δλj + ρδuj · ν‖0,Γ . Squaring both sides and moving terms around gives

‖δλj‖20,Γ − ‖δλj+1‖20,Γ > ρ

(
−2

∫
Γ

δλj (δuj · ν)− ρ‖δuj · ν‖20,Γ
)
. (102)

Now we need to take advantage of the variational formulation. The linearity of the first two equations
in (99) as well (100) gives, for all v ∈ V and q ∈ Q,(

α

δt
+ β

)(∫
Ω

δuj · v + γ
∫
Ω

(∇ · δuj )(∇ · v)
)
+Dvisc

∫
Γ

(δuj · ν)(v · ν)

+ δt
∫
Γ

∇Γ δuj · ∇Γ v −
∫
Ω

δpj∇ · v +
∫
Γ

δλjv · ν = 0,∫
Ω

q∇ · δuj = 0.
(103)

Setting the test functions v = δuj and q = δpj in (103), and using the coercivity (39) of a(·, ·), we
find

−
∫
Γ

δλj (δuj · ν) > ca(r0‖δuj‖2H(div,Ω) + δt‖δuj‖21,Γ )+Dvisc‖δuj · ν‖20,Γ , (104)

where ca, r0 > 0 are uniform constants. Combining (104) with (102) gives

‖δλj‖20,Γ − ‖δλj+1‖20,Γ
> ρ{2ca(r0‖δuj‖2H(div,Ω) + δt‖δuj‖21,Γ )+ (2Dvisc − ρ)‖δuj · ν‖20,Γ }, (105)

Hence, if Dvisc > 0 and ρ < 2Dvisc, then {‖δλj‖20,Γ }∞j=0 is a decreasing sequence of nonnegative
numbers, so it converges. If instead Dvisc = 0, using ‖δuj · ν‖0,Γ 6 ‖δuj‖1,Γ we obtain

‖δλj‖20,Γ − ‖δλj+1‖20,Γ > ρ(2caδt − ρ)‖δuj‖21,Γ . (106)
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Ergo, ρ < 2caδt in order to guarantee the convergence of {‖δλj‖20,Γ }∞j=0. Both cases mean the right
hand side of (105) goes to zero as j goes to∞. Therefore, as j →∞,

uj → u in V. (107)

In order to show the convergence of δλj and δpj , we use the inf-sup condition. Using (103), and
the definition of the bilinear forms (36), (37), gives

b(v, δpj )+ c(v, δλj ) = −a(δuj ,v), ∀v ∈ V. (108)

By the constant shift property (93), and continuity of a(·, ·), we can write

b(v, p∗j − p∗)+ c(v, λ∗j − λ∗)
‖v‖V 6 a0|||δuj |||V, ∀v ∈ V.

It then follows by the continuous version of the inf-sup (76) (recall Remark 4.7) that there is a
constant c0 > 0 such that

|||uj − u|||V > c0(‖p∗j − p∗‖2Q + ‖λ∗j − λ∗‖2M)1/2. (109)

So, by (107), we have p∗j → p∗ and λ∗j → λ∗ in their respective norms.
Clearly, if λ does not touch both the positive and negative constraints of Λ (i.e. ±Ppin), it is

possible to add a small constant to both pj and λj and still have the above convergence. This is
expected.

For the case when λ does contact both the positive and negative constraints on sets of positive
measure, we now show that p̄j → p̄, i.e. full convergence of pj and λj . Here, we use the fact that
λ ∈ L∞(Γ ). Given ε > 0, there existsN such that for all j > N , ‖λ∗j −λ∗‖M < ε. By the definition
of the M norm (26) we have

−ε <
∫
Γ

(λ∗j − λ∗)η =
∫
Γ

(λj − λ− αj )η < ε, ∀η ∈ G : ‖η‖G = 1, (110)

with αj := p̄j−p̄. Assume that λ = Ppin on an open set Γ+ ⊂ Γ . Let η > 0 be a smooth function in
G that vanishes outside of Γ+ such that ‖η‖G = 1. Let C+ =

∫
Γ
η; note that C+ > 0 is independent

of ε because η only depends on λ. By (110), we have

αjC+ < Ppin

∫
Γ+
η − Ppin

∫
Γ+
η + ε = ε, (111)

where we used the fact that λj 6 Ppin; ergo, αj < ε/C+. By a similar argument, if λ = −Ppin on
an open set Γ− ⊂ Γ , then we get αj > −ε/C− with C− > 0. Hence,

|αj | < ε

min(C+, C−)
, ∀j > N(ε).

Letting ε → 0 implies that p̄j − p̄ = αj → 0 as j →∞. Putting everything together, we conclude
that pj → p and λj → λ, as asserted. 2

REMARK 6.2 (Nonuniqueness in practice) In our numerical implementation, we leave the constant
αj free. This may change the mean value of p and λ when the droplet is completely pinned but does
not affect the velocity and evolution of the droplet.

7. Numerical rates of convergence

We show some experimental rates of convergence for a particular exact solution of Problem 3.4.
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7.1 Exact solution

The error analysis we give in Section 5.6 relates to the error between the semi-discrete and fully
discrete equations for a single time step. Therefore, we present an ‘exact’ solution for the semi-
discrete problem (4)–(7).

7.1.1 Strong form PDE. All constants in the PDE are set to unity. In addition, we take liberty in
modifying the right-hand-side data of the problem for convenience in creating an exact solution. In
short, the PDE we will solve is defined as

u+∇p − F = 0 in Ω,
∇ · u = 0 in Ω,

λ ∈ sgn(u · ν) on Γ,
p − E − λ+ (∆Γ u) · ν = 0 on Γ,

g − (∆Γ u) · τ = 0 on Γ,

(112)

where the domain Ω is depicted in Figure 3. Note that we keep the critical term ∆Γ u in the strong
form PDE. The functions F, E, and g are given data for the problem (yet to be determined). Items
to note in (112) are:

• The explicit curvature of the domain appearing in (11) has been removed. If we had kept that
term, it would merely have changed the particular E that we actually use.
• We include an extra tangential term in the last equation of (112). Recall the extra condition stated

in (13), which says that ∆Γ u · τ = 0. For convenience in defining the exact solution, we change
this condition to have nonzero forcing (i.e. g 6= 0). Again, we are only taking liberty with the
right-hand-side data.

R0

R0

R0

Γ1

Γ2

Γ3 Γ4

Σ1

Σ2

λ = −1

λ = −1

λ = +1

λ = +1

x

y

Ω

FIG. 3. 2-D dropletΩ with boundary Γ = ∂Ω =⋃4
i=1 Γi ∪

⋃2
j=1 Σj and R0 = 1/2. An exact solution (u, p, λ) is defined

on Ω .

7.1.2 Exact velocity, pressure, and pinning. The exact velocity u = (u1, u2) is

u1 = sin
(
π

2
y

R0

)
, u2 = 0, in Ω. (113)
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The exact pressure is

p = −x sin
(
π

2
y

R0

)
in Ω. (114)

The exact λ is

λ =


1 on Γ1 ∪ Γ3,

−1 on Γ2 ∪ Γ4,

− y

R0
cos
(
π
x

R0

)
on Σ1 ∪Σ2.

(115)

The exact velocity u and pressure p are nontrivial smooth functions. The pinning variable λ jumps
at the extreme ends of the domain Ω (i.e. λ is discontinuous at (−R0, 0), (2R0, 0), and is smooth
everywhere else).

7.1.3 Exact given data. The exact body force is

F =
(

0,−
(
π

2
x

R0

)
cos
(
π

2
y

R0

))
in Ω. (116)

The exact g is defined from the tangential condition in (112):

g = (∆Γ u) · τ on Γ. (117)

The exact E is defined from the normal condition in (112):

E = p − λ+ (∆Γ u) · ν on Γ. (118)

The body force F is smooth, whereas g is piecewise smooth and continuous. The normal forcing E
is piecewise smooth and discontinuous at the same two points as λ.

7.2 Error plots

This section presents plots of the error decay between the exact and approximate solutions of the
system (112). We first discuss the case when λ ∈ P1 (piecewise linear) for two different meshes in
Section 7.2.1. One mesh has a node that conforms to the points of discontinuity in λ (see Section
7.1.2), and is thus fitted, whereas the other mesh is non-fitted to the discontinuity of λ. In Section
7.2.2, we show the error decay when λ ∈ P0 (piecewise constant).

7.2.1 Continuous piecewise linear λ. In Figure 4, we show experimental orders of convergence
of the fully discrete solution (uh, ph, λh) to the exact solution (u, p, λ) of (112) when λ ∈ P1.
The error estimates in Corollary 5.7 appear to be optimal because the decay of pressure is linear
for non-fitted meshes. Nonetheless, the pressure error is O(h2) for fitted meshes. The decay rate of
velocity O(h4/3) is a bit better than predicted regardless of whether meshes are fitted or not.

7.2.2 Discontinuous piecewise constant λ. In Figure 5, we show experimental orders of
convergence when λ ∈ P0. The error estimates behave much better than expected and we do not
have a complete explanation for this. This may be linked to the exact solution that we constructed.
See the caption of Figure 5 for more details.
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FIG. 4. Error plots for λh ∈ P1. The top row corresponds to using a mesh with nodes lying at both points of discontinuity
in λ. The bottom row is for the non-fitted mesh case (i.e. the discontinuity occurs inside an edge element for each mesh in
the refinement sequence). The left column plots the error in velocity; the right column gives the error for both pressure and
pinning. For convenience of computation, we measure the error λ− λh in L2(Γ ) instead of in M. Because λh is continuous
and λ is discontinuous, the order of decay is only O(h1/2) for both meshes by standard interpolation theory. Note the error
estimate in Corollary 5.7 is for the M norm. When the mesh is fitted, the pressure has better convergence O(h2). For the
non-fitted mesh (a more generic case), pressure is O(h) (optimal). The convergence of velocity in H 1(Γ ) appears to be
slightly better (approximately O(h4/3)).

8. Conclusion

We have presented a mixed finite element method for a model of 2-D droplet motion driven by
electrowetting [56, 55, 57]. Our method uses a stable semi-implicit discretization of curvature and
incorporates local contact line pinning forces via a variational inequality as well as viscous damping.
These two loss mechanisms are responsible for the remarkable space-time agreement between our
simulations and actual experiments, which are reported in [57]. We have shown existence and
uniqueness results for the semi-discrete and fully discrete problems as well as an error analysis for
the finite element approximation. We have proven the convergence of an Uzawa method for solving
the time-discrete system at a single time step, and concluded with some experimental convergence
results that explore the limits and optimality of the theory.

Extending our results to the fully continuous case is not trivial. For instance, the techniques
developed in [13] are seemingly not applicable in this context. Indeed, the lack of regularity of the
sgn(·) function in (2) prevents us from deriving energy estimates in more regular spaces as proposed
in [13].
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FIG. 5. Error plots for λh ∈ P0 with the same format as in Figure 4. The convergence isO(h2) for both velocity and pressure
for both fitted and non-fitted meshes. In the case of a fitted mesh (top row), λh is able to exactly capture the discontinuity of
the exact λ, which may play a role in the improved convergence of the other variables. However for the non-fitted mesh, the
convergence of λh is onlyO(h1/2), which does not seem to affect the convergence of velocity and pressure. We cannot fully
explain this improved convergence. Also note the behavior of pressure in the bottom right plot.
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