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CHUN LIU

IMA, University of Minnesota, Minneapolis, MN 55455-0134, USA
E-mail: liu@ima.umn.edu

NORIFUMI SATO

Furano H.S., Furano, Hokkaido 076-0011, Japan
E-mail: differ@mb.infosnow.ne.jp

YOSHIHIRO TONEGAWA

Department of Mathematics, Hokkaido University, Sapporo 060-0810, Japan
E-mail: tonegawa@math.sci.hokudai.ac.jp

[Received 27 October 2009]

We prove the global-in-time existence of weak solution for a hypersurface evolution problem where
the velocity is the sum of the mean curvature and arbitrarily given non-smooth vector field in a
suitable Sobolev space. The approximate solution is obtained by the Allen–Cahn equation with
transport term. By establishing the density ratio upper bound on the phase boundary measure it
is shown that the limiting surface moves with the desired velocity in the sense of Brakke.
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1. Introduction

In this paper we establish the existence of a family {Γ (t)}0<t<∞ of hypersurfaces whose velocity is

VΓ = (u · n)n+H on Γ (t), t > 0. (1.1)

Here n is the unit normal vector andH is the mean curvature vector of Γ (t), respectively. A domain
Ω+(0) ⊂ Ω = Td = (R/Z)d with boundary Γ (0) and a vector field u which depends both
on x and t are given. The main result of the present paper is that there exists an integral varifold
solution for (1.1) as long as the given transport term u belongs to Lploc([0,∞); (W

1,p(Ω))d) for
p > (d + 2)/2 and d = 2, 3 (see Theorem 2.2 for the precise statement). The result is a natural
generalization of the pioneering work by Brakke [5] who proved the existence of integral varifolds
moving by mean curvature (u = 0). Various notions of weak solutions for motion by mean curvature
have since been developed along with approximation schemes such as viscosity solutions via the
level set method ([4, 6, 11]), minimizing movements method ([3, 17]) and phase field method ([14])
to name but a few. As for local regularity of weak solutions, we mention the works by Brakke [5],
White [28, 29] and Ecker [8, 9].

Motivations to consider (1.1) are (i) to understand the range of perturbations within which we
may obtain the integral varifold solutions and (ii) to obtain results applicable to coupled problems
which typically set u in a Sobolev space. The latter problems include the two-phase fluid flow
problem considered in [16, 18] where u satisfies a coupled Navier–Stokes equation. For that problem
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we cannot expect a good global-in-time regularity of u such as Lipschitz in the space variables. We
note that the natural class for the level set method for problem (1.1) is for u to be in the Lipschitz
class in the space variables [4]. An application to the two-phase flow problems will appear in a
separate paper.

For the construction of the weak solution, we utilize the phase field method via an equation
similar to the Allen–Cahn equation [2],

∂ϕ

∂t
= ∆ϕ −

W ′(ϕ)

ε2 . (AC)

HereW is the equal depth double-well potential and we setW(ϕ) = (1−ϕ2)2/2. When ε→ 0 and
with an appropriate set of initial data at t = 0, the solution ϕ is approximately ±1 on a bulk region
with a thin interface region of thickness O(ε). It has been proved by many authors under various
assumptions that the limit interface evolves by mean curvature. In the setting of geometric measure
theory, Ilmanen [14] proved that the limit surface measures µt of (AC) are rectifiable and satisfy the
mean curvature flow equation in the sense of Brakke. The third author [27] proved that µt is integral
(see Sec. 2.2) so that the limit measures obtained as the limit of (AC) have all the measure-theoretic
properties satisfied by the varifold solutions constructed by Brakke in [5]. For d = 2, 3, the second
author [24] noticed that one can give a very short and unified proof of [14] and [27] by utilizing
the results by Röger and Schätzle [23]. We use the latter method in the present paper instead of that
of Ilmanen. The main point of the present paper is the analysis of the Allen–Cahn equation with
transport term

∂ϕ

∂t
+ u · ∇ϕ = ∆ϕ −

W ′(ϕ)

ε2 (1.2)

which is expected to approximate the motion law (1.1). We point out that we need a certain growth
rate control of ‖u‖L∞(Ω×[0,T ]) = o(ε−1/2) for the approximation scheme in order to tame the
transport effect. Though such bound may not be sharp, some type of control in terms of the power of
ε seems necessary to preserve theO(ε)-scale phase boundary profile of hyperbolic tangent. The key
technical point is the claim that the upper density ratio of the surface measure is uniformly bounded
(see Theorem 3.1) under the natural assumptions in our setting. It roughly says that the regularizing
effect of mean curvature flow ‘wins’ over the transport effect as long as u retains the regularity
specified in Theorem 3.1. In proving this we utilize the monotonicity formula due to Huisken [12]
and Chen–Struwe [7], which again was first used in the context of the Allen–Cahn equation by
Ilmanen [14]. In this part of the proof p > (d + 2)/2 is essential but d does not need to be 2, 3.

Regarding the approximation scheme via the Allen–Cahn equation and its derivatives, there
have been a colossal amount of related work. Thus we restrict the references to the ones with
geometric measure theory settings and sufficiently close technical relevance. Soner [26] considered
the phase field equation similar to (1.2) coupled with a nonlinear parabolic equation. The system
is equipped with a natural energy dissipation law and a candidate for a Chen–Struwe–Huisken-
type monotonicity formula. The main thrust of [26] is to prove that the so-called discrepancy
measure vanishes in the limit, which is similar to our concern in the present paper. Mugnai–Röger
introduced the notion of L2-flow [20] which was developed to describe an evolution of integral
varifolds with L2 mean curvature and L2 generalized velocity. They subsequently studied a wide
range of surface evolution problems including (1.2) in [21] and derived that the limit measure is
L2-flow. The notion of L2-flow can characterize a very wide class of surface evolution problems
with little regularity requirement for the velocity, typically under the assumption or a priori estimate
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that L2
loc([0,∞); (L

∞(Ω))d) is bounded. The results of the present paper have some intersections
in this regard, particularly for n = 2, but are different from [21] for n = 3.

The paper is organized as follows. In Section 2 we set out the basic definitions and explain the
main theorem. Section 3 concerns the main technical proof of the upper density ratio bound (3.8).
In Section 4 we characterize the limit measures of surface energies, and Section 5 completes the
proof of the main existence theorem. In Section 6 we make final remarks.

2. Preliminaries and main results

2.1 Basic notations

For A,B ∈ Rd2
we denote A : B =

∑
AijBij and |A| =

√
A : A. For a ∈ Rd , a ⊗ a is the

matrix with the entries aiaj , i, j = 1, . . . , d . We write Br(x) = {y | |x − y| < r} and ωk is the k-
dimensional volume of the unit ball in Rk . We write Lp(Ω) for the space of p-th power integrable
functions and W 1,p(Ω) = {u ∈ Lp(Ω) | ∇u ∈ (Lp(Ω))d}. (Lp(Ω))d is the d-vector valued
Lp(Ω) functions and similarly for (W 1,p(Ω))d . For a Radon measure µ, Lp(µ) is the space of p-th
power integrable functions with respect to µ. We write the space of bounded variation functions as
BV (Ω). We denote by χA the characteristic function of a set A. For the standard notions related to
BV -functions such as sets of finite perimeter and reduced boundaries we refer the readers to [10].
Finally Hk is the k-dimensional Hausdorff measure and Ld is the Lebesgue measure in Rd .

2.2 Varifold notations

We recall some notions from geometric measure theory and refer to [1, 5, 25] for more details.
A general k-varifold in Rd is a Radon measure on Rd ×Gk(Rd), where Gk(Rd) is the Grassmann
manifold of unoriented k-dimensional subspaces in Rd . We denote the set of all general k-varifolds
by Vk(Rd). When S is a k-dimensional subspace, we also use S to denote the d by d matrix
representing the orthogonal projection Rd → S. The first variation of V can be written as

δV (g) =

∫
Rd×Gk(Rd )

∇g(x) : S dV (x, S) = −
∫

Rd
g(x)·H(x) d‖V ‖(x) if ‖δV ‖ � ‖V ‖. (2.1)

Here V ∈ Vk(Rd), ‖V ‖ is the mass measure of V , g ∈ (C1
c (Rd))d , H = HV is the generalized

mean curvature vector if it exists and ‖δV ‖ � ‖V ‖ denotes that ‖δV ‖ is absolutely continuous
with respect to ‖V ‖.

We call a Radon measure µ k-integral if it is represented as µ = θHk
bX, that is,

∫
Rd φ dµ =∫

X
φθ dHk for φ ∈ Cc(Rk). Here X is a countably k-rectifiable, Hk-measurable set, and θ ∈

L1
loc(H

k
bX) is positive and integer-valued Hk a.e on X. When θ = 1 a.e. on X, we say µ has

unit density. We denote the set of all k-integral Radon measures by IMk(Rd). To each such µ
corresponds a unique k-varifold V defined by∫

Rd×Gk(Rd )
φ(x, S) dV (x, S) =

∫
Rd
φ(x, Txµ) dµ(x) for φ ∈ Cc(Rd ×Gk(Rd)),

where Txµ is the approximate tangent k-plane of X at x which exists Hk a.e on X. Note that
µ = ‖V ‖ under this correspondence. We make this identification in the following. For this reason
we define Hµ as HV (or simply H ) if the latter exists. When X is a C2 submanifold without
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boundary and θ is constant on X, H corresponds to the usual mean curvature vector of X. In the
following we suitably adapt the above notions to Ω = Td , such as Vk(Ω) and IMk(Ω), which
presents no essential difficulties.

2.3 Weak formulation of velocity

For a sufficiently smooth surface Γ (t) moving by the velocity (1.1), the following holds for any
φ ∈ C2(Ω;R+) due to the first variation formula (2.1):

d
dt

∫
Γ (t)

φ dHd−1 6
∫
Γ (t)

(−φH +∇φ) · {H + (u · n)n} dHd−1. (2.2)

One can check that having this inequality for any φ ∈ C2(Ω;R+) implies (1.1), thus (2.2) is
equivalent to (1.1). Without the transport term u this is Brakke’s approach to the mean curvature
flow. To define u as the trace on Γ (t) we need the following

THEOREM 2.1 (Meyers–Ziemer inequality) For a Radon measure µ on Rd with D =

supr>0, x∈Rd µ(Br(x))/(ωd−1r
d−1) and 1 6 q < d,∫

Rd
|φ|

q(d−1)
d−q dµ 6 cMZD

(∫
Rd
|∇φ|q dx

) d−1
d−q

(2.3)

for φ ∈ C1
c (Rd). Here cMZ = cMZ(d, q).

See [19] and [30, p. 266] for q = 1. The statement for 1 6 q < d is easily derived by the Hölder
inequality and will be used later. By localizing Theorem 2.1 to Ω = Td and choosing q = 1 we
obtain (with D = sup1/2>r>0, x∈Ω µ(Br(x))/(ωd−1r

d−1))∫
Ω

|φ|2 dµ 6 cMZD‖φ‖L2(Ω)‖∇φ‖L2(Ω), (2.4)

where cMZ may differ from (2.3) and only depends on d . The inequality allows us to define∫
Ω
|φ|2 dµ for φ ∈ W 1,2(Ω) by the standard density argument.
We define, for any Radon measure µ, u ∈ (W 1,2(Ω))d and φ ∈ C2(Ω;R+),

B(µ, u, φ) =
∫
Ω

(−φH +∇φ) · {H + (u · n)n} dµ (2.5)

if µ ∈ IMd−1(Ω) with H ∈ (L2(µ))d and sup1/2>r>0, x∈Ω µ(Br(x))/(ωd−1r
d−1) < ∞. This

gives a well-defined finite value due to the stated conditions and (2.4). If any one of the conditions
is not satisfied, we define B(µ, u, φ) = −∞.

2.4 Main existence results

Our main results are the following.

THEOREM 2.2 Suppose d = 2 or 3, p > (d + 2)/2 and Ω = Td . Given any

u ∈ L
p

loc([0,∞); (W
1,p(Ω))d)

and Ω+(0) ⊂ Ω having C1 boundary Γ (0), there exist
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(i) a family {µt }t∈[0,∞) of Radon measures with µt ∈ IMd−1(Ω) for a.e. t ∈ [0,∞) and
(ii) ϕ ∈ BVloc(Ω × [0,∞)) ∩ L∞loc([0,∞);BV (Ω)) ∩ C

1/2
loc ([0,∞);L

1(Ω))

such that the following hold:

(a) For all 0 6 t1 < t2 <∞ and φ ∈ C2(Ω;R+) we have

µt2(φ)− µt1(φ) 6
∫ t2

t1

B(µt , u(·, t), φ) dt. (2.6)

Moreover B(µt , u(·, t), φ) ∈ L1
loc([0,∞)) and µ0 = Hd−1

bΓ (0).
(b) The function ϕ satisfies the following properties.

(1) ϕ(·, t) = ±1 a.e. on Ω and for all t ∈ [0,∞),
(2) ϕ(·, 0) = χΩ+(0) − χΩ\Ω+(0) a.e. on Ω ,
(3) spt |∇χ{ϕ(·,t)=1}| ⊂ sptµt for all t ∈ [0,∞).

(c) There exists T1 = T1(‖u‖Lp([0,1];(W 1,p(Ω))d ),Ω
+(0), p) 6 1 such that µt has unit density for

a.e. t ∈ [0, T1]. In addition |∇χ{ϕ=1}| = µt for a.e. t ∈ [0, T1].

The inequality (2.6) shows that µt satisfies the desired motion law in the sense stated in (2.2) in
the integral form. Define Γ (t) by the relation µt = θHd−1

bΓ (t) whenever µt ∈ IMd−1(Ω). It is
appropriate to say that {Γ (t)}t>0 (with multiplicity θ ) moves by the velocity (1.1) in the sense of
Brakke. In addition we have

THEOREM 2.3 The family {µt }t∈[0,∞) of Radon measures obtained in Theorem 2.2 satisfies the
following properties.

(a) For all 0 6 t1 < t2 <∞ and φ ∈ C3(Ω × [0,∞);R+) we have

µt2(φ(·, t2))− µt1(φ(·, t1)) 6
∫ t2

t1

((∫
Ω

∂φ

∂t
(·, t) dµt

)
+ B(µt , u(·, t), φ(·, t))

)
dt. (2.7)

(b) supt∈[0,T ], x∈Ω, 0<r<1/2 µt (Br(x))/(ωd−1r
d−1) <∞ for all T > 0.

The property (a) may be useful to establish the partial regularity ([5, Sec. 3.5]).

REMARK 2.4 The difficulty of multiplicities have been often encountered in the measure-theoretic
setting like ours. Varifold solutions constructed by Brakke [5] have the same properties in this
regard. On the other hand, (c) says that there is no ‘folding’ for some time interval [0, T1].

REMARK 2.5 The initial data Γ (0) = ∂Ω+(0) can be less regular than C1. The same statements
of Theorems 2.2 and 2.3 except for (c) hold for Γ (0) with the following properties: we assume
Hd−1(Γ (0)) < ∞ and that there exists a sequence of domains Ω+(0)i with C3 boundary Γ (0)i

such that

sup
i, 0<r61/2, x∈Ω

Hd−1(Br(x) ∩ Γ (0)i)
ωd−1rd−1 <∞,

lim
i→∞

Ld(Ω+(0)4Ω+(0)i) = 0,

lim
i→∞
|∇χΩ+(0)i | = |∇χΩ+(0)| as measures.

(2.8)
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For (c) to be true we additionally require that

sup
0<r<r0, x∈Ω

|∇χΩ+(0)|(Br(x))

ωd−1rd−1 6 1+ o(r0). (2.9)

By a suitable application of the implicit function theorem, partition of unity and smoothing, one
can show that C1 boundary satisfies all of the above conditions. They are also satisfied by surfaces
with irregular thin spikes, which are not C1, for example. The proof is given for Γ (0) with the
above conditions. On the other hand it is clear that the above conditions exclude finite perimeter
sets whose measure-theoretic boundaries have infinite density points.

2.5 Theorem to be used

We use the following theorem in a similar way to [24]:

THEOREM 2.6 (Röger and Schätzle [23]) Suppose d = 2 or 3 and Ω ⊂ Rd is an open set. Let
ϕε ∈ C2(Ω) and set

µε =
1
σ

(
ε|∇ϕε|2

2
+
W(ϕε)

ε

)
dx, αε =

ε

σ

(
∆ϕε −

W ′(ϕε)

ε2

)2

dx

where σ =
∫ 1
−1
√

2W(s) ds. Assume limi→∞ εi = 0 and ϕεi satisfies

lim inf
i→∞

(µεi (Ω)+ αεi (Ω)) <∞, lim
i→∞

µεi = µ as measures.

Then:

(i) µ ∈ IMd−1(Ω).
(ii)

∫
Ω
|H |2 dµ 6 lim infi→∞ αεi , where H is the generalized mean curvature of µ.

3. Density ratio upper bound for interface energy

In this section we prove that the diffused interface energy satisfies a certain uniform upper density
ratio bound which is crucial in the subsequent limiting procedures when ε→ 0. Since the estimate
is of independent interest and is true for all dimensions, we state the assumptions in the form
independent of the existence results in the following sections.

3.1 Main Theorem on the upper density ratio

THEOREM 3.1 Suppose d > 2, Ω = Td , p > (d + 2)/2, T > 0, 1/2 > γ > 0, 1 > ε > 0 and ϕ
satisfies

∂ϕ

∂t
+ u · ∇ϕ = ∆ϕ −

W ′(ϕ)

ε2 on Ω × [0, T ], (3.1)

ϕ(x, 0) = ϕ0(x) on Ω, (3.2)
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where ∇iu,∇jϕ,∇kϕt ∈ C(Ω × [0, T ]) for i, k ∈ {0, 1} and j ∈ {0, 1, 2, 3}. Let µt be the Radon
measure on Ω defined by∫

Ω

φ(x) dµt (x) =
1
σ

∫
Ω

φ(x)

(
ε|∇ϕ(x, t)|2

2
+
W(ϕ(x, t))

ε

)
dx

for φ ∈ C(Ω), where σ =
∫ 1
−1
√

2W(s) ds. Also assume that

sup
Ω

|ϕ0| 6 1 and sup
Ω

εi |∇iϕ0| 6 c1 for i ∈ {1, 2, 3}, (3.3)

sup
Ω

(
ε|∇ϕ0|

2

2
−
W(ϕ0)

ε

)
6 ε−γ , (3.4)

sup
Ω×[0,T ]

{εγ |u|, ε1+γ
|∇u|} 6 c2, (3.5)

‖u‖Lp([0,T ];(W 1,p(Ω))d ) 6 c3. (3.6)

For t ∈ [0, T ] define

D(t) = max
{

sup
x∈Ω,0<r61/2

1
ωd−1rd−1µt (Br(x)), 1

}
, and assume D(0) 6 D0. (3.7)

Then there exist c4 which depends only on c3, d, p, D0 and T , and ε1 > 0 which depends only on
d , p, W , c1, c2, c3, D0, γ and T such that for all 0 < ε 6 ε1 and t ∈ [0, T ],

D(t) 6 c4. (3.8)

3.2 Monotonicity formula

First we derive the monotonicity formula for the surface energy µt which is analogous to [14]. One
essential difficulty is the control of the so-called discrepancy measure ε|∇ϕ|2/2 − W/ε and our
analysis concentrates mostly on this issue.

We fix (y, s) ∈ Rd × [0,∞) and define, for any (x, t) ∈ Rd × [0, s),

ρ(y,s)(x, t) =
1

(4π(s − t))(d−1)/2 e
−
|x−y|2
4(s−t) .

To localize the formula to Ω , we fix a radially symmetric cut-off function η ∈ C∞c (B1/2(0)) with
η = 1 on B1/4(0) and 0 6 η 6 1. We then define

ρ̃(y,s)(x, t) = ρ(y,s)(x, t)η(x − y) =
1

(4π(s − t))(d−1)/2 e
−
|x−y|2
4(s−t) η(x − y).

The following can be obtained by similar computations to [14], the only difference being the extra
term u · ∇ϕ and the cut-off function.
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PROPOSITION 3.2 There exist constants c5, c6 > 0 depending only on d such that for y ∈ Ω ,
0 < t < s <∞ and t 6 T ,

d
dt

∫
Ω

ρ̃ dµt (x) 6
∫
Ω

ρ̃|u|2 dµt (x)+
1

2(s − t)σ

∫
Ω

(
ε|∇ϕ|2

2
−
W(ϕ)

ε

)
ρ̃ dx

+ c5e
−c6/(s−t)

(
µt (Ω)+

1
σ

∫
Ω

ε

(
∆ϕ −

W ′(ϕ)

ε2

)2

dx
)
. (3.9)

Note that ρ̃ = ρ̃(y,s)(x, t) is integrated with respect to x.

Proof. We present the computations on Rd and without the cut-off function η for simplicity. In the
following we write ρ for ρ(y,s)(x, t) and set

E =
ε|∇ϕ|2

2
+
W(ϕ)

ε
, L = ϕt + u · ∇ϕ = ∆ϕ −

W ′(ϕ)

ε2 .

We calculate by integration by parts and completing the square:

d
dt

∫
Rd
Eρ dx =

∫
Rd

{
Eρt − εϕt

(
∇ρ · ∇ϕ + ρ∆ϕ − ρ

W ′(ϕ)

ε2

)}
dx

=

∫
Rd
{Eρt − ε(L− u · ∇ϕ)(∇ρ · ∇ϕ + ρL)} dx

=

∫
Rd

{
Eρt − ερ

(
L2
+ L
∇ρ · ∇ϕ

ρ

)
+ ερu · ∇ϕ

(
L+
∇ρ · ∇ϕ

ρ

)}
dx

=

∫
Rd

{
Eρt − ερ

(
L+
∇ρ · ∇ϕ

ρ

)2

+ ε

(
L∇ρ · ∇ϕ +

(∇ρ · ∇ϕ)2

ρ

)
+ ερu · ∇ϕ

(
L+
∇ρ · ∇ϕ

ρ

)}
dx

6
∫

Rd

{
Eρt + ε

(
L∇ρ · ∇ϕ +

(∇ρ · ∇ϕ)2

ρ

)
+

1
4
ερ(u · ∇ϕ)2

}
dx. (3.10)

By integration by parts we have∫
Rd
εL∇ρ · ∇ϕ dx =

∫
Rd
(−ε∇ϕ ⊗∇ϕ : ∇2ρ + E∆ρ) dx. (3.11)

Two important identities which ρ satisfies are

ρt +∆ρ = −
ρ

2(s − t)
, ρt +∆ρ −

∇ϕ ⊗∇ϕ

|∇ϕ|2
: ∇2ρ +

(∇ρ · ∇ϕ)2

ρ|∇ϕ|2
= 0, (3.12)

and substituting (3.11) and (3.12) into (3.10), we obtain (3.9) without the last term. When one
computes the above with ρ̃ instead of ρ, we have the additional term∫

Rd
εϕtρ∇ϕ · ∇η dx (3.13)
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in the first integration by parts in (3.10). Deriving (3.11) we also have additional terms which can be
bounded by σµt (Ω)ce−c/(s−t) with a suitable constant c > 0. For (3.13) we estimate, using (3.1),∫

Rd
ε|ϕt | |∇ϕ| |∇η|ρ dx

6
1
4

∫
|x−y|>1/4

ε(1+ |u|2)|∇ϕ|2ρ̃ dx +
∫

Rd
ε

(
|∇ϕ|2 +

(
∆ϕ −

W ′

ε2

)2)
|∇η|2

η
ρ dx

6
1
4

∫
Rd
ε|u|2|∇ϕ|2ρ̃ dx + ce−c/(s−t)

(
σµt (Ω)+

∫
Ω

ε

(
∆ϕ −

W ′

ε2

)2

dx
)
. (3.14)

Thus with suitable choices of c5 and c6 depending only on d, we obtain (3.9). 2

3.3 Estimates on Ω × [0, T ]

Here we collect estimates which hold onΩ×[0, T ] for sufficiently small ε > 0. These are in contrast
with the next subsection where we assume the density upper ratio bound (3.8) for t ∈ [0, T1]. First
we prove the following uniform gradient bound. Even though the estimate may be well-known,
we include the proof for completeness. The point here is that we want a uniform gradient estimate
which is independent of the terms such as ut .

LEMMA 3.3 There exists c7 depending only on d, c1, c2 and W such that

sup
Ω×[0,T ]

|∇ϕ| 6 c7/ε.

Proof. Rescale the domain by x 7→ x/ε and t 7→ t/ε2. Then the equation (3.1) is

ϕt + εu · ∇ϕ = ∆ϕ −W
′(ϕ). (3.15)

By the Lp estimate of the heat kernel [15, p. 288], we have

vt −∆v = f on B2 × [0, 2] ⇒

‖vt ,∇
2v‖Lq (B1×[j,2]) 6 c(d, q)(‖f,∇v, v‖Lq (B2×[0,2]) + (1− j)‖v(·, 0)‖W 2,q (B2)

) (3.16)

for j = 0 (up to t = 0) or j = 1 (interior estimate) and for 1 < q < ∞. Here we discuss the case
of up to t = 0. The interior case is similar. By multiplying (3.15) by φ2ϕ where φ ∈ C1

c (B3) is a
suitable cut-off function, and by integration by parts, we easily obtain (with |ϕ| 6 1 and (3.5))∫ 2

0

∫
B2

|∇ϕ|2 dx dt 6 c(W, c2). (3.17)

Thus by (3.15), (3.5), (3.3), (3.16) and (3.17),∫ 2

0

∫
B1

((ϕt )
2
+ |∇

2ϕ|2) dx dt 6 c(d,W, c1, c2). (3.18)

By differentiating (3.15) with respect to xi we have

(ϕxi )t −∆ϕxi = −εuxi · ∇ϕ − εu · ∇ϕxi −W
′′(ϕ)ϕxi . (3.19)



260 C. LIU, N. SATO AND Y. TONEGAWA

By (3.16), (3.18) and (3.5) with q = 2 applied to (3.19),∫ 2

0

∫
B1

(|∇ϕt |
2
+ |∇

3ϕ|2) dx dt 6 c(d,W, c1, c2). (3.20)

Then we have a W 1,2-norm estimate of ∇ϕ on B1 × [0, 2] and by the Sobolev embedding theorem,

‖∇ϕ‖L2(d+1)/(d−1)(B1×[0,2]) 6 c(d,W, c1, c2).

We can use this estimate in (3.15). By (3.16) with q = 2(d + 1)/(d − 1), we obtain the
improved estimates for ϕt and ∇2ϕ, and then for ∇ϕt by (3.19). We can repeat this process until
the integrability exponent q exceeds d . Then this gives the desired estimate for ϕ in terms of
d, c1, c2,W . 2

The next lemma is proved in a similar manner to [13, Proposition 3.3].

LEMMA 3.4 There exists ε2 = ε2(d,W, c1, c2) > 0 such that, for 0 < ε < ε2,

ε|∇ϕ|2

2
−
W(ϕ)

ε
6 (2+ 8c2)ε

−γ on Ω × [0, T ]. (3.21)

Proof. Rescale the domain as in Lemma 3.3. Define

ξ =
|∇ϕ|2

2
−W(ϕ)−G(ϕ), (3.22)

where G will be chosen later. We compute ξt + εu · ∇ξ −∆ξ and obtain

ξt + εu · ∇ξ −∆ξ = ∇ϕ · ∇ϕt − (W
′
+G′)ϕt + εu⊗∇ϕ : ∇2ϕ − ε(W ′ +G′)u · ∇ϕ

− |∇
2ϕ|2 −∇ϕ · ∇(∆ϕ)+ (W ′ +G′)∆ϕ + (W ′′ +G′′)|∇ϕ|2. (3.23)

Differentiate (3.15) with respect to xj , multiply by ϕxj and sum over j to obtain

∇ϕ · ∇ϕt + ε∇u : ∇ϕ ⊗∇ϕ + εu⊗∇ϕ : ∇2ϕ = ∇ϕ · ∇(∆ϕ)−W ′′|∇ϕ|2. (3.24)

Combining (3.15), (3.23), and (3.24), we obtain

ξt + εu · ∇ξ −∆ξ = W
′(W ′ +G′)− |∇2ϕ|2 − ε∇u : ∇ϕ ⊗∇ϕ +G′′|∇ϕ|2. (3.25)

Differentiating (3.22) with respect to xj , we derive, by the Cauchy–Schwarz inequality,

d∑
j=1

( d∑
i=1

ϕxiϕxixj

)2
=

d∑
j=1

(ξxj + (W
′
+G′)ϕxj )

2

= |∇ξ |2 + 2(W ′ +G′)∇ξ · ∇ϕ + (W ′ +G′)2|∇ϕ|2 6 |∇ϕ|2|∇2ϕ|2. (3.26)

Divide (3.26) by |∇ϕ|2 and substitute into (3.25) to obtain

ξt + εu · ∇ξ −∆ξ

6 W ′(W ′ +G′)−
1
|∇ϕ|2

(|∇ξ |2 + 2(W ′ +G′)∇ξ · ∇ϕ + (W ′ +G′)2|∇ϕ|2)

− ε∇u : ∇ϕ ⊗∇ϕ +G′′|∇ϕ|2

6 −(G′)2 −W ′G′ −
2(W ′ +G′)
|∇ϕ|2

∇ξ · ∇ϕ − ε∇u : ∇ϕ ⊗∇ϕ +G′′|∇ϕ|2. (3.27)
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By substituting |∇ϕ|2 = 2ξ + 2(W +G) into (3.27),

ξt + εu · ∇ξ −∆ξ 6 −(G′)2 −W ′G′ + 2G′′(W +G)−
2(W ′ +G′)
|∇ϕ|2

∇ξ · ∇ϕ

− ε∇u : ∇ϕ ⊗∇ϕ + 2G′′ξ. (3.28)

Let φ(x, t) = φ(x) ∈ C∞(B3ε−1(0)) be such that

φ =

M = sup
Rd×[0,ε−2T ]

(|∇ϕ|2/2−W(ϕ)) on B3ε−1(0) \ B2ε−1(0),

0 on Bε−1(0),

and
0 6 φ 6 M, |∇φ| 6 2εM, |∆φ| 6 2dε2M. (3.29)

Note that M may be bounded depending only on d,W, c1, c2 by Lemma 3.3. We then set

ξ̃ = ξ − φ and G(ϕ) = ε1/2
(

1−
1
8
ϕ2
)
.

Suppose, to derive a contradiction, that

sup
B
ε−1×[0,ε−2T ]

ξ > ε1/2.

Since ξ̃ 6 0 on (B3ε−1 \ Bε−1) × [0, ε−2T ] and ξ̃ 6 ε1−γ on B3ε−1 × {0} by (3.4), and since
sup

B
ε−1×[0,ε−2T̃ ] ξ̃ > ε1/2, there exists some interior maximum point (x0, t0) of ξ̃ where

ξ̃t > 0, ∇ ξ̃ = 0, ∆ξ̃ 6 0, ξ̃ > ε1/2.

With (3.29) we have at this point

ξt > 0, ‖∇ξ | 6 2εM, ∆ξ 6 2dε2M, |∇ϕ|2 > 2ε1/2. (3.30)

Substitute (3.30) into (3.28). Using ε∇u : ∇ϕ ⊗∇ϕ 6 2ε|∇u|(ξ +W +G) and (3.5), we have

0 6 2dε2M − (G′)2 −W ′G′ + 2G′′(W +G)+
4(|W ′| + |G′|)εM

(2ε1/2)1/2

+ 2G′′ξ + 2ε1−γ c2(ξ +W +G)+ 2c2ε
2−γM. (3.31)

We haveW ′G′ > 0,G′′ = −ε1/2/4 < 0, and since γ < 1/2, for sufficiently small ε = ε(W, c2, γ ),

2G′′ξ + 2c2ε
1−γ ξ 6 0, 2G′′(W +G)+ 2c2ε

1−γ (W +G) 6 G′′(W +G). (3.32)

If |ϕ(x0, t0)| 6 1/2, then

G′′W 6 −
ε1/2

2
min
|z|61/2

W(z),
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which is a ‘big’ negative number compared to the rest, and one can check that this and (3.32) lead
to a contradiction in (3.31). If |ϕ(x0, t0)| > 1/2, then we would have ‘big’ negative contributions
coming from

−(G′)2 6 −
1
64
ε and −W ′G′ 6 −

1
8
ε1/2
|W ′|,

which again leads to a contradiction with (3.31) for sufficiently small ε. This shows that (since
G 6 ε1/2)

sup
B
ε−1×[0,ε−2T ]

(|∇ϕ|2/2−W(ϕ)) 6 2ε1/2.

Now repeat the same argument with M replaced by 2ε1/2 and G replaced by 8c2ε
1−γ (1− 1

8ϕ
2). If

we assume
sup

B
ε−1×[0,ε−2T ]

ξ > 2ε1−γ ,

ξ̃ = ξ−φ would attain some interior maximum in B3ε−1×[0, ε−2T ] by (3.4) and by the subtraction
of φ. This time we would have ξt 6 0, |∇ξ | 6 4ε3/2,∆ξ 6 4dε5/2 and |∇ϕ|2 > 4ε1−γ . Now (3.31)
becomes

0 6 4dε5/2
− (G′)2 −W ′G′ + 2G′′(W +G)+

8(|W ′| + |G′|)ε3/2

(4ε1−γ )1/2

+ 2G′′ξ + 2ε1−γ c2(ξ +W +G)+ 4ε5/2−γ c2.

Exactly the same type of argument as before shows that we have a contradiction, and since G 6
8c2ε

1−γ and ξ −G 6 2ε1−γ , we obtain (3.21). 2

LEMMA 3.5 For s, R, r > 0 with 0 6 s − (R/r)2 6 T and R 6 1/2, there exists c9 = c9(d) > 1
such that∫
Ω

ρ̃(y,s)(x, s̃) dµs̃(x)

6 (r/(
√

4πR))d−1
{µs̃(BR(y))+ µs̃(Ω) exp(−r2/(16R2))} + c9D(s̃) exp(−r2/8). (3.33)

Here s̃ = s − (R/r)2.

Proof. We note that

ρ̃(y,s)(x, s̃) =
rd−1

(
√

4πR)d−1
e
−
r2|x−y|2

4R2 η(x − y).

We evaluate the integrand separately on BR(y) and on Ω \ BR(y). On BR(y),∫
BR(y)

ρ̃(y,s)(x, s̃) dµs̃(x) 6
∫
BR(y)

ρ(y,s)(x, s̃) dµs̃(x) =
rd−1

(
√

4πR)d−1

∫
BR(y)

e
−
r2|x−y|2

4R2 dµs̃

6
rd−1

(
√

4πR)d−1
µs̃(BR(y)). (3.34)
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On Ω \ BR(y) and R 6 1/2, we use (3.7) to derive

(
√

4πR)d−1

rd−1

∫
Ω\BR(y)

ρ̃(y,s)(x, s̃) dµs̃(x) 6
∫
B1/2(y)\BR(y)

e
−
r2|x−y|2

4R2 dµs̃(x)

=

∫ 1

0
µs̃((B1/2(y) \ BR(y)) ∩ {x; e

−
r2|x−y|2

4R2 > λ}) dλ

6
∫ exp(−r2/(16R2))

0
µs̃(B1/2(y) \ BR(y)) dλ+

∫ exp(−r2/4)

exp(−r2/(16R2))
µs̃(B2Rr−1

√

ln λ−1(y)) dλ

6 E exp(−r2/(16R2))+D(s̃)ωd−1(2R/r)d−1
∫ r2/(16R2)

r2/4
s(d−1)/2 exp(−s) ds

6 E exp(−r2/(16R2))+ c(d)D(s̃)(R/r)d−1 exp(−r2/8). (3.35)

Here we wrote E = µs̃(Ω). Combining (3.34) and (3.35), we obtain (3.33). If necessary we may
choose c9 > 1. 2

3.4 Proof of Theorem 3.1

In the following we show that the growth of the density upper ratio is controlled in time in the
following sense.

PROPOSITION 3.6 There exist cb = cb(d) > 1, Tb = Tb(d, p, c3) > 0 and εb =

εb(d, p,W, c1, c2, c3,D0, T , γ ) such that

sup
t∈[t0,t0+Tb]

D(t) 6 cbD(t0)

for all t0 ∈ [0, T − Tb] and ε < εb.

If this holds, D(t) satisfies

D(t) 6 D0c
[t/Tb]+1
b (3.36)

where [x] is the integral part of x. Thus (3.36) finishes the proof of Theorem 3.1. We assume in the
following that D(t) satisfies

D(t) 6 D0c
[T/Tb]+1
b (= c10(d, p, c3, T ,D0)) (3.37)

for t ∈ [0, T1]. Note that T1 > 0 (a priori depending on ε) since cb > 1 and by the continuity of
D(t) in time. Under this assumption we have

LEMMA 3.7

sup
t∈[0,T1]

µt (Ω)+

∫ T1

0

∫
Ω

ε

σ

(
∆ϕ −

W ′(ϕ)

ε2

)2

dx dt 6 E0 = E0(d, p, c3, T ,D0). (3.38)
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Proof. By (3.1) we can compute

d
dt
µt (Ω) 6 −

1
2σ

∫
Ω

ε

(
∆ϕ −

W ′(ϕ)

ε2

)2

dx +
ε

σ

∫
Ω

(u · ∇ϕ)2 dx.

By (2.4) we have

d
dt
µt (Ω) 6 −

1
2σ

∫
Ω

ε

(
∆ϕ −

W ′(ϕ)

ε2

)2

dx +
∫
Ω

c10cMZ(|u|
2
+ |∇u|2) dx.

Thus by integrating with respect to t and by (3.6), we obtain (3.38). Note that µ0(Ω) 6 c(d)D0. 2

The next Lemma 3.8 gives a lower bound of the density of µt when there is some piece of interface.
For the rest of the present section we fix γ ′ such that γ < γ ′ < 1/2 and γ ′ = 1

2 (1/2+ γ ), α = 3/4
and κ = 11/6 so that W ′′(s) > κ for α 6 |s| 6 1.

LEMMA 3.8 There exist positive constants c11 and c12 and ε3 with 0 < ε3 6 ε2 depending only
on d , W , c1, c2, c3, p, D0, γ and γ ′ with the following properties: Suppose 0 < ε < ε3 and
|ϕ(y, s)| 6 α < 1 with s ∈ [0, T1]. Then, for all t ∈ [0, T1] with max{0, s − ε2γ ′

} 6 t 6 s and
εc11 6 R 6 εγ

′

c11, we have

c12 6
1

Rd−1µt (BR(y)). (3.39)

Proof. In this proof we write ρ̃ = ρ̃(y,s+ε2)(x, t) for brevity. Suppose |ϕ(y, s)| 6 α < 1. If we
change the variable ϕ̃(x̃, s) = ϕ(εx̃ + y, s), we obtain∫

Ω

ρ̃ dµs(x) =
∫
Ω/ε

e−|x̃|
2/4

(
√

4π)d−1σ
η(εx̃)

(
|∇ϕ̃|2

2
+W(ϕ̃)

)
dx̃.

Since |ϕ̃(0, s)| 6 α < 1, Lemma 3.3 implies that there exists a positive constant c13 =

c13(d,W, γ, c1, c2) 6 1 such that

5c13 6
∫
Ω

ρ̃ dµs(x). (3.40)

Next, we use (3.5), (3.9) and (3.21) to obtain, for λ ∈ [t, s),

d
dλ

∫
Ω

ρ̃ dµλ 6 c2
2ε
−2γ

∫
Ω

ρ̃ dµλ +
(2+ 8c2)

√
πε−γ

σ
√
s − λ

+ c5e
−c6

s+ε2−λ

(
E0 +

∫
Ω

ε

(
∆ϕ −

W ′

ε2

)2

dx
)
. (3.41)

Multiply (3.41) by ec
2
2ε
−2γ (s−λ) and integrate over [t, s]. Here we use t > s − ε2γ ′ and (3.38) to

estimate the right-hand side as

ec
2
2ε
−2γ (s−λ)

∫
Ω

ρ̃ dµλ(x)
∣∣∣∣s
λ=t

6 εγ
′
−γ ec

2
2ε

2(γ ′−γ )
σ−12(2+ 8c2)

√
π + c5E0e

c2
2ε

2(γ ′−γ )
e
−

c6
ε2+ε2γ

′
(1+ ε2γ ′). (3.42)
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Next, we restrict ε to be so small that the right-hand side of (3.42) is less than c13 and ec
2
2ε

2(γ ′−γ )
6 2.

Then, for t ∈ [0, T1] with s − ε2γ ′ < t < s, (3.40) and (3.42) show

2c13 6
∫
Ω

ρ̃ dµt (x). (3.43)

Next we use Lemma 3.5 with r =
√

8 ln(2c9c10/c13), where the argument of ln is > 2 due to
c9 > 1, c10 > 1 and c13 6 1. The equality yields

c9c10e
−r2/8

= c13/2. (3.44)

In Lemma 3.5, we replace s and s−(R/r)2 by s+ε2 and t respectively, so that R2
= r2(s+ε2

− t).
Note that since s−ε2γ ′ 6 t < s,R 6 r

√
ε2 + ε2γ ′ and we haveR 6 1/2 by restricting ε depending

only on c9, c10, c13. From Lemma 3.5 we obtain∫
Ω

ρ̃ dµt (x) 6 (r/(
√

4πR))d−1
{µt (BR(y))+ E0e

−r2/(16R2)
} + c9c10e

−r2/8.

Due to (3.44), (3.43) and restricting ε further we obtain

c13 6 (r/(
√

4πR))d−1µt (BR(y)).

Note that R lies in [rε, r
√
(ε2 + ε2γ ′)], so setting c11 = r and c12 = r

1−d(
√

4π)d−1c13 we have
the desired estimate. 2

LEMMA 3.9 There exist ε4 6 ε3 and c14 depending only on d ,W , c1, c2, c3, p,D0 and γ with the
following property. For 1/3 > r > εγ

′

and ε 6 ε4,

1
σ

∫
Br (y)

(
ε|∇ϕ|2

2
−
W(ϕ)

ε

)
+

(x, t) dx 6 c14ε
γ ′rd−1 (3.45)

for t ∈ [ε2γ ′ , T ] ∩ [0, T1].

Proof. If T1 < ε2γ ′ there is nothing to prove. Assume that T1 > ε2γ ′ and t∗ ∈ [ε2γ ′ , T ] ∩ [0, T1].
In the following, we estimate the integrand on two sets, near the interface and on the complement.
Define

Ã = {x ∈ B2r(y) | for some t̃ with t∗ − ε2γ ′ 6 t̃ 6 t∗, |ϕ(x, t̃)| 6 α}, (3.46)

A = {x ∈ B2r+ε2γ ′ (y) | dist(Ã, x) < ε2γ ′
}. (3.47)

Points belonging to Ã have some piece of interface during [t∗ − ε2γ ′ , t∗], and A is the ε2γ ′

neighborhood of Ã. By Vitali’s covering theorem [10, 1.5.1] applied to F = {B̄
ε2γ ′ (x) | x ∈ Ã}

(note A ⊂
⋃
B∈F B), we can choose a set {B

ε2γ ′ (xi)}
N
i=1 of pairwise disjoint balls such that

xi ∈ Ã for each i = 1, . . . , N and A ⊂

N⋃
i=1

B̄5ε2γ ′ (xi). (3.48)
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For each xi , let t̃i be such that

t∗ − ε
2γ ′ 6 t̃i 6 t∗, |ϕ(xi, t̃i)| 6 α. (3.49)

Write t̂ = t∗ − ε2γ ′ . We next use Lemma 3.8. By (3.49), t̃i − t̂ 6 t∗ − (t∗ − ε
2γ ′) = ε2γ ′ and the

assumption of Lemma 3.8 is satisfied for s = t̃i , y = xi , t = t̂ and R = ε2γ ′ where we restrict ε
depending on c11 and γ ′. Thus, we conclude

c12ε
2γ ′(d−1) 6 µt̂ (Bε2γ ′ (xi)) for i = 1, . . . , N. (3.50)

Since {B
ε2γ ′ (xi)}

N
i=1 are pairwise disjoint and B

ε2γ ′ (xi) ⊂ B2r+ε2γ ′ (y), (3.50) gives

Nc12ε
2γ ′(d−1) 6 µt̂ (B2r+ε2γ ′ (y)). (3.51)

Then the d-dimensional volume of A is estimated using (3.48) and (3.51) as

Ld(A) 6 Nωd(5ε2γ ′)d 6
ωd5dε2γ ′

c12
µt̂ (B2r+ε2γ ′ (y)). (3.52)

Since t̂ ∈ [0, T1], by (3.7), (3.37) and (3.52) with r > ε2γ ′ ,

Ld(A) 6
ωd5dε2γ ′

c12
c10ωd−1(2r + ε2γ ′)d−1 6 c15ε

2γ ′rd−1, (3.53)

where c15 = ωdωd−15d3d−1c10/c12. Thus by (3.21), (3.53) and γ ′ > γ ,∫
A∩Br (y)

(
ε|∇ϕ|2

2
−
W(ϕ)

ε

)
+

(x, t∗) dx 6 Ld(A)(2+ 8c2)ε
−γ 6 (2+ 8c2)c15ε

γ ′rd−1. (3.54)

Next we show that the surface energy decays quickly on the complement ofA. Fix the integer J > 2
such that

(J − 1)(2− 4γ ′) > γ ′, (J − 2)(2− 4γ ′) < γ ′. (3.55)

Since γ ′ < 1/2, such a J does exist. Define

tj = t∗ − ε
2γ ′
+
j

J
ε2γ ′ (j = 0, 1, . . . , J ).

Next define φj ∈ Lip(B2r(y)) (j = 1, . . . , J ) so that

φj (x) = φj (x, t) =

{
1 if dist(x, Br(y) \ A) 6 J−j

J
ε2γ ′ ,

0 if dist(x, Br(y) \ A) > J−j+1
J

ε2γ ′ ,
(3.56)

|∇φj | 6 2Jε−2γ ′ and 0 6 φj 6 1. (3.57)

By (3.56), (3.46), (3.47) and r > εγ
′

, one can check that sptφj ∩ Ã = ∅ for j = 1, . . . , J , thus by
(3.46),

|ϕ(x, s)| > α for x ∈ sptφj , s ∈ [t∗ − ε2γ ′ , t∗]. (3.58)
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For each j = 1, . . . , J , differentiate the equation (3.1) with respect to xi , multiply by φ2
j ∂ϕ/∂xi ,

sum over i and integrate to obtain

d
dt

∫
Ω

1
2
|∇ϕ|2φ2

j dx +
∫
Ω

(u⊗∇ϕ : ∇2ϕ +∇ϕ ⊗∇ϕ : ∇u)φ2
j dx

=

∫
Ω

(
∇ϕ ·∆∇ϕ −

W ′′(ϕ)

ε2 |∇ϕ|2
)
φ2
j dx. (3.59)

By integration by parts and the Cauchy–Schwarz inequality we obtain from (3.59)

d
dt

∫
Ω

1
2
|∇ϕ|2φ2

j dx 6
1
2

∫
Ω

|u|2|∇ϕ|2φ2
j dx +

∫
Ω

|∇ϕ|2|∇u|φ2
j dx

+ 4
∫
Ω

|∇φj |
2
|∇ϕ|2 dx −

∫
Ω

W ′′(ϕ)

ε2 |∇ϕ|2φ2
j dx. (3.60)

By (3.58), W ′′(ϕ) > κ on sptφj for t ∈ [t∗ − ε2γ ′ , t∗]. Using also (3.57) and (3.5), we obtain

d
dt

∫
Ω

1
2
|∇ϕ|2φ2

j dx

6
∫
Ω

(
ε−2γ

2
+ ε−1−γ

)
|∇ϕ|2φ2

j dx + 16J 2ε−4γ ′
∫

sptφj
|∇ϕ|2 dx −

κ

ε2

∫
Ω

|∇ϕ|2φ2
j dx

6 −
κ

2ε2

∫
Ω

|∇ϕ|2φ2
j dx + 16J 2ε−4γ ′

∫
sptφj
|∇ϕ|2 dx (3.61)

for small ε. By integrating (3.61) over [tj−1, s] with s ∈ [tj , t∗], j = 1, . . . , J , we obtain∫
Ω

1
2
|∇ϕ|2φ2

j (x, s) dx 6 e
−

κ

ε2
(s−tj−1)

∫
Ω

1
2
|∇ϕ|2φ2

j (x, tj−1) dx

+

∫ s

tj−1

e
−

κ

ε2
(s−λ)16J 2ε−4γ ′

(∫
sptφj
|∇ϕ|2(x, λ) dx

)
dλ. (3.62)

For j = 1, . . . , J define

Mj = sup
λ∈[tj−1,t∗]

∫
sptφj

1
2
|∇ϕ|2(x, λ) dx. (3.63)

Since s − tj−1 > tj − tj−1 =
1
J
ε2γ ′ for s ∈ [tj , t∗], (3.62) with the notation of (3.63) shows∫

Ω

1
2
|∇ϕ|2φ2

j (x, s) dx 6 (e
−

κ

ε2
(s−tj−1)

+ 16κ−1J 2ε2−4γ ′)Mj

6 (e
−

κ

Jε2−2γ ′ + 16κ−1J 2ε2−4γ ′)Mj . (3.64)

By (3.56), sptφj+1 ⊂ {φj = 1}. Thus by (3.64) and for j = 1, . . . , J − 1 we have

Mj+1 6 (e
−

κ

Jε2−2γ ′ + 16κ−1J 2ε2−4γ ′)Mj . (3.65)
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With a suitable restriction on ε depending only on W and γ ′(< 1
2 ), (3.65) for j = 1, . . . , J − 1

gives
Mj+1 6 17κ−1J 2ε2−4γ ′Mj . (3.66)

Thus, by (3.66) and (3.55),

MJ 6 (17κ−1J 2)J−1ε(2−4γ ′)(J−1)M1 6 (17κ−1J 2)J−1εγ
′

M1. (3.67)

From sptφ1 ⊂ B2r(y) and (3.37),

εM1 = sup
λ∈[t0,t∗]

∫
sptφ1

ε

2
|∇ϕ|2(x, λ) dx 6 ωd−1c10(2r)d−1. (3.68)

Since Br(y) \ A ⊂ {φJ = 1} by (3.56), we have∫
Br (y)\A

ε

2
|∇ϕ|2(x, t∗) dx 6

∫
{φJ=1}

ε

2
|∇ϕ|2(x, t∗)φ

2
J dx 6 εMJ . (3.69)

Thus combining (3.67), (3.68) and (3.69) we obtain∫
Br (y)\A

ε

2
|∇ϕ|2(x, t∗) dx 6 (17κ−1J 2)J−1εγ

′

c10ωd−1(2r)d−1. (3.70)

With a suitable choice of c14 in (3.54) and (3.70) we obtain (3.45). 2

LEMMA 3.10 There exists a constant c16 such that for ε 6 ε4, t ∈ [0, T1] and t < s, we have∫ t

0

{
1

2(s − λ)

∫
Ω

(
ε|∇ϕ|2

2
−
W(ϕ)

ε

)
+

ρ̃(y,s)(x, λ) dx
}

dλ 6 c16ε
γ ′−γ . (3.71)

Proof. In case t 6 ε2γ ′ , using (3.21) and
∫
Rd ρ(y,s)(x, λ) dx =

√
4π(s − λ), we have∫ t

0

1
2(s − λ)

∫
Ω

(
ε|∇ϕ|2

2
−
W(ϕ)

ε

)
+

ρ̃(y,s)(x, λ) dx dλ 6
∫ t

0

(2+ 8c2)ε
−γ
√
π

√
s − λ

dλ

6 (2+ 8c2)
√
πεγ

′
−γ . (3.72)

In case s > t > s − ε2γ ′ , we have similarly∫ t

s−ε2γ ′

1
2(s − λ)

∫
Ω

(
ε|∇ϕ|2

2
−
W(ϕ)

ε

)
+

ρ̃ dx dλ 6 (2+ 8c2)
√
πεγ

′
−γ . (3.73)

Thus we only need to estimate the integral over [ε2γ ′ , t] with t 6 s − ε2γ ′ . When integrating
overΩ , we integrate on B

εγ
′ (y) andΩ \B

εγ
′ (y) separately. For the first estimate we use (3.21) and

s − t > ε2γ ′ to estimate∫ t

ε2γ ′

1
2(s − λ)

∫
B
εγ
′

(
ε|∇ϕ|2

2
−
W(ϕ)

ε

)
+

ρ̃ dx dλ 6
∫ t

ε2γ ′

(2+ 8c2)ε
−γ εdγ

′

ωd

(
√

4π)d−12(s − λ)(d+1)/2
dλ

6
(2+ 8c2)ε

γ ′−γωd

(
√

4π)d−1(d − 1)
. (3.74)
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On Ω \ B
εγ
′ (y), by Lemma 3.9 and s − t > ε2γ ′ , computations similar to (3.35) give∫ t

ε2γ ′

1
2(s − λ)

∫
Ω\B

εγ
′ (y)

(
ε|∇ϕ|2

2
−
W(ϕ)

ε

)
+

ρ̃ dx dλ

6
∫ t

ε2γ ′

dλ

2(
√

4π)(d−1)/2(s − λ)(d+1)/2

∫ 1

0

{∫
B1/2(y)∩{x|e

−
|x−y|2
4(s−λ) >q}\B

εγ
′ (y)

(
ε|∇ϕ|2

2
−
W(ϕ)

ε

)
+

}
dq

6
∫ t

ε2γ ′

c14c(d)ε
γ ′(e−1/(16(s−λ))

+ (s − λ)d−1/2)

(s − λ)(d+1)/2 dλ 6 c14ε
γ ′(c(d)+ γ ′ ln(1/ε)). (3.75)

Combining (3.72)–(3.75) we obtain the desired estimate (3.71). 2

Next we estimate the effect of velocity terms in (3.9). SinceΩ is bounded, the p = d case is covered
by choosing p′ < d. The argument for p > d is similar and simpler than for p < d so we omit the
proof.

LEMMA 3.11 Suppose (d + 2)/2 < p < d . Then there exists a constant c18 = c18(d, p) such that
for all s > t1 > t0 > 0,∫ t1

t0

∫
Ω

ρ̃(y,s)|u|
2 dµt dt 6 c18(t1− t0)

2p−d−2
p−2 ( sup

t∈[t0,t1]
D(t))

(∫ t1

t0

‖u(·, t)‖
p

W 1,p(Ω)
dt
)2/p

. (3.76)

For p > d we have∫ t1

t0

∫
Ω

ρ̃(y,s)|u|
2 dµt dt 6 ( sup

t∈[t0,t1]
D(t))

∫ t1

t0

‖u(·, t)‖2L∞(Ω) dt. (3.77)

Proof. By the Hölder inequality and (3.37),∫
Ω

ρ̃|u|2 dµt 6

(∫
Ω

|u|2l ρ̃ dµt

)1/l(∫
Ω

ρ̃ dµt

)(l−1)/ l

6 D(t)(l−1)/ l
(∫

Ω

|u|2l ρ̃ dµt

)1/l

6 D(t)(l−1)/ l
(

1
(4π(s − t))(d−1)/2

∫
Ω

|u|2lη dµt

)1/l

,

(3.78)
where we choose l so that 2l = p(d − 1)/(d − p) (l > 1 for (d + 2)/2 < p < d). Then we apply
Theorem 2.1 to the measure µt and φ = |u|η̃, where the condition on the density ratio follows from
(3.37). η̃ is another suitable cut-off function so that η̃ = 1 on {η 6= 0}. From (3.78) we then obtain∫

Ω

ρ̃|u|2 dµt 6
c17(d, p)D(t)

(s − t)(d−p)/p
‖u‖2

W 1,p(Ω)
.

After integrating over [t0, t1] and using the Hölder inequality and (s − t0)ι − (s − t1)ι 6 (t1 − t0)
ι

for 0 < (2p − d − 2)/(p − 2) = ι < 1, we obtain (3.76). 2

PROPOSITION 3.12 Assume d > p > (d + 2/2) and set c19 = 3e1/4(4π)(d−1)/2/ωd−1. For
T1 > t1 > t0 > 0 assume D(t1) = c19D(t0) and supt∈[t0,t1]D(t) 6 c19D(t0). Then there exists
ε5 = ε5(c1, c2, c3,D0, E0, T , γ ) such that for all ε < ε5, we have

(t1 − t0)
2p−d−2
p−2

(∫ t1

t0

‖u(·, t)‖
p

W 1,p(Ω)
dt
)2/p

> (c18c19)
−1. (3.79)
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Proof. Let y ∈ Ω and 0 < r < 1 be such that D(t1) = 1
ωd−1rd−1µt1(Br(y)). Set s = t1 + r2 and

use (3.9), (3.76) and (3.71) to obtain∫
Ω

ρ̃(y,s) dµt1 6
∫
Ω

ρ̃(y,s) dµt0 + c19c18D(t0)(t1 − t0)
2p−d−2
p−2

(∫ t1

t0

‖u(·, t)‖
p

W 1,p(Ω)
dt
)2/p

+ (t1 − t0)c5E0 + c16ε
γ ′−γ . (3.80)

By the choice of s = t1 + r2,∫
Ω

ρ̃(y,s) dµt1 =
∫
Ω

e−|x−y|
2/(4r2)

(4π)(d−1)/2rd−1 dµt1 >
e−1/4

(4π)(d−1)/2rd−1µt1(Br(y)) = 3D(t0). (3.81)

The last equality follows from the assumption c19D(t0) = D(t1). Since
∫
Ω
ρ̃(y,s) dµt0 6 D(t0),

(3.80) and (3.81) prove

2D(t0) 6 c19c18D(t0)(t1 − t0)
2p−d−2
p−2

(∫ t1

t0

‖u(·, t)‖
p

W 1,p(Ω)
dt
)2/p

+ (t1 − t0)c5E0 + c16ε
γ ′−γ .

(3.82)
UsingD(t0) > 1 and restricting ε depending only on γ and c16, and then restricting t1−t0 depending
only on c6 and E0 (which depend only on d, p, c3, T and D0 in turn), we obtain (3.79) from
(3.82). 2

Proof of Proposition 3.6. Following the result of Proposition 3.12, set Tb > 0 so that

T

2p−d−2
p−2

b c2
3 = (c18c19)

−1 (3.83)

and cb = c19. Note that Tb depends only on d, p, and c3 and cb depends only on d . Let T1 6 T be
the first time when the inequality

D(t) < D0c
[t/Tb]+1
b

fails. On [0, T1] we have D(t) 6 D0c
[T/Tb]+1
b and we carry out the argument of the present section.

Proposition 3.12 with t0 = 0 shows that we have at least T1 > Tb. If T1 ∈ [Tb, 2Tb), then D(T1) =

c2
bD0. Thus there exists some Tb 6 t0 < T1 such that D(t0) = cbD0 and t1 − t0 < Tb. But

Proposition 3.12 says that t1 − t0 > Tb, so T1 > 2Tb. Continuing in this manner, we conclude that
T1 = T . The argument for p > d is similar and is omitted. 2

4. Existence of limit measure and Brakke’s inequality

In this section we prove the existence of limit measures which correctly describes the motion law of
phase boundaries.

THEOREM 4.1 Suppose that sequences ϕεi and uεi with limi→∞ εi = 0 satisfy all the assumptions
in Theorem 3.1 where ε, ϕ0 and µt are replaced by εi , ϕ

εi
0 and µεit , respectively. Assume that c1, c2,

c3, D0, γ and T are independent of i. In addition assume that d = 2 or 3 and that

uεi ⇀ u weakly in Lp(0, T ; (W 1,p(Ω))d), uεi → u strongly in L2(0, T ; (L2(Ω))d). (4.1)

Then there exists a subsequence (denoted by the same index) and a family {µt }06t6T of measures
such that
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(a) limi→∞ µ
εi
t (φ) = µt (φ) for all t ∈ [0, T ] and φ ∈ C(Ω),

(b) µt ∈ IMd−1(Ω) for a.e. t ∈ [0, T ],
(c) u, H ∈ L2(0, T ; (L2(µt ))

d) where H(·, t) is the generalized mean curvature of µt ,
(d) for any 0 6 t1 < t2 6 T ,

lim
i→∞

1
σ

∫ t2

t1

∫
Ω

εiu
εi · ∇ϕεi

(
−∆ϕεi +

W ′(ϕεi )

ε2
i

)
dx dt =

∫ t2

t1

∫
Ω

H · u dµt dt, (4.2)

(e) for any φ ∈ C2(Ω;R+) and 0 6 t1 < t2 6 T ,

µt2(φ)− µt1(φ) 6
∫ t2

t1

B(µt , u(·, t), φ) dt. (4.3)

We prove Theorem 4.1 through the next four propositions. For notational simplicity we often
drop the dependence on i from ϕεi andµεit when there should be no confusion in the proofs. Without
loss of generality we assume that εi < ε1 so that we have (3.8) for µεit for all t ∈ [0, T ]. As a result
we also have (3.38) with T in place of T1. We first show

PROPOSITION 4.2 For any fixed φ ∈ C2(Ω;R+) the function

µ
εi
t (φ)− c20t − c21

∫ t

0

(∫
Ω

|∇uεi (x, s)|2 dx
)1/2

ds (4.4)

of t is decreasing on [0, T ]. Here c20 and c21 depend only on φ, d , p, T , D0 and c3.

Proof. By integration by parts and (3.1), one obtains

d
dt

∫
Ω

φ dµεt 6
∫
Ω

(
φ|uε|2 +

|∇φ|2

φ

)
dµεt . (4.5)

The second term of (4.5) can be bounded in terms of E0 and a φ-dependent constant. Use Theorem
2.1 (with p = 1) and Theorem 3.1 to estimate the first term as∫

Ω

φ|uε|2 dµεt 6 cMZc4

∫
Ω

|∇(φ|uε|2)| dx 6 c23

(
c
p

3 + c
p/2
3

(∫
Ω

|∇uε|2
)1/2)

. (4.6)

Here we used (3.6) to estimate the L2-norm of u. By (4.5) and (4.6), we conclude that (4.4) holds
with suitable c20 and c21. 2

Next we prove the existence of a convergent subsequence {µεit } and the limit measure µt for all t .

PROPOSITION 4.3 There exist a Radon measure µt and a subsequence {µεit }i>1 such that for any
t ∈ [0, T ],

µ
εi
t → µt as Radon measures.

Proof. Fix φ ∈ C2(Ω;R+). By Schwarz’s inequality and the assumption p > (d + 2)/2 > 2,∫ t2

t1

(∫
Ω

|∇uεi |2 dx
)1/2

ds 6 (t2 − t1)
(p−1)/p

‖uεi‖Lp(t1,t2;(W 1,p(Ω)))d 6 (t2 − t1)
(p−1)/pc3,
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which implies that the last term in (4.4) is uniformly bounded in Hölder continuous norm with
exponent (p − 1)/p. Thus by the Ascoli–Arzelà compactness theorem, there exists a subsequence
which converges uniformly on [0, T ]. By Proposition 4.2 we may then choose a subsequence such
that µεit (φ) converges on a co-countable set B(φ) ⊂ [0, T ]. Now choose a countable set {φk} ⊂
C2(Ω;R+)which is dense inC(Ω;R+). We can choose a subsequence such thatµεit (φk) converges
on a co-countable set B =

⋂
k B(φk). Define µt (φk) = limi→∞ µ

εi
t (φk) for t ∈ B. By density

argument, we conclude that µt (φ) = limi→∞ µ
εi
t (φ) for all φ ∈ C(Ω) for t ∈ B. Since the

complement of B is countable, we may further choose a subsequence so that µt (φk) converges on
[0, T ] \ B as well, and so does µt (φ) for all φ ∈ C(Ω). 2

PROPOSITION 4.4 For a.e. t ∈ [0, T ], µt is integral and∫ T

0

∫
Ω

|H |2 dµt dt 6 lim inf
i→∞

1
σ

∫ T

0

∫
Ω

εi

(
∆ϕεi −

W ′(ϕεi )

ε2
i

)2

dx dt.

Proof. By (3.38), d = 2, 3 and Fatou’s Lemma, the conditions to apply Theorem 2.6 are satisfied
for a.e. t ∈ [0, T ]. The claim is a direct consequence. 2

PROPOSITION 4.5 We have (4.2) and (4.3).

Proof. First note that by arguing as in Section 2.2, the right-hand sides of (4.2) and (4.3) are well-
defined since u ∈ Lp(0, T ; (W 1,p(Ω))d) is enough for them. Compute d

dtµ
εi
t (φ) using (3.1) and

integrate over t ∈ [t1, t2] to obtain

µεt2(φ)− µ
ε
t1
(φ) =

1
σ

∫ t2

t1

∫
Ω

(
−εφ

(
∆ϕε −

W ′

ε2

)2

− ε∇φ · ∇ϕε
(
∆ϕε −

W ′

ε2

)
+ εφ

(
∆ϕε −

W ′

ε2

)
uε · ∇ϕε + ε(∇ϕε · ∇φ)(uε · ∇ϕε)

)
dx dt. (4.7)

The left-hand side converges to µt2(φ)− µt1(φ) as ε→ 0 by Proposition 4.3. By exactly the same
argument as in [24, Lemma 3.2], we have

lim sup
i→∞

1
σ

∫ t2

t1

∫
Ω

(
−εφ

(
∆ϕε −

W ′

ε2

)2

− ε∇φ · ∇ϕε
(
∆ϕε −

W ′

ε2

))
dx dt

6
∫ t2

t1

∫
Ω

(−φ|H |2 +∇φ ·H) dµt dt (4.8)

for the first two terms of the right-hand side of (4.7). For the third term, we show that it converges
to
∫ t2
t1

∫
φH · u dµt dt . Let {gi} ∈ C∞(Ω × [0, T ];Rd) be a sequence of functions such that

limi→∞ ‖u − gi‖L2(0,T ;(W 1,2(Ω))d ) = 0. Here we have a sequence uε converging strongly to u
and ∇uε converging weakly to ∇u both in L2(Ω × [0, T ]). We interpolate as∣∣∣∣ 1
σ

∫ t2

t1

∫
Ω

εφ

(
∆ϕε −

W ′

ε2

)
uε · ∇ϕε dx dt +

∫ t2

t1

∫
Ω

φu ·H dµt dt
∣∣∣∣

6

∣∣∣∣ 1
σ

∫ t2

t1

∫
Ω

εφ

(
∆ϕε −

W ′

ε2

)
(uε − gi) · ∇ϕ

ε dx dt
∣∣∣∣+ ∣∣∣∣∫ t2

t1

∫
Ω

φ(gi − u) ·H dµt dt
∣∣∣∣

+

∣∣∣∣ 1
σ

∫ t2

t1

∫
Ω

εφ

(
∆ϕε −

W ′

ε2

)
gi · ∇ϕ

ε dx dt +
∫ t2

t1

∫
Ω

φgi ·H dµt dt
∣∣∣∣. (4.9)
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Using varifold convergence, the third term on the right converges to 0 as ε→ 0. The first and second
terms are bounded by C‖uε − gi‖L2(Ω×[0,T ]) and C‖u − gi‖L2(Ω×[0,T ]) where C depends on c4,
cMZ , E0 and L2(0, T ; (W 1,2(Ω))d)-norms of gi , uε and u, which are all uniformly bounded. Thus
(4.9) goes to 0 as ε→ 0. A similar argument using approximation and varifold convergence shows
that

lim
ε→0

1
σ

∫ t2

t1

∫
ε(∇ϕε · ∇φ)(uε · ∇ϕε) dx dt =

∫ t2

t1

∫
(∇φ · n)(u · n) dµt dt. (4.10)

Combining (4.7)–(4.10) and rearranging terms, we obtain (4.3). 2

The proof of Theorem 4.1 is now complete except for u ∈ L2(0, T ;L2(µt )
d). But this follows

easily from (3.8) and (2.4).

REMARK 4.6 We note that the proof for (4.3) goes through even when φ ∈ C3(Ω × [0, T ])
depends on t , except that we have the extra term

∫ t2
t1

∫
Ω
∂φ
∂t

dµt in (4.7). This gives the proof of
(2.7). Theorem 2.3(b) also follows from (3.8) and Proposition 4.3.

THEOREM 4.7 Under the same assumptions as in Theorem 4.1 we have a subsequence {ϕεi } and
a function ϕ ∈ BV (Ω × [0, T ]) ∩ L∞(0, T ; BV (Ω)) ∩ C1/2([0, T ];L1(Ω)) such that for all
t ∈ [0, T ],

(i) limi→∞ ‖ϕ
εi (·, t)− ϕ(·, t)‖L1(Ω) = 0,

(ii) ϕ(·, t) = ±1 a.e. on Ω ,
(iii) spt |∇χ{ϕ(·,t)=1}| ⊂ sptµt .

Proof. For the convergence of ϕε, let

Φ(s) =
1
σ

∫ s

−1

√
2W(y) dy, wε = Φ ◦ ϕε.

Note that Φ(1) = 1. Then

|∇wε| =
1
σ
|∇ϕε|

√
2W(ϕε) 6

1
σ

(
ε|∇ϕε|2

2
+
W(ϕε)

ε

)
.

Therefore by (3.38),∫
Ω

|∇wε(·, t)| dx 6
1
σ

∫
Ω

(
ε|∇ϕε|2

2
+
W(ϕε)

ε

)
dx 6 E0 (4.11)

for all t ∈ [0, T ]. By an argument using Theorem 2.1, the upper density ratio bound (3.8) and (3.38)
we also deduce that∫ T

0

∫
Ω

∣∣∣∣∂wε∂t
∣∣∣∣ dx dt 6

1
σ

∫ T

0

∫
Ω

(
ε|
∂ϕε

∂t
|
2

2
+
W(ϕε)

ε

)
dx dt

6
1
σ

∫ T

0

∫
Ω

ε

{
(uε · ∇ϕε)2 +

(
∆ϕε −

W ′(ϕε)

ε2

)2}
dx dt +

1
σ

∫ T

0

∫
Ω

W(ϕε)

ε
dx dt

6 cMZc3c4 + E0 + T E0. (4.12)



274 C. LIU, N. SATO AND Y. TONEGAWA

Thus (4.11) and (4.12) show that {wε} is bounded in BV (Ω× [0, T ]). By the standard compactness
theorem, there exists a subsequence andw ∈ BV (Ω×[0, T ]) such thatwεi converges tow strongly
in L1(Ω × [0, T ]) and a.e. pointwise. Thus by defining f = Φ−1

◦ w we have

ϕεi → ϕ a.e. in Ω × [0, T ],

and by combining this property and |ϕεi | 6 1 we obtain

ϕεi → ϕ in L1(Ω × [0, T ]).

The energy bound also gives ϕ = ±1 a.e. on Ω × [0, T ]. For a.e. 0 6 t1 < t2 6 T ,∫
Ω

|w(·, t1)− w(·, t2)| dx = lim
i→∞

∫
Ω

|wεi (·, t1)− w
εi (·, t2)| dx 6 lim inf

i→∞

∫
Ω

∫ t2

t1

∣∣∣∣∂wεi∂t

∣∣∣∣ dt dx

6 lim inf
i→∞

1
σ

∫
Ω

∫ t2

t1

(
εi |∂ϕ

εi/∂t |2

2
√
t2 − t +

W(ϕεi )

εi
√
t2 − t

)
dt dx.

By a similar argument to (4.12), we obtain∫
Ω

|w(·, t1)− w(·, t2)| dx 6 (c + E0)
√
t2 − t1.

Consequently, ϕ ∈ BV (Ω × [0, T ]) ∩ C1/2([0, T ];L1(Ω)). The continuity of w(·, t) in L1(0, T )
gives a well-defined w(·, t) for all t ∈ [0, T ] and one can show that wεi (·, t)→ w(·, t) strongly in
L1(Ω) for all t ∈ [0, T ] (not just a.e. t ∈ [0, T ]) and the same for ϕεi → ϕ with ϕ(·, t) = ±1 a.e.
on Ω . Finally for any φ ∈ C(Ω) and t ∈ [0, T ],∫

Ω

φ d|∇χ{ϕ(·,t)=1}| =

∫
Ω

φ|∇w| 6 lim inf
i→∞

∫
Ω

|∇wεi |φ dx

6 lim
i→∞

1
σ

∫
Ω

(
εi |∇ϕ

εi |
2

2
+
W(ϕεi )

εi

)
φ dx =

∫
Ω

φ dµt ,

which yields (iii). 2

5. Proof of Theorem 2.2

The proof of the main theorem can be completed by suitably fitting the given data Γ (0) and u so that
the approximate data satisfy the assumptions of Theorem 3.1. We give a proof forΩ+(0) belonging
to the class described in Remark 2.5. For such Ω+(0) ⊂ Ω suppose Ω+(0)i are approximating
domains which have C3 boundary Γ (0)i . Let d i(x) be the signed distance function to Γ (0)i so
that d i(x) > 0 on Ω+(0)i . Choose bi > 0 so that d i is a C3 function on the bi-neighborhood of
Γ (0)i . Let hi ∈ C∞(R) be a function such that hi is increasing, hi(s) = s for 0 6 s 6 bi/4 and
hi(s) = bi/2 for bi/2 < s, and define hi(s) = −hi(−s) for s < 0. Then define d̃ i(x) = hi(d i(x)).
We then choose a sequence εi so that limi→∞ εi/b

i
= 0 and define

ϕ
εi
0 (x) = tanh(d̃ i(x)/εi). (5.1)
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Then ϕεi0 ∈ C
3(Ω). We may also choose εi so that (3.3) holds for all i. By using a well-known

property of (5.1) and choosing smaller εi’s if necessary, we may assume that

lim
i→∞

∫
Ω

|(ϕ
εi
0 +1)/2−χΩ+(0)| dx = 0 and lim

i→∞

1
σ

(
εi |∇ϕ

εi
0 |

2

2
+
W(ϕ

εi
0 )

εi

)
dx = |∇χΩ+(0)| (5.2)

as measures by (2.8). As the initial data in Theorem 3.1, ϕεi0 satisfies (3.3), (3.4) and D(0) is
uniformly bounded due to (2.8), and thus we have some D0 independent of i. Thus (3.7) is also
satisfied.

Set Ti = i for all i ∈ N. For u ∈ Lploc([0,∞); (W
1,p(Ω))d), by a density argument, we may

choose a sequence ui ∈ C∞(Ω × [0, Ti];Rd) with limi→∞ ‖u
i
− u‖Lp(0,Ti ;(W 1,p(Ω))d ) = 0. We

then associate to each ui some small enough εji so that ‖εγjiu
i, ε

1+γ
ji
∇ui‖L∞(Ω×[0,Ti ]) 6 1 and so

that εji < ε1 where ε1 depends on quantities corresponding to Ti in Theorem 3.1. We then renumber
εji as εi .

Now we solve 
∂ϕεi

∂t
+ ui · ∇ϕεi = ∆ϕεi −

W ′(ϕεi )

ε2
i

on Ω × [0, Ti],

ϕεi (x, 0) = ϕεi0 (x) on Ω.

The existence of a smooth solution is standard. Since ui satisfies (3.5) and converges to u in the
sense required in Theorem 4.1, the solution ϕεi satisfies all the assumptions of Theorems 4.1 and
4.7 for each arbitrarily fixed T > 0. By extracting a diagonal subsequence, this completes the proof
of Theorem 2.2(a)&(b). The conclusions on the initial data in (a) and (b) follow easily from (5.2).
We are left with the proof of (c). Since µt is integral, we only need to prove that {θt > 2} has
measure zero for a.e. 0 6 t 6 T1 for a suitable T1. Suppose the converse. Then we have some point
x with θt (x) = N > 2 and limr→0 µt (Br(x))/(ωd−1r

d−1) = N . Then after a computation as in
(3.35) we find that

lim
r→0

∫
Ω

ρ̃(x,t+r2) dµt = N.

By (2.9) we have
∫
Ω
ρ̃(x,t) dµ0 6 1 + o(1) as t → 0. By letting ε → 0 in (3.80) with t0 = 0

and t1 = t , we would then have N 6 1 + o(1), where the smallness depends on c3, Ω+(0)
and p ultimately. This gives a contradiction and µt has unit density for t 6 T1. To prove the
last claim, |∇χ{ϕ(·,t)=1}| = µt a.e. t ∈ [0, T1], suppose 6= for a contradiction for a positive
measure. We may assume that µt is integral and has unit density. Then we may assume that
µt = Hd−1

bΓ (t) with (d − 1)-rectifiable set Γ (t). Since |∇χ{ϕ(·,t)=1}| � µt by (b-3), having
6= means that Hd−1(Γ (t) \ ∂∗{ϕ(·, t) = 1}) > 0. Then there is a density point which does not
belong to the reduced boundary and also the density is 1 there. In addition we may assume that
lim infi→∞ εi

∫
Ω
(∆ϕεi −W ′/ε2

i )
2 dx <∞ for such t . Then one can check the proof of integrality

of the limiting varifold in [23, Proposition 5.2] to see that x ∈ ∂∗{ϕ(·, t) = 1}. This contradicts the
assumption and completes the proof of Theorem 2.2.

6. Remarks

Generalizations. In this paper we worked with Ω = Td . It is obvious that the claims and proofs
are identical for a flat torus with any size. For Ω = Rd , suppose we have some R > 0 such that
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Γ (0) ⊂ BR(0) and u = 0 on the complement of BR(0) for all t > 0. Then the same conclusions
can be deduced by considering a flat torus large enough to include BR(0). One can prove by using
an argument as in [5] that the support of µt remains in BR(0) for all t > 0 by using a suitable test
function. For d > 3, we expect that the approach of [14] and [27] should go through since we have
the key estimate (3.8) though we may be missing some technical difficulties.

Critical power. As for the power p, p = (d + 2)/2 is a critical value in the sense that∫
∞

0

∫
Rd
|∇u|p dx dt

is invariant under the natural scaling x̃ = λx, t̃ = λ2t and ũ = λ−1u. It is not clear if the density
upper ratio bound (3.8) holds for the critical case. It is not clear either if the measure µt (Ω) remains
finite in that case. Nothing seems to be known for this problem as far as we know.

Coupled problems. In case u satisfies additional equations (such as Navier–Stokes or just
incompressibility condition div u = 0 for example) we may expect the same type of conclusions
to hold under relaxed conditions such as a smaller exponent for W 1,p. We should mention the work
of Plotnikov [22] who considered the kinematic condition VΓ = (u · n)n for the two-phase fluid
problem in d = 2 and p > 2 which comes naturally with the interface length control due to
coupling. He obtained the existence of a rectifiable varifold which satisfies the motion law. He used
incompressibility to deduce the rectifiability of the varifold even though there is no control of mean
curvature.
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