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We analyze the minimization of a nonlocal isoperimetric problem (NLIP) posed on the flat 2-torus.
After establishing regularity of the free boundary of minimizers, we show that when the parameter
controlling the influence of the nonlocality is small, there is an interval of values for the mass
constraint such that the global minimizer is exactly lamellar, that is, the free boundary consists of
two parallel lines. In other words, in this parameter regime, the global minimizer of the 2d (NLIP)
coincides with the global minimizer of the local periodic isoperimetric problem.

1. Introduction

The nonlocal isoperimetric problem (NLIP) is given by

minimize Eγ (u) :=
1
2

∫
T2
|∇u| + γ

∫
T2
|∇v|2 dx, (1.1)

over all u ∈ BV (T2, {±1}) satisfying ∫
T2
u dx = m

and v satisfying

−∆v = u−m in T2 with
∫

T2
v dx = 0. (1.2)

Here T2 is the flat 2-torus and the total variation in the first term in Eγ computes the perimeter of
the set {x : u(x) = 1}. For an interval of m-values containing m = 0 and for γ small, we will show
that the global minimizer is lamellar, that is, the set {x : u(x) = 1} is simply a strip.

The problem (NLIP) arises, up to a constant factor, as the Γ -limit as ε→ 0 of the well-studied
Ohta–Kawasaki sequence of functionals Eε,γ which model microphase separation of diblock
copolymers, [1, 18]:

Eε,γ (u) :=


∫

T2

(
ε

2
|∇u|2 +

(1− u2)2

4ε
+ γ |∇v|2

)
dx if u ∈ H 1(T2) and

∫
T2 u dx = m,

+∞ otherwise,
(1.3)

where again v satisfies (1.2). There is an extensive literature exploring the energy landscape forEε,γ
in two and three dimensions, whether posed on the flat torus (i.e. with periodic boundary conditions)
or on a general domain with homogeneous Neumann data (cf. e.g. [3, 20–24]). The picture is quite
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rich and complicated, with the diffuse interface sometimes bounding one or more strips, wriggled
strips, discs or ovals.

Much the same richness exists for the energy landscape of (NLIP). As such, independent of its
connection to Ohta–Kawasaki, (NLIP) attracts interest as a rather canonical nonlocal perturbation
of the classical isoperimetric problem. Indeed, as a model for pattern formation, (NLIP) sets up a
basic competition between low surface area (the perimeter term) and high oscillation (the nonlocal
term).

In three dimensions, computations reveal a wide array of stable critical points, with the free
boundary ∂{x : u(x) = 1} consisting of one or more pairs of parallel planes, one or more spheres,
cylinders or even hypersurfaces resembling more exotic triply periodic constant mean curvature
surfaces such as gyroids, depending on where in the (m, γ ) parameter space one looks. With few
exceptions, however, rigorous proofs of stability for particular patterns are rare (cf. e.g. [2, 25–27]),
and to our knowledge, there are no proofs of global or even local minimality of specific critical
points. In this regard, we mention the interesting investigation of [19], in which the authors seek
to show that a lamellar (striped) pattern minimizes energy for a slightly different model related
to diblock copolymers. Commenting on the inherent difficulty in picking out such a pattern as
the “winner” in an energy landscape full of locally minimizing competitors, the authors of [19]
remark, “...when comparing a striped pattern with arbitrary multidimensional patterns we know
of no rigorous results, for any system.” We also note the recent work [17] on a characterization
of minimizers in a related model including screened Coulomb interaction in the setting of small
volume fraction. There the author shows that minimizers form a collection of nearly identical
circular droplets.

Here we have chosen to focus on the two-dimensional setting of (NLIP) with γ small in order
to present what is perhaps the first rigorous proof that a particular pattern is globally minimizing.
To be more specific, fixing any m ∈ (−1, 1) let us define the lamellar function uL : T2

→ R whose
phase {x : u(x) = 1} occupies in [0, 1]× [0, 1] a single vertical strip given by

uL(x1, x2) =

{
1 if x1 ∈ (1/4−m/2, 3/4),
−1 if x1 /∈ (1/4−m/2, 3/4). (1.4)

One easily checks that uL is a critical point ofEγ for all γ . (See (2.3) for the precise characterization
of criticality.) Furthermore, for small γ it is stable in the sense of nonnegative second variation, as
shown in [5, Proposition 3.5], and it is unstable for larger γ (cf. [5, Proposition 3.6], and [22]).
However, in this article we go further to establish the global minimality of this lamellar critical
point for small γ when m lies in the interval (2/π − 1, 1 − 2/π). For γ = 0, we note that the
problem reduces to the well-known (local) periodic isoperimetric problem (cf. [4, 10]):

minimize E0(u) :=
1
2

∫
T2
|∇u|

over all u ∈ BV (T2, {±1}) subject to
∫

T2
u dx = m.

(1.5)

For this problem the lamellar critical point uL is known to be the global minimizer for m ∈
(2/π − 1, 1 − 2/π) in two dimensions (cf. [12]). Thus, the restriction on the mass m in our result
is inherited from the global minimality of the strip in the local periodic isoperimetric problem, and
is surely a necessary condition for global minimality with respect to Eγ for γ > 0. In light of the
Γ -convergence of Eγ to E0 it is easy to see that the minimizer of Eγ , say uγ , is close to uL when
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γ is small, as shown in Proposition 3.1. We emphasize, however, that our main result, Theorem 3.3,
says more, that is, uγ ≡ uL.

Our argument requires the regularity of minimizers to (NLIP). This regularity will be established
in the next section. Though for our purposes, we only require regularity for global minimizers in
the 2-torus, we establish the regularity result below, Proposition 2.1, for local minimizers in general
n-dimensional domains since the regularity of (NLIP) is needed in other investigations such as [5]
and we hope it will be useful to other authors. Given the well-developed regularity theory for area-
minimizing sets (cf. e.g. [8]), the issue here is to obtain a good estimate on the “excess-like” quantity
that measures how far a set is from minimizing perimeter in a ball in terms of the radius of that ball
(cf. (2.15)). We show that even with the inclusion of the nonlocal term, it is still possible to obtain an
estimate of order O(Rn−1+ε) in a ball of radius R, hence allowing us to invoke the standard theory.

The proof of the main theorem appears in the third section. Our method for proving the global
minimality of the lamellar critical point uL consists of several steps. First, we must “corral” any
reasonable competitor by showing that if the set where it equals one is not uniformly close to
that of uL, then necessarily it has too much perimeter. Such a corralling step often occurs when
working with sets of finite perimeter in the L1-topology (cf. e.g. [15, 29]), but here the argument is
in some ways more subtle due to the nonlocal term in the energy which prefers multi-component
competitors. Next, we show that competitors that are uniformly close are in fact C2-close. Finally,
we exploit the known stability of uL in the sense of second variation to eliminate competitors that
are C2-close. For the scenario of converting stability to either local or global minimality in the
context of (local) volume-constrained least area problems, we should mention the works [9, 16].

2. Regularity

In this section, we establish the regularity of the set ∂{x : u(x) = 1} for any local minimizer u of
the n-dimensional version of (NLIP), namely

locally minimize Eγ (A) :=
∫
U

|∇χA| + γ

∫
U

|∇vA|
2 dx (2.1)

over A ⊂ U such that |A| = (1+m)/2, where −∆vA = uA−m and uA := χA− χAc . Here U can
denote either any bounded domain in Rn or the flat n-torus Tn.

We note that the formulation above is of course equivalent to (NLIP) given by (1.1). We will
phrase the regularity result in terms of L1-local minimizers, by which we mean any set Ω ⊂ U of
finite perimeter such that

Eγ (Ω) 6 Eγ (A) provided
∫
U

|χΩ − χA| dx < δ (2.2)

for some δ > 0.

PROPOSITION 2.1 Let Ω be an L1-local minimizer of (2.1) and denote by ∂∗Ω the reduced
boundary of Ω . Then ∂∗Ω ∩ U is of class C3,α for some α ∈ (0, 1) andHs[(∂Ω \ ∂∗Ω) ∩ U ] = 0
for every nonnegative s such that s > n− 8. Furthermore, the solution vΩ to −∆vΩ = uΩ −m is
of class C1,α and one has the criticality condition

(n− 1)H(x)+ 4γ vΩ(x) = λ (2.3)

for any x ∈ ∂∗Ω ∩ U where H denotes the mean curvature of ∂Ω , Hs denotes s-dimensional
Hausdorff measure and λ is a constant.
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REMARK 2.2 Condition (2.3) as well as the second variation of Eγ are derived in [5] under the
assumption of regularity of the free boundary.

REMARK 2.3 In Section 7.2 of [28], the authors establish C3,α regularity of the reduced boundary
of critical points of Eγ that arise in the limit ε → 0 of critical points of the Ohta–Kawasaki energy
Eε,γ given in (1.3).

Proof of Proposition 2.1. LetΩ be an L1-local minimizer of Eγ and let x0 be any point of ∂Ω∩U.
Then let D ⊂⊂ U be such that x0 6∈ D and∫

D

|∇χΩ | > 0.

By [7, Lemma 2.1], there exist positive constants k0 and l0, depending only on D and D ∩Ω , such
that for every k with |k| < k0 there exists a set F , with F = Ω outside D, and

|F | = |Ω| + k,∫
D

|∇χF | 6
∫
D

|∇χΩ | + l0|k|,∫
D

|χF − χΩ | dx 6 l0|k|

∫
D

|∇χΩ |.

(2.4)

Here |F | is the n-dimensional Lebesgue measure of the set F .
Fix R > 0 such that

ωnR
n < k0,

(
1+ l0

∫
D

|∇χΩ |

)
ωnR

n < δ, BR(x0) ∩D = ∅, (2.5)

where ωn is the measure of the unit n-ball and δ comes from (2.2). Moreover, let F̃ minimize
perimeter in BR(x0) subject to the boundary values of Ω, i.e.∫

BR(x0)
|∇χ

F̃
| 6

∫
BR(x0)

|∇χF |

for all F such that F \ BR(x0) = Ω \ BR(x0). Without loss of generality, we can assume that
|F̃ ∩ BR(x0)| 6 |Ω ∩ BR(x0)|. Since F̃ ∩ D = Ω ∩ D, we can use the same k0 and l0 as above
with F̃ replacing Ω in (2.4). Hence, for k := |Ω| − |F̃ | 6 ωnR

n < k0, there exists a set G, with
G = F̃ outside D, and

|G| = |Ω| = m, (2.6)∫
D

|∇χG| 6
∫
D

|∇χ
F̃
| + CRn, (2.7)∫

U

|χG − χΩ | dx 6 C0R
n < δ, (2.8)

where the last condition follows from (2.5) with C0 := (1+ l0
∫
D
|∇χΩ |)ωn.

Since by (2.6), G is a competitor in (2.1), we have∫
U

|∇χΩ | + γ

∫
U

|∇vΩ |
2 dx 6

∫
U

|∇χG| + γ

∫
U

|∇vG|
2 dx. (2.9)
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Thus, using the facts F̃ \BR(x0) = Ω \BR(x0) andG\D = F̃ \D, along with (2.7), the inequality
(2.9) becomes∫
U\(D∪BR(x0))

|∇χΩ | +

∫
D

|∇χ
F̃
| +

∫
BR(x0)

|∇χΩ | + γ

∫
U

|∇vΩ |
2 dx

6
∫
U\(D∪BR(x0))

|∇χG| +

∫
D

|∇χG| +

∫
BR(x0)

|∇χG| + γ

∫
U

|∇vG|
2 dx

=

∫
U\(D∪BR(x0))

|∇χΩ | +

∫
D

|∇χG| +

∫
BR(x0)

|∇χ
F̃
| + γ

∫
U

|∇vG|
2 dx

6
∫
U\(D∪BR(x0))

|∇χΩ | +

∫
D

|∇χ
F̃
| +

∫
BR(x0)

|∇χ
F̃
| + γ

∫
U

|∇vG|
2 dx + CRn.

Hence, we get∫
BR(x0)

|∇χΩ | −

∫
BR(x0)

|∇χ
F̃
| 6 γ

∫
U

|∇vG|
2 dx − γ

∫
U

|∇vΩ |
2 dx + CRn. (2.10)

Now we estimate the nonlocal parts on the right-hand side of (2.10). To this end, let w := vΩ − vG.
Then −∆w = uΩ − uG with

∫
U
w dx = 0, where |uΩ − uG| is equal to zero in U \ (BR(x0) ∪D)

and is bounded by 2 in BR(x0) ∪D. Hence for any p > 1 we have

‖uΩ − uG‖Lp(U) 6 CRn/p, (2.11)

through an appeal to (2.8).
We take

p = κ
n

n− 1
, (2.12)

where κ is less than but as close as needed to 1 so that 1 < p < n/(n− 1), and apply the Calderón–
Zygmund inequality (cf. e.g. [6, Chapter 9] or [11] for the periodic case and [31, Chapter 2] for the
Neumann case),

‖w‖W 2,p(U) 6 C‖uΩ − uG‖Lp(U). (2.13)

Then by the Sobolev imbedding theorem, for q = κn/(n − (1 + κ)), along with the Hölder and
Poincaré inequalities we get

‖w‖L1(U) 6 C‖w‖Lq (U) 6 C‖∇w‖Lq (U) 6 C‖w‖W 2,p(U).

Note that, as κ → 1, κn/(n − (1 + κ)) approaches n/(n − 2), so in particular q > 1. Thus, by
combining (2.11)–(2.13) we obtain

‖w‖L1(U) 6 CR(n−1)/κ ,

or in other words, since κ < 1, we have∫
U

|vΩ − vG| dx =
∫
U

|w| dx 6 CRn−1+ε (2.14)

for some ε > 0. (We should perhaps note that for the case n = 2, the desired inequality ‖w‖L1(U) 6
C‖uΩ − uG‖Lp(U) is a simple consequence of Poincaré and Hölder, without even an appeal to
Calderón–Zygmund, since then H 1 imbeds continuously into any Lp with p <∞.)
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Now, using (2.8), (2.14) and integration by parts, we obtain the following bound on the
difference of the nonlocal parts:∫

U

|∇vG|
2 dx −

∫
U

|∇vΩ |
2 dx 6

∫
U

|uΩ − uG| |vG| dx +
∫
U

|vΩ − vG| |uΩ | dx 6 CRn−1+ε.

Returning to (2.10), this implies that∫
BR(x0)

|∇χΩ | −

∫
BR(x0)

|∇χ
F̃
| 6 CRn−1+ε. (2.15)

Property (2.15) states that the boundary of the setΩ is almost area-minimizing in any ball. With this
property in hand, the results of [14, 30] apply, and we can conclude that ∂∗Ω ∩ U is of class C1,α ,
with Hs[(∂Ω \ ∂∗Ω) ∩ U ] = 0 for every s > n− 8.

Next we note that since ‖uΩ‖L∞ = 1, we have a bound on ‖vΩ‖W 2,p for any p <∞ by elliptic
regularity. Hence, by the Sobolev imbedding theorem we get a bound on ‖vΩ‖C1,α for any α < 1 as
well.

With C1,α regularity of the reduced boundary in hand, one can locally describe ∂∗Ω in
nonparametric form, as say, the graph of a C1,α function Φ on a ball B ⊂ Rn−1. Then one can
compute the first variation of Eγ to find that Φ weakly solves

(n− 1)∇ ·
(

∇Φ(x′)√
1+ |∇Φ(x′)|2

)
= −4γ vΩ(x′, Φ(x′))+ λ for x′ ∈ B

where λ appears as a Lagrange multiplier due to the volume constraint. Since the right-hand side
is of class C1,α , it follows from standard elliptic theory that Φ is in fact of class C3,α and so, in
particular, (2.3) holds classically. 2

3. Global minimizers of Eγ

In this section, returning to the two-dimensional periodic setting, we will prove our main result,
namely that for γ sufficiently small, the global minimizer uγ of Eγ coincides with uL, the lamellar
critical point.

Here, emphasizing the γ dependence, we want to note that in two dimensions the criticality
condition (2.3) obtained in Proposition 2.1 becomes

Hγ (x)+ 4γ vγ (x) = λγ (3.1)

for all x ∈ ∂{x : uγ (x) = 1}.
We can immediately conclude that any sequence of minimizers {uγ } of (1.1) converges, after

perhaps a translation, to the lamellar minimizer uL given by (1.4) of E0 defined in (1.5).

PROPOSITION 3.1 For any m satisfying |m| < 1− 2/π , let {uγ }γ>0 be a sequence of minimizers
of Eγ . Then after perhaps a translation,

uγ → uL in L1(T2) as γ → 0. (3.2)
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Proof. Since a uniform bound Eγ (uγ ) < C is immediate in light of the minimality of uγ , one
obtains a uniform BV -bound leading to convergence in L1 of a subsequence. By the standard Γ -
convergence argument, this limit must minimize E0, the periodic isoperimetric problem. In two
dimensions it is known that the global minimizer of E0 is lamellar for |m| < 1 − 2/π , hence is
equal to uL given by (1.4), after a translation (cf. [12, Section 7]). 2

With this in hand, one can also easily establish convergence of the functions vγ to vL.

PROPOSITION 3.2 For any minimizer uγ of Eγ , there is a value α ∈ (0, 1) such that the
corresponding solution vγ of (1.2) is bounded in C1,α independent of γ . Moreover, for a sequence
of minimizers {uγ }γ>0 of Eγ satisfying (3.2) we have

vγ → vL in H 2(T2).

In particular, ∫
T2
|∇vγ |

2 dx →
∫

T2
|∇vL|

2 dx as γ → 0.

Proof. Note that since ‖uγ ‖L∞ = 1, we have a γ -independent bound on ‖vγ ‖W 2,p for any p <∞
by elliptic regularity. Hence, by the Sobolev imbedding theorem we get a γ -independent bound on
‖vγ ‖C1,α for some α < 1 as well. Similarly, vL ∈ W 2,p.

Now, let wγ := vγ − vL and φγ := uγ − uL. Note that −∆wγ = φγ and φγ → 0 in Lp for all
1 6 p <∞ as γ → 0, since φγ → 0 in L1 by assumption and ‖φγ ‖L∞ 6 2.

Since wγ is periodic, through an integration by parts we obtain
∫
T2(∆wγ )

2 dx =∫
T2 |∇

2wγ |
2 dx; hence, ‖∇2wγ ‖L2 → 0 as γ → 0.

Then, since
∫
T2 vγ dx =

∫
T2 vL dx = 0, we find that

∫
T2 wγ dx = 0, and so the Poincaré

inequality, ‖wγ ‖L2 6 C‖∇wγ ‖L2 , applies. Integrating by parts and using Hölder’s inequality, we
obtain

‖∇wγ ‖
2
L2 =

∫
T2
wγφγ dx 6 ‖wγ ‖L2‖φγ ‖L2 6 C‖∇wγ ‖L2‖φγ ‖L2 ,

and so ‖wγ ‖L2 and ‖∇wγ ‖L2 also tend to zero as γ → 0. Thus, we get ‖wγ ‖H 2 → 0. 2

We now state our main result:

THEOREM 3.3 Fix any m such that |m| < 1 − 2/π. Then for small γ > 0, the minimizers {uγ }
of Eγ are lamellar, that is, uγ ≡ uL up to translation.

Proof. We will prove the theorem in several steps. For simplicity of presentation only, we will take
m = 0 in the proof. Throughout the proof, we denote by S the strip {(x1, x2) : 1/4 < x1 < 3/4, 0 <
x2 < 1} and by Ωγ the set {x : uγ (x) = 1}.

Step 1. We first claim there cannot exist a sequence of components S1
γ ⊂ Ωγ whose area converges

to zero as γ → 0.
To this end, we write Ωγ as a union of its connected components, i.e. Ωγ =

⋃Nγ
j=1 S

j
γ . We first

note that necessarily Nγ < ∞ since otherwise for fixed γ there would have to exist a sequence of
components of Ωγ whose area (and perimeter) approach zero. This would be impossible in light of
(3.1) and Proposition 3.2, which imply a (γ -dependent) bound on the L∞-norm of the curvatureHγ
of ∂Ωγ .

Now we assume, by way of contradiction, that for a sequence of γ -values approaching zero,Ωγ
has a component, say S1

γ , with |S1
γ | → 0.
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Define Sγ := Ωγ \ S1
γ . Then χSγ → χS in L1. Also, note that PerT2(S1

γ ) → 0, for if not, that
is, if say c := lim infγ→0 PerT2(S1

γ ) with c > 0, then since lim inf 1
2 PerT2(Sγ ) > 1

2 PerT2(S) = 1,
we get

lim inf
γ→0

Eγ (uγ ) >
2+ c

2
> 1.

This contradicts the fact that Eγ (uγ )→ E0(uL) =
1
2 PerT2(S) = 1 by Γ -convergence.

Now, the regularity of ∂Ωγ asserted in Proposition 2.1 and the fact that PerT2(S1
γ ) → 0 imply

that we can enclose S1
γ in a disk whose radius approaches zero with γ. Shrink the disk until it

touches ∂S1
γ for the first time, denoting the radius of the shrunken disk by rγ and the point where

the disk touches ∂S1
γ by pγ . Then we have Hγ (pγ ) > 1/rγ and so by evaluating the criticality

condition (3.1) at x = pγ , we see that λγ → ∞ since ‖vγ ‖L∞ is bounded independent of γ by
Proposition 3.2. Returning to (3.1) for x 6= pγ , we conclude that in fact Hγ (x) → ∞ for all
x ∈ ∂Ωγ . Moreover, since Hγ (pγ ) > 1/rγ , for γ small enough we have, say, Hγ (x) > 1/(4rγ )
for all x ∈ ∂Ωγ , so Sjγ is contained in a disk of radius 2rγ for each j ∈ {1, . . . , Nγ }.

For a finer analysis, let ρjγ := diam(Sjγ ). Then Sjγ is contained in a disk of radius ρjγ . Now,
define ργ := min{ρjγ : j ∈ {1, . . . , Nγ }} so that

PerT2(S
j
γ ) > ρjγ > ργ . (3.3)

Then let the minimum ργ be attained at, say, j = j0, i.e., ργ = |p
j0
γ − q

j0
γ | with pj0

γ , qj0
γ on ∂Sj0

γ .
As ργ = |p

j0
γ − q

j0
γ | and Sj0

γ is contained in a disk of radius ργ which must be tangent to ∂Sj0
γ ,

say, at pj0
γ , we see that Hγ (p

j0
γ ) > 1/ργ . Hence, using the L∞-bound on vγ and the criticality

condition, we get 1
ργ
− Cγ 6 Hγ (p

j0
γ )+ 4γ vγ (pj0

γ ) = λγ ,

where Cγ depends only on γ and ‖vγ ‖L∞ , and Cγ is O(γ ). Thus at any point x ∈ ∂Ωγ we have

Hγ (x)+ Cγ > Hγ (x)+ 4γ vγ (x) = λγ >
1
ργ
− Cγ ,

and this gives

Hγ (x) >
1
ργ
− 2Cγ >

1
2ργ

.

Thus for any j ∈ {1, . . . , Nγ }, S
j
γ is contained in a disk of radius 2ργ . Using this fact we can find a

lower bound on Nγ depending on ργ as follows: Since 1
2 = |Ωγ | =

∑Nγ
j=1 |S

j
γ | 6 π(2ργ )2Nγ , we

get
Nγ >

1
8πρ2

γ

.

This lower bound on Nγ with (3.3) will then imply that

PerT2(Ωγ ) =

Nγ∑
j=1

PerT2(S
j
γ ) > ργNγ >

1
8πργ

.

Hence PerT2(Sγ )→∞ as γ → 0, which contradicts the fact that Eγ (uγ )→ 1.
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Here we want to remark that the above argument also shows that there cannot be a sequence of
components of the complement of Ωγ approaching zero in measure.

Step 2. Let us again expressΩγ as a union of its connected components, namely,Ωγ =
⋃Nγ
j=1 S

j
γ .

We next claim that for some j , the component Sjγ has at least two noncontractible boundary
components.

Note that if a component Sjγ has one noncontractible boundary component, then since the
homology classes of boundaries of a connected, compact set sum up to zero, there would then have
to exist at least one other noncontractible boundary component of Sjγ . In light of this, to establish
our claim it suffices to reach a contradiction by assuming that all boundary components of Ωγ are
contractible in T2.

Considering the lifts of the boundary components to the covering space, we see that they are
disjoint closed curves in R2, say, α1, . . . , αn. After removing from this collection any curve αi which
is contained in the interior of the set enclosed by any other curve αj , we can relist the remaining
curves as α1, . . . , αk , where k 6 n. It follows that all points not in the union of the interiors of
α1, . . . , αk must either lie entirely in the lift of Ωγ or else in the lift of Ωc

γ . If, for example, the
exterior of the curves lies completely within Ωc

γ , then we have |Ωγ | 6
∑k
i=1 |intαi |; hence using

the isoperimetric inequality in R2,

(PerT2(Ωγ ))
2 >

k∑
i=1

l2(αi) > 4π
k∑
i=1

|intαi | > 4π |Ωγ |,

where intαi denotes the interior of the set enclosed by αi and l(αi) denotes the length of the curve
αi . Similarly, if the exterior of the curves α1, . . . , αk lies entirely inΩγ , then |Ωc

γ | 6
∑k
i=1 |intαi |,

and so in that case we would have

(PerT2(Ωγ ))
2
= (PerT2(Ω

c
γ ))

2 >
k∑
i=1

l2(αi) > 4π
k∑
i=1

|intαi | > 4π |Ωc
γ |.

Thus we get
(PerT2(Ωγ ))

2 > 4π min{|Ωγ |, |Ωc
γ |}.

Hence,
lim inf
γ→0

PerT2(Ωγ ) >
√

2π > 2,

which gives a contradiction since Eγ (uγ ) → E0(uL) = 1. Here we have used m = 0 to see
that min{|Ωγ |, |Ωc

γ |} = 1/2. Note, however, that for any m such that |m| < 1 − 2/π , one has
min{|Ωγ |, |Ωc

γ |} > 1/π , still yielding a contradiction. We point out that this is the only place in the
proof where the restriction |m| < 1− 2/π is used.

Therefore we see that there exists j ∈ {1, . . . , Nγ } such that Sjγ has a boundary component
which is not contractible in T2. Hence, it has at least two such boundary components, say Σj

1,γ

and Σj

2,γ .

Step 3. We claim that Σj

1,γ and Σj

2,γ are both connected arcs on the unit square with endpoints
either of the form (a, 0), (a, 1) or of the form (0, a), (1, a) for some a ∈ [0, 1]. Furthermore, we
claim that Ωγ consists of precisely one component with ∂Ωγ = Σ

j

1,γ ∪Σ
j

2,γ .
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To this end, suppose Σj

1,γ meets the boundary of the unit square [0, 1] × [0, 1] at, say, (a, 0)
or (0, a) for some a ∈ [0, 1]. Then for it to be closed, its lift to the covering space must eventually
pass through a point (b, c) ∈ R2 that differs from (a, 0) or (0, a) by an element of the lattice Z2,
as T2 ∼= R2/Z2. The shortest possibility is of course either (a,±1) or (±1, a), corresponding to
vertical or horizontal line segments. However, failing this, the next shortest possibility would be
either (a ± 1,±1) or (±1, a ± 1) and on the torus such a geodesic has length

√
2. This then would

imply that PerT2(Σ
j

1,γ ) >
√

2; hence, PerT2(Σ
j

1,γ ∪ Σ
j

2,γ ) > 1 +
√

2, contradicting the fact that
PerT2(Ωγ ) must approach 2 as γ → 0. This shows the first claim of Step 3.

Next we note that for all γ sufficiently small, Ωγ cannot have other boundary components.
If, for a sequence of γ -values approaching zero, ∂Ωγ possessed another component with
the corresponding sequence of perimeters having a positive limit, this would again result in
lim infγ→0 PerT2(Ωγ ) > 2, an impossibility. On the other hand, Step 1 precludes the possibility
of such a sequence of perimeters having zero limit.

Therefore Ωγ has only one component with exactly two boundary components Σ1,γ and Σ2,γ
having endpoints either of the form (a, 0) and (a, 1) or of the form (0, a) and (1, a) for some
a ∈ [0, 1].

Step 4. Now we will show that for some C > 0 independent of γ , one has

|Hγ (x)| 6 Cγ (3.4)

for all x ∈ ∂Ωγ .
We first claim that the constant λγ in (3.1) tends to zero as γ → 0. To prove this claim, consider

Σ1,γ as described above. Let θγ (s) denote the angle made between the tangent to Σ1,γ and the
standard basis vector (1, 0), where s denotes arc-length, and let lγ denote the length of Σ1,γ . From
the regularity ofΣ1,γ and its simple description from Step 3, and since s = 0 and s = lγ correspond
to the same points on T2, the angles at the two endpoints, θ(0) and θ(lγ ), must agree. Then, since
Hγ = dθγ /ds, we can integrate (3.1) to see that

4γ
∫ lγ

0
vγ ds = λγ lγ .

Noting that lγ > 1 and invoking the uniform L∞-bound on vγ from Proposition 3.2, we see that
λγ → 0 as γ → 0, and indeed λγ = O(γ ). Returning to (3.1), this immediately yields (3.4).

Step 5. We next claim that each boundary component of Ωγ is globally the graph of a function.
It is enough to show this forΣ1,γ , the arguments for the other component being identical. Since

we are taking the lamellar set S = {x ∈ T2 : uL(x) = 1} to have vertical boundary components,
we see that by Step 3, Σ1,γ passes through the points (a, 0) and (a, 1) because if it passed through
(0, a) and (1, a) instead, while maintaining a curvature that is O(γ ), this would contradict the fact
that χΩγ → χS in L1.

Consider the vertical line segments {0} × (0, 1) and {1} × (0, 1) and slide them to the right
and left, respectively, until one of the translates touches Σ1,γ for the first time at a point X0

=

(x0
1 , x

0
2) inside (0, 1)×(0, 1). SinceΣ1,γ is smooth, in a neighborhood ofX0,Σ1,γ can be expressed

locally as the graph of a function, say x2 7→ 3/4 + fγ (x2). In other words for some δ > 0 the set
{(3/4+ fγ (x2), x2) : x2 ∈ (x

0
2 − δ, x

0
2 + δ)} agrees with Σ1,γ .

We claim that the graph of 3/4+fγ (x2) agrees withΣ1,γ for all x2 ∈ [0, 1]; in other words, we
will show that the domain of fγ can be extended to [0, 1]. To establish this, let δ0 be the smallest
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positive number such that |f ′γ (x
0
2 + δ0)| > 1. If no such number exists, then we can extend the

domain of fγ all the way to x2 = 1. By the mean value theorem and the fact that f ′γ (x
0
2) = 0, we

get

|f ′′γ (ξ)| =

∣∣∣∣f ′γ (x0
2 + δ0)− f

′
γ (x

0
2)

δ0

∣∣∣∣ >
1
δ0
> 1

for some ξ ∈ (x0
2 , x

0
2 + δ0). This gives∣∣∣∣ f ′′γ (ξ)

(1+ (f ′γ (ξ))2)3/2

∣∣∣∣ > 1
23/2 ,

and we get a contradiction to the fact that Hγ (fγ (ξ), ξ) is arbitrarily close to 0 for γ small enough
by Step 4. Therefore the domain of fγ can be extended to (x0

2 − δ, 1]. Applying the same argument
for the left-end point, we find that fγ can be defined on the whole interval [0, 1]. Similarly, the other
boundary componentΣ2,γ of Ωγ coincides with the graph of x2 7→ 1/4+ gγ (x2) for some smooth
function gγ : [0, 1]→ R, and the claim follows.

Step 6. Now we will show that for small γ > 0, the minimizers {uγ } of Eγ are lamellar. In light
of Step 5, note that the set Ωγ = {x : uγ (x) = 1} takes the form

S1 := {(x1, x2) ∈ T2 : 1/4+ gγ (x2) 6 x1 6 3/4+ fγ (x2), 0 6 x2 6 1}.

To begin, we note that without loss of generality, we may assume that∫ 1

0
fγ dx2 =

∫ 1

0
gγ dx2 = 0. (3.5)

Indeed, translating the set S in the x1-direction by the amount
∫ 1

0 fγ dx2 and then redefining the
graphs fγ and gγ in terms of the deviation from this new vertical strip, we see that (3.5) follows,
in light of the condition

∫ 1
0 (fγ (x2) − gγ (x2)) dx2 = 0 which holds due to the mass constraint∣∣Ωγ ∣∣ = 1/2.

Now we will proceed to show that the global minimality of uγ is violated for small γ unless
uγ ≡ uL. To this end, for t ∈ [0, 1], define

St := {(x1, x2) ∈ T2 : 1/4+ tgγ (x2) 6 x1 6 3/4+ tfγ (x2), 0 6 x2 6 1}.

Note that χSt → χS in L1 as t → 0 and the mass constraint
∫
T2 uγ dx = 0 along with (3.5) implies

that |St | = 1/2 for all t ∈ [0, 1]. Hence, the family of functions

U(x, t) :=
{

1 if x ∈ St ,
−1 if x ∈ Sct ,

are all admissible competitors in the minimization of Eγ . We then let V (x, t) be the solution of
−∆V (·, t) = U(·, t) subject to

∫
T2 V (x, t) dx = 0. Note that U(x, 0) = uL(x), U(x, 1) = uγ (x),

V (x, 0) = vL(x) and V (x, 1) = vγ (x).
For Eγ (U)(t) = 1

2

∫
T2 |∇U(x, t)| + γ

∫
T2 |∇V (x, t)|

2 dx, define

eγ (t) := Eγ (U)(t),
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where eγ (0) = Eγ (uL) and eγ (1) = Eγ (uγ ). Taylor’s Theorem implies that

eγ (1) = eγ (0)+ e′γ (0)+
1
2
e′′γ (τ ) = eγ (0)+

1
2
e′′γ (τ ) (3.6)

for some τ ∈ (0, 1) as uL is a critical point of Eγ , making e′γ (0) = 0.
Now we are going to calculate e′′γ (τ ) explicitly. Since

1
2

∫
T2
|∇U(x, t)| =

∫ 1

0
(1+ t2(f ′γ (x2))

2)1/2 dx2 +

∫ 1

0
(1+ t2(g′γ (x2))

2)1/2 dx2,

a straightforward calculation yields

d2

dt2
1
2

∫
T2
|∇U(x, τ)|

=

∫ 1

0
{(1+ τ 2(f ′γ (x2))

2)−1/2(f ′γ (x2))
2
+ (1+ τ 2(g′γ (x2))

2)−1/2(g′γ (x2))
2
} dx2

− τ 2
∫ 1

0
{(1+ τ 2(f ′γ (x2))

2)−3/2(f ′γ (x2))
4
+ (1+ τ 2(g′γ (x2))

2)−3/2(g′γ (x2))
4
} dx2.

Using the fact that τ ∈ (0, 1) along with the conditions (f ′γ (x2))
2 < 1 and (g′γ (x2))

2 < 1 by Step 5,
one readily obtains the inequality

d2

dt2
1
2

∫
T2
|∇U(x, τ)| >

1

2
√

2

(∫ 1

0
(f ′γ (x2))

2 dx2 +

∫ 1

0
(g′γ (x2))

2 dx2

)
. (3.7)

Now using the definition of U(x, t) and integrating by parts once, we can rewrite the nonlocal part
of the energy as∫

T2
|∇V (x, t)|2 dx=

∫
T2
U(x, t)V (x, t) dx

=

∫∫
St

V (x1, x2, t) dx1 dx2 −

∫∫
Sct

V (x1, x2, t) dx1 dx2

=

∫ 1

0

∫ 3/4+tfγ (x2)

1/4+tgγ (x2)
V (x1, x2, t) dx1 dx2 −

∫ 1

0

∫ 1/4+tgγ (x2)

3/4+tfγ (x2)
V (x1, x2, t) dx1 dx2.

Then taking two derivatives with respect to t , we find

d2

dt2

∫
T2
|∇V (x, τ )|2 dx

= 2
∫ 1

0
{Vx1(3/4+ τfγ (x2), x2, τ )f

2
γ (x2)− Vx1(1/4+ τgγ (x2), x2, τ )g

2
γ (x2)} dx2

+ 2
∫ 1

0
{Vt (3/4+ τfγ (x2), x2, τ )fγ (x2)− Vt (1/4+ τgγ (x2), x2, τ )gγ (x2)} dx2. (3.8)
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Let us concentrate on the second integral on the right-hand side of (3.8). Letting G denote the
Green’s function for the periodic Poisson problem, we get

V (3/4+ tfγ (x2), x2, t) =

∫∫
T2
G(3/4+ tfγ (x2), x2, y1, y2)U(y1, y2, t) dy1 dy2

=

(∫∫
St

−

∫∫
Sct

)
G(3/4+ tfγ (x2), x2, y1, y2) dy1 dy2.

Similarly we have

V (1/4+ tgγ (x2), x2, t) =

(∫∫
St

−

∫∫
Sct

)
G(1/4+ tgγ (x2), x2, y1, y2) dy1 dy2.

Taking the derivative of V (3/4 + tfγ (x2), x2, t) and V (1/4 + tgγ (x2), x2, t) with respect to t and
using the fact that

∫
T2 G(x, y) dy = 0, we obtain∫ 1

0
{Vt (3/4+ τfγ (x2), x2, τ )fγ (x2)− Vt (1/4+ τgγ (x2), x2, τ )gγ (x2)} dx2

= 4
∫ 1

0

∫ 1

0
{G(3/4+ τfγ (x2), x2, 3/4+ τfγ (y2), y2)fγ (x2)fγ (y2)

− G(3/4+ τfγ (x2), x2, 1/4+ τgγ (y2), y2)fγ (x2)gγ (y2)

− G(1/4+ τgγ (x2), x2, 3/4+ tfγ (y2), y2)gγ (x2)fγ (y2)

+G(1/4+ τgγ (x2), x2, 1/4+ τgγ (y2), y2)gγ (x2)gγ (y2)} dx2 dy2.

Hence, the second integral on the right-hand side of the equation (3.8) becomes

4
∫
∂Sτ

∫
∂Sτ

G(x, y)ζ(x)ζ(y) dH1(x) dH1(y),

where ζ is defined to be fγ (x2) and −gγ (x2) on the two components of ∂Sτ . However, by [13,
Chapter 1], we have∫

∂Sτ

∫
∂Sτ

G(x, y)ζ(x)ζ(y) dH1(x) dH1(y) =

∫
T2
|∇ω|2 dx > 0, (3.9)

where ω is an H 1 weak solution to the equation

−∆ω = µ on T2,

and µ is the measure given by ζH1
b∂Sτ .

Recall that −∆V (x, t) = U(x, t), and since |U | = 1, it follows from elliptic regularity that
‖Vx1‖L∞ 6 C0 for some C0 > 0, independent of t or γ. Hence, returning to (3.8), and dropping the
second integral on the right-hand side, which has been shown to be positive by (3.9), we get

d2

dt2

∫
T2
|∇V (x, τ )|2 dx

> 2
∫ 1

0
{Vx1(1/2+ τfγ (x2), x2, τ )f

2
γ (x2)− Vx1(τgγ (x2), x2, τ )g

2
γ (x2)} dx2

> −2C0

(∫ 1

0
f 2
γ (x2) dx2 +

∫ 1

0
g2
γ (x2) dx2

)
. (3.10)
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Now combining the equations (3.7) and (3.10) with (3.6), and invoking (3.5) to apply the Poincaré
inequality for fγ and gγ , we get

eγ (1) = eγ (0)+
1
2
e′′γ (τ )

> eγ (0)+
1

4
√

2

(∫ 1

0
(f ′γ (x2))

2 dx2 +

∫ 1

0
(g′γ (x2))

2 dx2

)
− γC0

(∫ 1

0
f 2
γ (x2) dx2 +

∫ 1

0
g2
γ (x2) dx2

)
> eγ (0)+

(
π2

4
√

2
− γC0

)(∫ 1

0
f 2
γ (x2) dx2 +

∫ 1

0
g2
γ (x2) dx2

)
.

For γ < π2/(4
√

2C0), we conclude from the minimality of Eγ (uγ ) (= eγ (1)) that necessarily
fγ ≡ 0 ≡ gγ , that is, uγ ≡ uL. 2
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14. MASSARI, U. Esistenza e regolarità delle ipersuperfici di curvatura media assegnata in Rn. Arch. Ration.
Mech. Anal. 55 (1974), 357–382. Zbl 0305.49047 MR 0355766

15. MONTERO, J., STERNBERG, P., & ZIEMER, W. Local minimizers with vortices to the Ginzburg-
Landau system in 3d. Comm. Pure Appl. Math. 57 (2004) 99–125. Zbl 1052.49002 MR 2007357

16. MORGAN, F., & ROS, A. Stable constant-mean-curvature hypersurfaces are area minimizing in small
L1 neighborhoods. Interfaces Free Bound. 12 (2010), 151–155. Zbl 1195.49055 MR 2652015

17. MURATOV, C. B., Droplet phases in non-local Ginzburg–Landau models with Coulomb repulsion in
two dimensions. Comm. Math. Phys. 299 (2010), 45–87. Zbl pre05789929 MR 2672798

18. OHTA, T., & KAWASAKI, K. Equilibrium morphology of block copolymer melts. Macromolecules 19
(1986), 2621–2632.

19. PELETIER, M. A., & VENERONI, M. Stripe patterns in a model for block copolymers. Math. Models
Methods Appl. Sci. 20 (2010), 843–907. Zbl 1203.49018 MR 2659741

20. REN, X., & WEI, J. On the multiplicity of two nonlocal variational problems. SIAM J. Math. Anal. 31
(2000), 909–924. Zbl 0973.49007 MR 1752422

21. REN, X., & WEI, J. Concentrically layered energy equilibria of the diblock copolymer problem. Eur. J.
Appl. Math. 13 (2002), 479–496. Zbl 1010.82041 MR 1939157

22. REN, X., & WEI, J. On the spectra of three dimensional lamellar solutions of the diblock copolymer
problem. SIAM J. Math. Anal. 35 (2003), 1–32. Zbl 1055.35041 MR 2001463

23. REN, X., & WEI, J. Stability of spot and ring solutions of the diblock copolymer equation. J. Math.
Phys. 45 (2004), 4106–4133. Zbl 1064.82040 MR 2098120

24. REN, X., & WEI, J. Wriggled lamellar solutions and their stability in the diblock copolymer problem.
SIAM J. Math. Anal. 37 (2005), 455–489. Zbl 1136.35372 MR 2176111

25. REN, X., & WEI, J. Many droplet pattern in the cylindrical phase of diblock copolymer morphology.
Rev. Math. Phys. 19 (2007), 879–921. Zbl 1145.82007 MR 2349026

26. REN, X., & WEI, J. Spherical solutions to a nonlocal free boundary problem from diblock copolymer
morphology. SIAM J. Math. Anal. 39 (2008), 1497–1535. Zbl 1153.35091 MR 2377287

27. REN, X., & WEI, J. Oval shaped droplet solutions in the saturation process of some pattern formation
problems. SIAM J. Math. Anal. 70 (2009), 1120–1138. Zbl 1198.35009 MR 2546355
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http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1052.49002&format=complete
http://www.ams.org/mathscinet-getitem?mr=2007357
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1195.49055&format=complete
http://www.ams.org/mathscinet-getitem?mr=2652015
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:05789929&format=complete
http://www.ams.org/mathscinet-getitem?mr=2672798
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1203.49018&format=complete
http://www.ams.org/mathscinet-getitem?mr=2659741
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0973.49007&format=complete
http://www.ams.org/mathscinet-getitem?mr=1752422
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1010.82041&format=complete
http://www.ams.org/mathscinet-getitem?mr=1939157
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1055.35041&format=complete
http://www.ams.org/mathscinet-getitem?mr=2001463
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1064.82040&format=complete
http://www.ams.org/mathscinet-getitem?mr=2098120
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1136.35372&format=complete
http://www.ams.org/mathscinet-getitem?mr=2176111
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1145.82007&format=complete
http://www.ams.org/mathscinet-getitem?mr=2349026
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1153.35091&format=complete
http://www.ams.org/mathscinet-getitem?mr=2377287
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1198.35009&format=complete
http://www.ams.org/mathscinet-getitem?mr=2546355
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1159.49046&format=complete
http://www.ams.org/mathscinet-getitem?mr=2377408
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0843.49025&format=complete
http://www.ams.org/mathscinet-getitem?mr=1313189
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0479.49028&format=complete
http://www.ams.org/mathscinet-getitem?mr=0667448
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1055.53027&format=complete
http://www.ams.org/mathscinet-getitem?mr=2030823
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