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We study the Holder regularity of the landscape function introduced by Santambrogio in [S]. We
develop a new technique which both extends Santambrogio’s result to lower Ahlfors regular measures
in general dimension 4 and simplifies its proof.

Keywords: Optimal transportation problems; irrigation models; landscape function.

1. Introduction

In the last decade, much attention has been given to optimal transportation problems. We briefly
review here the main definitions and concepts that underlie the subject of the paper.

1.1 Monge—Kantorovich transportation problem

This is the original formulation of transportation problems. Given a macroscopic displacement
(nt,u) e PRYY x P(RY), the problem consists (in Monge’s version) to find the best transport
map, i.e. a measurable map ¢ : RN — RY such that for all Borel sets B we have u~(B) =
wt(t~1(B)) and which minimizes the cost functional

M(t) ::f c(x,t(x))d/ﬁ'(x). (1.1
RN

Usually ¢ is the p-th power of the Euclidean distance. The set of transport maps between u™t, u™
will be denoted by M (u™, ™).

In Kantorovich’s version of the problem, transport maps are replaced by transport plans, i.e.
probability measures 7 € P(RY x R") such that for all Borel sets A, B € R" we have (A x RY)
= ut(A), r(RY x B) = u~(B), while the functional becomes

K(m) = / c(x,y)ydm(x,y). (1.2)
RN xRN

The set of transport plans between u*, i~ will be denoted by P(u™, ™).

As pointed out in [MS1]], both the transport maps and transport plans represent a microscopic
displacement, that is, a transport map or plan tells us only the initial and final position of a single
particle.

We recall that given a transport map ¢ for the macroscopic displacement (u™, u™), the
measure 77; given by m;(C) = ut({x € RY : (x,t(x)) e C)isa transport plan for the same
macroscopic displacement and M (¢) = K (m;). Kantorovich’s problem is thus a generalization
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of Monge’s. Actually, it can be seen (see, for example, [A=V] or [V]]) that K is the lower
semicontinuous envelope of M with respect to the weak convergence of measures.

Wasserstein spaces. In what follows, we will make use of Wasserstein distances and spaces. Set
c(x,y) = |x — y|P, p > 1. The Wasserstein distance of order p between the measures u*, u™ is
defined by

(wt ) ( min K(n))l/p
w , = )
P reP(ut,uo)

If p = +00, Woo (™, ™) is defined as

+ Y :
w s = min T-esssup |[x — y|.
oo™y 1) cepmn plx—yl

Given an open set X C RY and Xo € X, the Wasserstein space of order p over X is the set of
measures . .
W, (X) := { € PRY) s sptpe € X, wy(p, 8yy) < +o00}.

It can be seen that:

o the definition does not depend on xp;
e W,(X) endowed with the Wasserstein distance w), is a complete metric space;
e if X is bounded, convergence with respect to w), is equivalent to weak convergence of measures.

For the details related to the Wasserstein distance see, for example, [V].

1.2 Irrigation models

In order to introduce the concept of macroscopic/microscopic motion and of ramified transportation
several attempts have been made. Ramified transportation was introduced in the papers by
Maddalena, Morel and Solimini ([MMS]]) and by Xia ([X]]). The model proposed by Xia is the
relaxation on vector measures of a functional defined on weighted directed graphs. The concept of
macroscopic/microscopic motion was introduced by Maddalena and Solimini in [MS1]].

In their approach Maddalena, Morel and Solimini consider paths starting from a source and
representing the trajectory in RV of a fluid particle or a fiber of a tree. All the paths start from a
common source S and the irrigated measure is defined by counting how many fibers stop in a given
volume.

In the original formulation, given a probability space (§2, B(§2), ug) (the reference space), a
set of fibers with source point S € RY is a mapping x : 2 x Ry — RY satisfying the following
assumptions:

o for up-a.e. p € 22, the map x,(-) := x(p, -) is 1-Lipschitz;
o for ugp-ae. p € 2, x,(0) =S.

Recall that if £2 is a complete separable metric space of uncountable cardinality and p g has no
atoms, then (§2, B(82), ug) is isomorphic to the standard space ([0, 1], B([0, 1]), £|1[0.1]) (see, for
example, Theorem 16 in Chapter 15, Section 5 of [R]). In the following, we will always assume that
the hypothesis of that result is satisfied.

In this model the irrigating measure is the Dirac mass at the point S, i.e. u™ = &g, while the
irrigated measure is the image of pg via the map p — i, (p) := x(p, ox(p)), where o, (p) is
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the stopping time, i.e. the infimum of ¢ such that x,(-) is constant on [, +00]. This measure is 1~
(but we will simply write x in the following). Then, Maddalena, Morel and Solimini consider the
functional

x> J000) = f / e (P11 dp dr, (13)
R+ Mt(X)

where M,(yx) is the set of fibers not stopped at time ¢, and [p]? is the set of fibers which move
together up to time ¢, i.e. if ¢ € [P]g), then x,(s) = xp(s) forall s € [0, 7].

Here, and in all models considered in this paper, the irrigated measure u will be supposed to be
compactly supported. The parameter o belongs to the interval [0, 1[; in that case the concavity of
the model function |x|* gives rise to the branched transportation since moving the mass together as
much as possible becomes cheaper.

Let us mention the approach by Bernot, Caselles and Morel in [BCM1]. They consider the
functional given by

x = J200 :=foR (e (PIH1* i (p, 1)l dtdp, (1.4)
+

where [p]t2 ={q € 2 : x(p,t) € x({q} x I)}. In this setting (as in the extended one which will be
introduced in the next section), the irrigating and irrigated measure can be chosen arbitrarily among
probability measures.

1.3 Extended setting

In this paper we will consider the general framework introduced by Maddalena and Solimini in
[MS1] and further developed in [MS2]], which includes and extends all the formulations from [MMS|
BCM1].

DEFINITION 1.1 (Irrigation pattern) Let/ C R be a generic interval. By irrigation pattern we will
mean a measurable function x : §2 x I — R¥ such that Xp € AC(J) for almost all p. The pattern x
will be equivalent to x if the images of g through the maps p — x, and p > X, are the same.

Notation. In the whole paper we will always denote by a (respectively, b) the infimum
(respectively, supremum) of /.

DEFINITION 1.2 (Solidarity classes) For every (p,t) € £2 x I we consider the sets

[Pl :=1{g € 2: x(q,5) = x(p,5), ¥s € [0, 1]}, (1.5)
[pl] :==1{q € 2:x(q.t)=x(p,0)} (1.6)
(P2 :=1{q € 2: x(p,0) € x(g} x D). (1.7)

Forevery i € {0, 1} and every 7 € I, {[p]ﬁ . p € §2} is a partition of £2.
The masses m', are given by

mly (p. 1) := po(pl). (1.8)

DEFINITION 1.3 (Cost densities, cost functionals) Fori € {0, 1, 2} we consider the following cos?
densities:

se(p. 1) :=[m (p, 01" 7" (1.9)
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The cost functionals we are interested in will be
500 = [ st nldpar, (1.10)
2x1

The variational problem considered in this paper will then be the minimization of J!, given the
irrigating and irrigated measure. The irrigating measure will always be the Dirac mass §g, while the
irrigated measure will be denoted by u (we will write i, to stress that it is the measure irrigated by
the pattern y ). Finally, we will denote by d, (8s, i) the least irrigation cost (which is the same for
all the functionals as proved in [MS2]).

For i = 0,1 the functional is synchronous, i.e. if the trajectories of two particles given by
an optimal pattern are the same, then the particles will move together. For i = 2, the functional
is asynchronous, since each particle can move independently on its trajectory, i.e. for every p
the function x, can be reparameterized (independently) without losing the optimality of the
reparameterized pattern. Jg, JO}, Jo% are respectively the functionals originally introduced in [MMS]],
[MS1] and [BCM1]. We refer to [MS2] for the proof of the next theorem, which is the fundamental
tool to present the unified theory of irrigation functionals.

THEOREM 1.4 (Synchronization Theorem) The following statements hold:

J2<ut< I

JO, J) share the same minima if the initial mass is a Dirac mass.

Every optimal pattern for JO% can be reparameterized to be a minimum for JO}, i.e. every optimal
pattern for J(f is synchronizable (see also [BF] for a proof).

Every optimal pattern for J! is optimal for JO%.

When we say that x is optimal, we always mean that x is a minimum for Joi (hence, a minimum
of JO? , t00). Notice that by Theorem [1.4]if a result which involves quantities invariant under scaling
(as, for instance, the Santambrogio landscape function introduced in the next section) holds for
optimal patterns it must also hold for minima of Jj.

1.4 The landscape function

The proper subject of this paper is the landscape function introduced by Santambrogio in [S]]. The
landscape function is, actually, a natural mathematical object to be introduced in the context of
branched transportation models. Also, it is connected to the shaping of river basins as many works
of geophysicists pointed out (we refer to the introduction of [S] for a detailed discussion).

Suppose yx is a optimal pattern for the functional JO% irrigating a measure p from a Dirac mass
anda > 1 —1/N. Atapoint x = x(p, t), the landscape function, as introduced by Santambrogio,
is defined by

t
() = fo e (P i ()] ds. (L11)

It is the transportation cost of the mass from the initial source S to the point x. The main result
of [S] is the Holder regularity of the landscape function of exponent 1 + N (1 — «) if the irrigated
measure u has a density (with respect to the Lebesgue measure) bounded from below by a positive
constant and its support is of type A, i.e. for every xo € sptu and every r € [0, diamspt u] we
have £V (spt u N B, (xp)) > Ar". As a consequence, the irrigated measure is Ahlfors from below
in dimension N.
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The object of this paper is to provide a more general definition for the landscape function
which will work for a generic pattern and agrees with Santambrogio’s definition for optimal ones.
In Section [2] we develop a general theory of the landscape function, where it is introduced in a
sufficiently general setting to suit the functionals JO, J!, J2. For a general pattern (i.e., one that is
not optimal) the landscape cannot be introduced directly with an explicit expression like (T.11)). We
then introduce this function as a sort of relaxation of (T.TT).

In Section[3|we develop various type of “gain formulas”. These formulas establish how the value
of the functional 13( x) varies when we consider a certain variation of the pattern y . The variation is
expressed in terms of a difference of the landscape function values. Combining gain formulas with
the results in Section [5] we give estimates on the variation of the landscape between two points of
an optimal pattern.

In Section ] we prove that the Holder continuity of the landscape function and the decay of
the mass on a fiber are related. If the landscape function is Holder continuous of exponent 8, then
the mass m, (x) can be estimated from below (up to a constant) by a power (1 — 8)/(1 — a) of
the residual length of the fiber, and vice versa. Moreover, we prove that Holder regularity of the
landscape function with respect to the distance on fibers is equivalent to Holder regularity with
respect to the Euclidean distance.

In Section[5 we provide an upper estimate for the irrigation cost of a probability measure which
satisfies an lower Ahlfors regularity condition (see Definition [5.T).

In Section [6] we extend Santambrogio’s result to all Ahlfors measures regular from below in a
general dimension 4 > 0. In Theorem we prove that if the irrigated measure p satisfies that
hypothesis, then the landscape function is Holder continuous with exponent 1 + k(e — 1). Even
though our main result is a generalization of the one in [S]], the proof is completely different and a
bit more elementary.

Finally, in Section[8|we provide several examples and counter-examples to show that our results
are in a certain sense as sharp as possible. For example, if u is Ahlfors regular, then the best Holder
exponent is actually the one provided by Theorem|[6.2]

For the reader’s convenience, the main properties and definitions of the Hausdorff, Minkowski
and resolution dimensions are provided in Appendix [A] Some technical measurability results are
provided in Appendix [B] A list of the main symbols involved in the paper can be found in

Appendix

2. Landscape function

In view of Theorem [I.4] in this section and in the following ones we will consider only the
functional J‘g . We will therefore drop the superscript and write J, for Jg .
Consider the J,, cost in the extended setting. By the Fubini Theorem, it is the integral on 2 of

P> c(p) = f, sa(p, Dl p(D)] 1. @.1)

c(p) is finite pp-a.e. p € £2 whenever Jy(x) < +00. We are thus driven to consider the following
definition.

In analogy with the former setting of the problem, we define i, (p) := x(p, b). Before going
on, we introduce the definition of the domain of a pattern, which we will often encounter in the rest
of the paper.
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DEFINITION 2.1 (Domain of a pattern) Let x be a pattern. The domain of the pattern y, denoted
by D,, is the set defined by

Dy ={x:3AC Q2,up(A) >0, clVpecA, x(p,t) =x}.

We now define the landscape function. We remark that in the following we are not supposing
that x is an optimal pattern, but only a finite cost one, i.e. Jo(x) < +00. We will implicitly assume
that the pattern x has finite cost whenever its landscape function will be considered.

DEFINITION 2.2 (Landscape function) For pup-a.e. p and all ¢ € I, we define the function Z, :
2 x I — RN as

t
Z,pt) = [ salpolip o)l ds
a
A lower semicontinuous function ¢ is admissible for y if

e(x(p. 1) < Zy(p, 1) (2.2)
for pp-a.e. p and for all ¢ € 1. The landscape function 7)( of the pattern y is then defined by
7)( := sup{¢ : ¢ admissible for x}. 2.3)
REMARK 2.3 Some remarks:

@) 7)( is lower semicontinuous.
(ii) It is equivalent to require (2.2) for ug-ae. pand all t € I or (ue ® L')-ae. (p, 1) by the
continuity of the fibers. Indeed, for any given p € §2 consider the set

Sp={tel:(pox)(p,t)—Zy(p,t) >0}

Let
S={(p.0) e 2 x1:(pox)(p.1) = Zy(p,1) > 0}.
By the Fubini Theorem,

(Lo ® L(S) = /Q £'(Sp)dp.

Thus, S is negligible with respect to (uo ® £') if and only if Sp is negligible for a.e. p with
respect to L.

(ii1) Zx is the maximal l.s.c. extension on Ex of its restriction to D, .

(iv) If there is no misunderstanding, we will simply write Z instead of 7)(.

The next proposition, showing that Z is a sort of relaxation of Z, follows directly from the
definition.

PROPOSITION 2.4 Z satisfies the inequality
Z(x(p,1)) < Z(p,t) forae.pe 2andforallr e I.

Proof. The key point to note is that for a.e. p the quantity m, (p, -) is monotone decreasing, so it
is sufficient to prove the inequality for a fiber p such that m, (p, t) > 0 for all ¢ in the interior of I.
Given ¢ admissible, there exists g € [p]; such that

e(x(p, D) =e(x(q. 1) < Z(q,1) = Z(p, 1).
Taking the supremum, we finally get Z(x (p, 1)) < Z(p, t). O
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PROPOSITION 2.5 (Alternative definition of the landscape function) The landscape function Z
can be characterized as

Z(x) = supessinf{Z(p, 1) : (p,1) € x " (Br(x))}.

r>0

Proof. The map

x > Z(x) :=supessinf{Z(p, 1) : (p,1) € x (B (x))}

r>0

is lower semicontinuous, since the set {Z > a} is open. Indeed, if for some x we have Z (x) > a,
then for some r > 0,
essinf{Z(p,1) : (p.1) € x " '(B,(x))} > a.

We now prove that B, (x) C {Z > a}. For any x| € B,(x), we have
essinf(Z(p.1): (p.1) € x (B, (x1))} > a 24)

if By, (x1) € By (x), since

(Z(p,t): (p,1) € x "By (x1))} CH{Z(p, 1) : (p,1) € x (B, (x))},

and essinf is a decreasing function. By (2.4), Z(ﬁl) > a, so that B,(x) € {Z > a}. Since Z is
clearly admissible for x, we must then have Z < Z.
Let ¢ be any admissible function. Then, by the lower semicontinuity of ¢, for all x € R,

@(x) = supinf{p(y) : y € B, (x)}

r>0

< supessinf{o(x(p, 1) : (p, 1) € x " (B (x))} < Z(x).

r>0

Thus, ¢ < Z, which implies Z< Z. O

REMARK 2.6 If Z(x) < v, then there exists a sequence (py, t,) such that x(p,,t;,) — x and
Z(pn. tn) < v. This is an immediate consequence of Proposition [2.3]

We end this section by showing (Theorem that, if x is optimal, Zoy = Z almost everywhere
with respect to the product measure on §2 x . To this end, we shall need to employ some estimates
which are going to be proved in the next section, obviously without the use of this property.

LEMMA 2.7 Let x : £2 x I — X be an optimal pattern. For a.e. p € 2 we have
Z(x(p. b)) = Z(p, b).

Proof. First of all, note that by Proposition Z(x(p,b)) < Z(p,b) for ae. p € 2. Suppose
moreover that the set _
' ={peR:Z(x(p,b)) < Z(p,b)}

has strictly positive measure. This means that there exist r, s € QQ such that the set

R'={peR:Zx(p,b) <r <s < Z(p,b)} (2.5)
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has strictly positive measure. Let X 7 be a partition of RY into equal squares with diam X” < 1/n.
Since the support of the irrigated measure is compact (and hence bounded), only a finite number
of X 7 are needed to cover it. Let

n .__ 4 .—1 n
Q7 =0"Ni (X)).
If .QJ" has positive measure, take )cJ’.Z = x( p;l, t;Z) € RY such that (just apply Remark to any
point x (p, b) with p € 52;’)
d(x/'.l,X;’) < 1/n, Z(p;z,tj’) <r.
Theset{x(p,b) : p € .Q]’?} (on which Z > s) is moved to xj’.l. For such a pattern, using the estimates

developed in the next section (apply Theorem [3.16|below a finite number of times),

Jo(tn) = Ja () < ap(2")(r —5).

Let u, w, be the measures irrigated by x, x, respectively. Since wi (i, ) < 1/n, by compactness
Xn — x and Y irrigates w. By lower semicontinuity of the J, cost function (see Lemma 4.6 of
(IMSTI)

Jo(0) < Ja () + apa (2 —5) < Ju(x),

which is not possible because of the minimality of . O

The next theorem shows the equivalence between Z and z (defined in the Introduction). The theorem
is proved for a minimum of J° and, consequently, for a minimum of J!. Since every mimimum
of J? can be synchronized with a minimum of J° without changing z, the proof of the equivalence
is complete.

THEOREM 2.8 Let x : £2 x I — X be an optimal pattern. For a.e. p € §2 and all t € I we have

Z(x(p. 1) = Z(p,1).
Proof. By Propositionwe need to prove only that Z(x (p, 1)) > Z(p, t). Given T > 0, consider
the pattern stopped at time 7' < b given by

x(p,t), 0<t<T,

X(p,t) =
x(p:1) x(p,T), t>T.

We have, forevery p € 2 andt < T,

By Lemma[2.7, for a.e. p € £2,

Zy(x(p,T) =Z3(R(p, T) = Z3y(p, T) = Zy(p, T). (2.6)

Equation (2.6) is not sufficient to conclude the proof, since the full measure set 27 provided by
Lemmadepends on T. Suppose that c(p) < +oo. We can fix 7 > T such that [ p]; has positive
measure. If we had

Zy(x(p.T)) < Zy(p, T),
it would follow that .
Zy(x(g,b)) < Zy(q,b) 2.7

for ¢ € [pl;. Since [ p]; is a set of positive measure, (2.7 contradicts Lemma/|2.7 O
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We recall the following definition from [DS1].

DEFINITION 2.9 (Simple patterns) We say that a pattern y is simple if all the fibers which share a
common point coincide as functions of the time parameter. In other words, if x (p, 1) = x(p/, t'),
thent =t and x(p, s) = x(p/, s) forall s € [0, t]. See Definition 6.1 in [DST]].

Recall that any optimal pattern y is simple.

If x is a simple pattern, the function Z(p, t) does not actually depend on (p, t), meaning that if
x = x(p,t) then Z depends actually on x (and not on the particular couple (p, t) which realizes x).
This is the content of the following proposition.

PROPOSITION 2.10 Suppose that x is a simple pattern (see Definition[2.9). Then, given x € D,,
the function Z is constant on the set x “1).

Proof. By the hypothesis of the proposition, for every given x € D, and a.e. (p, 1) € x ' (x), the
function s, (p, -) does not depend on p on the interval [0, ¢]. a

Notation. In view of Proposition[2.10} if x = x (p, 1), we will write Z(x) instead of Z(x (p, 1)) if
X is simple.

Under this notation, Theorem [2.8]implies the following corollary.
COROLLARY 2.11 Suppose that x is an optimal pattern. Then Z = Z on Dy.

Proof. Letx € D,;thenx = x(p, t) for p in a set of positive measure. For a.e. p we then have

Z(x) = Z(x(p, 1)) = Z(x). O

3. Gain formula
3.1 Moving a mass m from a point x to a point 'y

Recall (see [DS1]]) that if x is a simple pattern, then the following formula holds:

I = [ 1B, art o), (3.1)

where P, (x) = [p]; whenever (p, t) satisfies x = x(p, t). For (3:1) and the proper definition of
Py (x) we refer to Theorem 9.2 of [DS1].

Consider the following modification of an irrigation pattern x. In the next part of the section,
we will always suppose that x is a simple pattern.

DEFINITION 3.1 (Mass function) Suppose y is a simple pattern. The mass function is defined as
my (x) = [Py ().
If x = x(p, t), we clearly have m, (x)*~! = s4(p, 1).

We now come to a key definition. We will refer to Figure[I} Suppose that x is a simple pattern.
Let x and y be points on distinct fibers. These two fibers coincide up to a certain bifurcation point.
Let C; (respectively, C2) be the curve between x (respectively, y) and the bifurcation of the fibers
containing x and y. First we remove a mass m < m (x) from the branch passing through x, add it
to the branch passing through y up to y (on C») through a deviation of the fibers in a set M C £2,
such that o (M) = m. This pattern will be named “mass deviation” of the pattern y and denoted

by Yx,y,M‘
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FIG. 1. From the pattern x t0 X,y p and Xx,y M-

DEFINITION 3.2 (Mass deviation of a pattern x) Suppose that yx is a simple pattern. Let x and y
be points on distinct fibers. Let x = x(p1,t1) and y = x(p2, 2). Let M < [p1];, be such that
no (M) = m. Define

x(p,t) ifpefR\M,
Keym(Pst) =y x(p2,1) ifpeM,t<n, (3.2)
x(p2,t2) ifpeM,t>n.

We call this new pattern a mass deviation of x. If there is not ambiguity on x, y, M, we will simply
write ¥

REMARK 3.3 The pattern Y, , 5, does not irrigate the same measure as x . The irrigated measures
are related by

Kz = Kyi2\m) + mdy.

Suppose that x is a simple pattern. Consider the pattern ¥ of Definition [3.2] If we move the
mass deviated to y from y to x along a straight line and recover the irrigated measure we get a new
pattern which we call a “mass by-pass” of the pattern x and denote it by . y a. In this way, the
original irrigated measure is recovered, i.e. 3 = . The way described here, nevertheless, is not
the only way of recovering the original irrigated measure.

DEFINITION 3.4 (Mass by-pass of a pattern x) Suppose that x is a simple pattern. Let x and y
be points on distinct fibers. Let x = x(p1,t1) and y = x(p2,t2). Let M C [p1]; be such that
ue (M) = m. Consider the pattern ¥ of Definition and consider the composition of ¥ with a
pattern between méy and vy y p = Ly — ux+mdy = wy m. We call the new pattern a mass by-pass
of x. If there is not ambiguity on x, y, M, we will simply write .

REMARK 3.5 The pattern involved in the composition may be the optimal one between mé, and
Vx,y,M OF, as is sometimes useful, the pattern built from a straight line between x and y and the
optimal one between md, and vy y u.

REMARK 3.6 The pattern X, m irrigates the same measure as x.

THEOREM 3.7 (First order gain formula, deviation case) Suppose that yx is a simple pattern. Then
the pattern x satisfies
Jou () — Ju(X) < am(Z(y) — Z(x)).
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Proof. Recall that by Proposition[2.10] the function Z can be regarded as a function of x instead of
(p, 1) so that we will write Z(x) for Z(x ! (x)) without confusion.
Let C; and C; be the curves in Definition[3.2} We have

Ja (D) = Ja(x) = /C (1, () — m)® dH (w) + fc (m () + m)® dH" (w)
1 2

—(/ mx(w)“dHl(w)+/ mx(w)“dHl(w)).
C C

The concavity of u — u® gives

(—=m 4+ u)®* —u® < —amu®"',  (m+uw)* —u* <amu® .

Thus
Jo ) — Ja(x) < am(Z(y) — Z(x)).

Indeed, we have

Z(y) = Z(x) =f

my (w)* "t dH (w) — / my ()t dH (w). O
C

Ci

We now consider the mass by-pass case. In the following we will denote by dy(u™, ™) the least
irrigation cost where the initial mass o+ is moved to ™, i.e.,

do(nF, 07) = Hg(in Ja (X)), (3.3)

where x ranges among the patterns moving 1 on . Recall that convergence with respect to dy
is equivalent to weak convergence (see Section 4.2 of [MS1] for the details).

COROLLARY 3.8 (First order gain formula, mass by-pass case) Suppose that x is a simple pat-
tern. Then the pattern x satisfies

Jo () = Ja () < am(Z(y) — Z(x)) + do(m8y, vi,y,m)-
COROLLARY 3.9 Suppose that yx is optimal for J,. Then
am(Z(x) — Z(y)) < do(m8y, vy m). (3.4)
Proof. Since yx is optimal and y irrigates the same measure, we must obviously have
Ju(X) — Ju(x) 2 0.

The conclusion then follows by Corollary [3.8/and Theorem [2.8] O

COROLLARY 3.10 Suppose that x is optimal for J,. Then
am(Z(x) = Z(y)) < m®|x = y. (3.5)

Proof. Use as recovery pattern the second one of Remark [3.5] U
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3.2 Froma set X to a point y

In this part we want to generalize Corollary [3.8| where we replace the point x by a set X.
Let us begin with a generalization of Definition [3.2]

DEFINITION 3.11 (Mass deviation in the discrete case) Suppose that y is a simple pattern. Let

X1, ..., X%, be points with masses m, (x;) > m; fori = 1,...,n. A mass deviation of x from
the set X = {xi,..., x,} to the point y is a pattern given by Definition [3.2] applied iteratively at
each point of X.

The following lemma is a close generalization of the main theorem of the preceding section.

LEMMA 3.12 (Discrete first order gain formula) Suppose that y is a simple pattern. Let xq, ..., x,
be points with masses m, (x;) > m; fori =1, ..., n. Suppose that fori = 1, ..., n we move the
masses m; from x; to a given point y. The new pattern ) satisfies

Ja ) = Ja30) < am(Z(y) = inf Z(x))),

wherem =m| +---+m, and X = {x1, ..., x,}.
Proof. The proof is by induction. For k € N, set
Ap = Z(y) —inf{Z(x1), ..., Z(xx)}

The statement for n = 1 is true by Corollary [3.8] Suppose that the statement is true for the n — 1
points xi, ..., x,—1. Let X,,_; be the pattern where the masses at x1, ..., x,—1 have been moved
to y. By the inductive hypothesis ,,_ satisfies

Ja(yn—l) —Jou() La(my+---+mu_1)Ap_1.

Let Z,_1 be the landscape function of x,,_;. Moving the mass to x,, by Corollary we get a new
pattern X such that
Jo (O — Ja (=) S amu(Zy—1(y) — Zp—1(xp)).
Clearly, we have A,,_1 < A,. We just need to prove that
Zn—1(y) — Zn—1(xn) < Z(y) — Z(xn) < Ay. (3.6)

Inequality (3.6) follows from the fact that, in this and any previous step, moving some mass to the
branch containing y does not increase the landscape gap Z(y) — Z(x,) between y and x;,. ]

DEFINITION 3.13 (Fibers passing through a set X) Given a closed set X € R¥, consider the set
of fibers which transit on X, i.e. the set

T(X):={pef:x,(I)NX #0}.

LEMMA 3.14 (Discrete first order gain formula, countable case) Suppose that x is a simple pat-
tern. Let x;, i € N, be points with masses m, (x;) > m; fori =1, ..., n. Suppose that we move the
masses m; from x; to a given point y. The new pattern x satisfies

JaG0) = Ju(0) < am(Z() — inf Z(v)),

wherem =), m; and X = {x; : i € N}.



LANDSCAPE FUNCTION 203

Proof. Let x,, be the pattern obtained by moving the n points x1, ..., x,. Then x,, — X fiberwise
and by the lower semicontinuity of the cost functional Jy,

) < Tim i =\ < L . 3 < .
Ju(X) < }llgliggfa(xn) < }llgligg (Z(y) 151; Z(Xz)) < Z(y) 11}}fZ(x),
since, for every n,
Z(y)— inf Z(x;) < Z(y) —inf Z(x). O
) ot (xi) < Z(y) — inf Z(x)
REMARK 3.15 In Lemmas[3.12)and [3.14] if we are given a subset M of fibers passing through X,
i.e. forevery p € M we have x (p, [)NX # @, by Proposition[B.3] M can be split into n measurable
subsets of fibers passing through x1, ..., x, respectively.

We now go on with the last generalization of Theorem [3.7} which we will deduce by a pruning
argument from the previous statement.

By Proposition T (X) is measurable.

Given a subset M C T (X) such that wo (M) = m, set

Xu={xeX:xeyx,), pesSh

Given a pattern x, let ), be the pattern obtained by moving the mass carried by the set of fibers in
M to agiveny € RV,
We then have the following theorem.

THEOREM 3.16 (Continuous first order gain formula) Let x be a simple pattern. Given a measur-
able subset X and a subset M C X, of fibers passing through X such that uo (M) = m, we have

Ja @) = Ja00) < am(Z() = inf Z). (3.7)

Proof. The case S € X can be easily handled as in the proof of Theorem Indeed, using the
same notation where C| is no longer the fiber of the point x, but the rectifiable set where the mass
diminishes, we have

Ja(YM) —Ju(x) = f

C

[(m(x) — c(x))* = m(x)*1dH' (x) +/ [(m(x) +m)* —m(x)*1dH" (x).

(&)

The first term on the r.h.s. is negative, so that
Jo i) — Ja () < f [(m(x) +m)* —m(x)*1dH' (x) < am f m(x)* dH (x) < amZ(y).
Cy G

This proves the statement of the theorem for § € X since, in that case, infy Z = 0.
Suppose now that § ¢ X. For every ¢ > 0, let X € V, be an open subset contained in the
e-neighborhood of X such that
infZ > infZ — e.
Ve X
We can also suppose that S ¢ V.. Except for a null subset of fibers of infinite cost, for every
P € T(X) by continuity there exists 7 € Q such that x (p, 7) € V, and my (x(p, 7)) > 0.
Let
F={xeRY:3pe, mypl) >0, x(p.1) = x}.
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Recall that given two fibers p, g, we have [p]; = [gq]; or [p]l; N [q]; = @. Given x1, x» € F;, we
thus have x; = x(p1,t) and xo = x(p2,t) with [p1]; N [p2]; = @. Since the total measure of such
disjoint solidarity classes cannot exceed one, they must be at most countable. Hence, the set F; is
countable.
Consider now the sets
F=(F. X.=FnV.
teQ
Then T'(X) € T(X,). Applying Lemma[3.14] we have

JoeGar) — Ju(0) < am(Z(y) - i)r(1fZ> < am(Z(y) - i?(fz) + ame.

Since ¢ can be chosen arbitrarily, the proof is finished. O

Given a pattern y, let x,s be the pattern obtained by moving the mass carried by the set of fibers in
M to agiven y € RV,

COROLLARY 3.17 Suppose that x is a simple pattern. Let X € R" be measurable and y € RV.
Suppose that
Z(y) < inf Z(x).
xeX

Let m be as in Theorem[3.16] Then
Jaor) = Ja ) < am(Z(y) = inf Z(x)) + da(m. ).

where v = iy#iLo — ixpie — mdy.

COROLLARY 3.18 Under the same assumptions of Corollary 3.17} if x is optimal we have
am(inf Z(r) = Z(») < du(y, v), (3.8)
xeX

where v = iygpuo — igspne — méy.
Proof. The proof is the same as that of Corollary [3.9] O

4. Decay of the multiplicity on a fiber

DEFINITION 4.1 (Fiber distance) Suppose that x is a simple pattern and let p be a fiber. Given
two points x1 = x,(t1), X2 = xp(t2) with t; < 1, their fiber distance d(x1, x3) is given by

5]
d(x1,x2) == / [Xp(0)| dt. 4.1)
n

Since x is a simple pattern, there is a unique fiber between x and y and the integral defining d(x1, x2)
does not depend on p. So d(x1, x2) is well-defined.

DEFINITION 4.2 Let p be a fiber of the pattern x : £2 x I — R, The function Z : R¥ — R is
Holder continuous with exponent 8 with respect to the fiber distance if, for some constant C,

|Z(x2) — Z(x1)| < Cd(x1, x2)? 4.2)

for all x; = x,(11), x2 = xp(12).
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THEOREM 4.3 Let x be a simple pattern, let Z be as in Definition [2.2] and let p € £2 be given.
Then the following conditions are equivalent:

(i) Z is Holder continuous with exponent 8 on the fiber p (formula (4.2));
(i) the Holder continuity condition holds when one of the points is a terminal point, i.e. if x =
x(p, t), we have

Z(x(p, b)) — Z(x) < Cd(x, iy (p)” (4.3)

for some constant C > 0;
(iii) if x = x(p, t), then

m(x) > Cd(x. iy (p) T (44)
for some constant C > 0.
Proof. The proof is divided into three steps.
(i)=(i). Obvious.

(i))=(ii1). Recall that the function s +— m(x (p, s)) is non-increasing. Thus,
b 1
Cd(x,iy(p)P > Z(iy(p)) — Z(x) =/ m(x(p,s)* 1 xp(s)|ds
1

b
> m(X(p,l))“_I/ ip($)]ds = m(x)* ' d(x, iy (p)).
t

(iii)=>(@i). Consider the reparameterized fiber, so that |x, (r)| = 1. Let [ be its length. From (.4),
m(xp(s)*~' <l —s/P7.

Integrating between #; < t, we get

5}

Z(xp(n)) = Z(xp(11)) = f m(x(p,s)* " ds

n

: PRV IR
< /ZC(l—s)ﬂ_lds - c[(l e =n } 4.5)
11 13 /3

By subadditivity (I — 11)? — (I — )? < (tn — 1)), so

C C
Z(x2) — Z(x1) < E(Iz —n)f = Ed(xl,xz)f’. O

REMARK 4.4 If C is the constant appearing in inequality (.2), then our computation provides
C!/@=D a5 the constant in inequality @.4).

THEOREM 4.5 Let x be an optimal pattern. Then the uniform Hoélder continuity on the fibers of
the landscape function (Definition implies its Holder continuity with respect to the Euclidean
distance on D, .
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X1

s
X1

X2
FIG. 2. Proof of Theorem &3]

Proof. Fix x1, x2, letd = |x; — x2|. Suppose first you can take x; backward on the fiber of x| at a
fiber distance d (see Figure[2). Thanks to the decay inequality (4.4) of Theorem we have

1-p
m(x}) > CdT™a, thatis, m(x))*! < caf!.

By Corollary[3.10]
a(Z(x}) = Z(x2)) <m(x)* ' x] — xa| < (€PN (2d) = 2CdP.

Finally, since Z(x1) — Z(x2) = (Z(x1) — 7(xi)) + (7(xi) — Z(x»)) and each of the two terms is
bounded by some constant times d” (the first thanks to the Holder continuity on the fiber and to the
equality Z = Z o x implied by the minimality of ), the first part of the proof is complete on D,
and, by a continuity argument, on D_X (see Remark iii)).

Suppose finally that x| cannot be taken at a fiber distance d. Then we can take x| = § and the
term 7(x{) — Z(x2) can be estimated by zero. O

REMARK 4.6 Note that if the Holder continuity constant with respect to fibers is C, then the
constant with respect to the Euclidean distance is at most C(1 4+ 2/«).

5. Irrigation cost of a measure p with a given Ahlfors dimension

Before entering the last part of the proof of the main result, we prove an estimate from above of the
irrigation cost between a Dirac mass and a measure Ahlfors regular from below. The irrigation cost
is bounded by the a-power of the mass of the irrigated measure times the diameter of its support
times a universal constant. We recall that the definition and a complete treatment of the main tool
used here, the hierarchy of collectors, can be found in [DS2] (see, in particular, Definition 3.1 and
Corollary 3.1 there).

DEFINITION 5.1 (Lower Ahlfors regular measure) A measure w is Ahlfors regular from below in
dimension £ if there exists C4 > 0 such that

((B(x, 7)) = Car”

for all € [0, 1] and for all x € spt u.
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A dyadic cube of order n in RN is a Cartesian product of N intervals of the kind
[27", (k+ 1)27"[fork € Z,n € N:

N
Ok iy = [i2™. (ki + D27"[;
i=1

yees

Q)= @7k +1/2), ... 27" (ky + 1/2).

LEMMA 5.2 Let B be a ball of radius 1 and let © € P(R") be such that sptu € B. Suppose
also that p is Ahlfors regular from below in dimension /. Let P, be the set of centers of the dyadic
squares of order n which meet spt . Then

#P, < C;12M D,

Proof. Consider the balls whose center is the center of some dyadic square of order n and whose
radius is r = 27D, Their mass (with respect to the measure y) is at least (by the Ahlfors
regularity from below of ©) C4 2~h@+1) Moreover, such balls are disjoint. We then have

#PDCA2 D <37 By () < (| Brwin @) <1,

xepP, xepP,

since the total mass is 1. This inequality gives the conclusion. |

THEOREM 5.3 Let B be a ball of radius 1 and let € P(R") be such that spt © C B. Suppose
also that u is Ahlfors regular from below in dimension 4. Then, giveno > 1 —1/h and S € B, we
have

da(l’l’v 6S) g C(CAa h’ Nva) < +OO.

Proof. Without loss of generality, we can suppose that S is the center of B. A different source can
be managed using a pattern which initially moves the mass from the source to the center of B.
C(Ca, h, N, a) will be increased at most by 1, the cost of transportation of a Dirac mass from the
boundary of B to its center.

Since spt u is compact, for every n we can define P, as in Lemmal[5.2] Set Py = {S}. Consider
any dependence map y;, : P, — P,—1 which maps a point in P, to a point in P,,_; whose distance
does not exceed 27", and the corresponding hierarchy of collectors (P, Yn)0<n < Nanas -

The cost of the pattern connecting §g to u is then estimated by (we refer to Corollary 3.3 of
[DS2] and to Lemmal5.2)

+oo
D 2N @R,

n=1

So C(Ca, h, N, @) can be chosen as

4y/Ncy™!
C(Ca N, @) = +— i
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COROLLARY 5.4 Let u € P(RY) be such that (RY) = m. Suppose that spt s is contained in
a ball of radius d. Suppose also that p is Ahlfors regular from below in dimension /. Then, given
a>1—1/hand S € RV,

dy(u, 8s) < C(Cap, h, N,a)m“d.

Proof. The proof is the same as that of Theorem Note that scaling the length by a factor d
multiplies the cost by d. A mass scaling by a factor m multiplies the cost by m®. O

6. Holder continuity of the landscape function
In this section we are going to prove that inequality (#.3) holds for a.e. p € £2 with
1-p

l -«

=h, thatis, B=14h(ad—1),

under the hypothesis that the irrigated measure is Ahlfors regular from below in dimension 4.

LEMMA 6.1 Let u be the irrigated measure, which is supposed to be Ahlfors regular from below
in dimension k. Let Z be the landscape function associated to the optimal pattern x. Let 8 :=
1 + h(a — 1). Then, for some ¢ > 0,

Z(x0) — Z(x) < clxo — x|’ ©.1)
for x¢ in the support of the irrigated measure w and x € RV,

Proof. For contradiction, fix x, xo with xo € sptu such that, for a suitably large constant ¢ (see
Figure [3),

Z(x0) — Z(x) > clxo — x|P.

‘>X0

FIG. 3. Proof of Lemmal[6.1]
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Let r = |xg — x|, s0 Z(xp) — Z(x) > crP. Since we are assuming spt . is bounded, we can suppose
that » < 1. Indeed, if @I) held for all couples with < 1, it would also hold for all the remaining
couples with r > 1.
Let By := B, (xo) with ry = r27*. Since Z is lower semicontinuous, we have
Z(xp) = supinf Z.
k=0 B

Then, given ¢ > 0 we must have Z(xg) — ¢ < infp, Z for every k > ko for a suitable integer ko.
Since x € By, we clearly have infg, Z < Z(x). For ¢ = crf /2, we get

1
infZ —infZ > Ecrﬂ.

By, By
Choose
=211 -27P)c. (6.2)
Since
ko
inf Z —infZ = Z(ian — inf z),
By, By =1 Bx By

we cannot have

infZ — inf Z <¢'r] forallk=1,..., ko,
By By—1

as then
21_'56‘/
< =3
1—2-#
contrary to (6.2). For a certain value of k = k; we must thus have

c

infZ — inf Z>crl.
By, B, -1 !

Let x, 1 be a point which realizes the infimum of Z on By, ;. We now apply Corollary 3.18| with
X = By, ¥y = Xg,—1, and the moved mass is that carried by fibers stopping on X = By,. The
difference of the values of the landscape function between X = By, and y = x4, _1 is then given
by ¢ r,f}l . Taking into account Corollary ince the irrigated measure is Ahlfors from below and
X0 € spt i, inequality of Corollary [3.18becomes

otc’r,’f <Ceh iy = Crf.
Here C is the constant of Corollary This means that if we choose c, and therefore ¢/, sufficiently
large we get a contradiction. O
Now, we reach the main theorem of the paper.

THEOREM 6.2 Let u be the irrigated measure, which is supposed to be Ahlfors regular from below
in dimension h. Let Z be the landscape function associated to the optimal pattern x. Let  :=
14+ h(a — 1). Then

1Z(x) = ZW)I < elx = yI°

on D, of the pattern .
Proof. The result simply follows from Lemma [6.1]and the equivalence stated in Theorem[d.5] [J
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7. Necessary conditions for the Holder continuity of the landscape function

The main result of this section is the following theorem. In Appendix [A| the reader will find the
definitions of the various notions of measure dimension which play a role in this and the following
sections.

THEOREM 7.1 Let u € P(£2). Let x be an optimal pattern between 65 and p. Suppose that
the landscape function is Holder continuous of exponent 8 < « (i.e. the decay exponent h =
(1 —-p8)/(1 —a) satisfies & > 1). Then

dimp (1) < h.

From Theorem|[/.1] we deduce a corollary which matches Theorem

DEFINITION 7.2 (Upper Ahlfors regular measure) A measure p is Ahlfors regular from above in
dimension £ if there exists C4 > 0 such that

W(B(x,r)) < Car’.

COROLLARY 7.3 Under the same assumptions of Theorem [7.1] suppose also that u is upper
Abhlfors regular in dimension 4’. Then

W<h= , ie. BL1I+W(a—1).

Proof of Corollary[7.3] ~ Recall the following results from [DS2]:

e Theorem 1.1: dim.(u) < max{dimp(u), 1}; recall that dim¢(u) is the least Hausdorff dimension
of a set on which p is concentrated;
e Corollary 1.4: if i is upper Ahlfors regular in dimension 7', then dim¢ () > ’.

We then have
h' < dime(p) < max{dimm(p), 1} < h,

which completes the proof of the corollary. O

COROLLARY 7.4 If the irrigated measure is Ahlfors regular in dimension 2 > 1, the exponent
given by Theorem [6.2]is the highest one and is independent of the source of irrigation.

Proof. Suppose that p is Ahlfors regular from below in dimension A; and from above in
dimension ;. The exponents must satisfy 4, < hi. By Theorem [6.2] the landscape function is
Holder with exponent 81 = 14 h(a — 1) (or less). If we add the hypothesis that 2, > 1, and apply
Corollarywe find that the Holder continuity exponent cannot exceed 8y = 1 + hy( — 1) > 1.

This shows that when w is Ahlfors regular in dimension # > 1 (i.e., hy = h, = h, and
B1 = B2 = 1 + h(a — 1)), the Holder regularity given by Theorem [6.2]is the best possible and
the regularity does not depend on the position of the source. O

To be able to prove Theorem 7.1 we need some preliminary results and notation.

REMARK 7.5 If the landscape function is Holder continuous of exponent f, then the length of the
fibers is bounded by || Z|| s (diam({S} U spt w))? on the support of the pattern D,.
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Indeed, if p is a fiber, then its length is given by [ ; 1x(p, t)| dt. Thanks to the Holder continuity
of the landscape function we can estimate the length as

/1 1% (p, O1dt < Z(x(p, b)) — Z(S) < I Zllc#1S — x(p, b)IP < C(diam({S} U spt ))”.

Since the left hand-side is the length of the fiber, the statement is proved.

Given p € £2 and a point x define 7, (x) as
tp(x) :==1inf{t € I : x(p,t) = x}.

Coherently, 7,(x) = b := sup[ if the fiber p does not pass through x. Consider the function /
defined on the image of an optimal pattern xy which associates to every x the supremum of the
distance along the fiber x;, from x to the terminal point of the fiber, given by

[(x) = esssuplp(x), (7.1)

where

b
Ip(x) = /( : [Xp(s)|ds (7.2)
1p(x

(if Z is Holder continuous, [, (x) < +oofora.e. p € §2 by Remark, and the essential supremum
is taken over the particles p whose equivalence class at the time when it passes through x is of
positive measure, i.e. |[p]tp(x)| > 0.
With this notation, the implication (i)=>(iii) in Theorem can be restated as: if Z is Holder
continuous of exponent g, then
m, (x) > Cl(x)" (7.3)

for some constant C and 2 = (1 — B)/(1 — «).
Let us recall a definition from [MS2].

DEFINITION 7.6 (Flow ordering) Consider an optimal pattern x. Let x, y € RY. We say that x
precedes y in the flow order if there exists A C £2 with o (A) > 0 such that for all p € A we have
¢(p) < +ooand t, < ty, where x,(tx) = x, xp(ty) = y. In this case we write x < y. Note this is a
partial ordering.

LEMMA 7.7 Consider an optimal pattern x. Suppose that x < y. For a.e. p € £2,
I(y) = 1(x) < =d(x, y).

As a consequence, [ is decreasing with respect to <.

Proof. If x,y € x,(1), we must have by definition
lp(x) = 1p(y) =d(x, y).

Formula (7.1)) implies that for every ¢ > 0, there exists a set P of fibers with a positive measure
passing through y such that if g. € P then

I(y) <lg,(y) +e.
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Since y is a simple pattern, x € xg4,. We then have, for some g,

I(x) 2 lg, (x) = 1g, (y) +dg, (x,y) =14, (y) +d(x,y) 2 1(y) —e +d(x,y).
Since ¢ > 0 can be chosen arbitrarily small, the lemma is proved. O

LEMMA 7.8 Consider an optimal pattern yx. Suppose that the landscape function is Holder
continuous of exponent 8. Then [ o x,, is upper semicontinuous for a.e. p € £2.

Proof. 1o xp is decreasing by Lemma so we just need to prove the left continuity. Given 1y €
and any increasing sequence t, — fy we will prove that

¢ < lim 10Gpm) = ¢ <10 0).

This will imply lim,, (), (t,)) = [(xp(to)). Note that, in principle, we could have ¢ > [(x, (%))
if the fibers passing through x,(#,) and almost realizing the value of /(x,(#,)) would not also pass
through x,(#9). In the following we will rule out this occurrence, showing that there must be a set
of fibers of positive measure passing through x,(fo) and of “residual length” at least c. Let

A, =1q €lply, : l4Gp(t) = .

We have Ap41 C Ay, since [ply,; € [ply, and I;(xp(t)) 2 13 (xp (ta+1)). Let ¢’ be any number
such that

, .
c<c < niufool(xp(t"))'

Since I(xp (1)) > ¢/, we can find p, € [pl;, (with [pl, of positive measure) such that
Ly, (Xp(ta)) > ¢’. Then, if we take 7, > 1, such that d(x,, (tx), Xp,(Tn)) = ¢, we have

Ly, (Xpa (Tn)) > ¢’ —c.

Therefore, from inequality (7.3)),
[pnle,| = C(' = o),

where, as usual, 7 = (1 — 8)/(1 — ). Obviously, [p,l, € As, soO

ne(Ay) = C —ol.

A:ﬂAn.

n>0

Let

Then
ne(A) = C —ol > o.

Every fiber g € A passes through x,(#o) (thanks to the continuity of x,), and from I, (x,(t:)) > ¢
it follows that [, (x,(f0)) > c. Consequently, I(x,(t9)) = c. O

We now go on with a key proposition in the proof of Theorem[7.1] This is a kind of “intermediate
value theorem” for / (in spite of the fact that / is not continuous).

PROPOSITION 7.9 Suppose that/ is the function associated to an optimal pattern . Letl; < [(xy).
Then there exists xo > x1 such that [(xp) = [;.
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Proof. Letl; > 0, otherwise we just choose a terminal point. Consider the following minimization
problem:

m=inf{l(y) : y = x1, [(y) = I1}. (7.4
Let y, be a minimizing sequence and suppose [(y,) = [(y,+1) and [(y,) — m > [;. Let
Py={pe:y, e xpD)}

Because of our hypothesis on the Holder continuity of the landscape function, we deduce from
inequality (7.3)) that
o (Py) > CIf.

P =limsup P, = ﬂ U Py.

n— 400 n>0k>n

Let

By the Fatou Lemma,
pg(P) = limsup up (Py) > CIj.
n—+00
By the definition of P, if p € P then for some increasing sequences njy and #; we must have
X (D, tk) = yn, . Finally, I(y,,) = 1 and ty — t5 (since y, is a minimizing sequence on which / is
decreasing).
Let Ymin := X (P, too). Then y,, — Ymin and by Lemma([7.8]

[(ymin) 2 limsupl(yn,) = 1lim I(yy) = 11,
k— 00 k=00

SO ymin solves (7.4), since for all k we have [(ymin) < [(Yn,) (¥, precedes ymin and / is monotone
on the fiber as stated in Lemmal(7.7)).

If we now set x3 = ymin, We just need to prove that /(ymin) = [1. Suppose, on the contrary,
that /(ymin) > 1. Then, for some fiber p1, I, (ymin) > [1. Hence for some &; we would find a
point y = x(p1, oo + €1) = x1 with [, (y) > [ and, by Lemma [(¥) < I(Ymin)- Then ymin
would not be the minimizer of the problem stated in (7.4), since y would satisfy the constraints and
1(¥) < I(Ymin)- 0

Proof of Theorem Consider the following construction. We start from a terminal point xo and
go back along its fiber p a distance §. We reach a point x; where [(x1) > [,(x1) = 8. Let x2 > x3
be the point in Proposition such that [(x2) = k6 for the maximum positive integer k possible.
Since k is maximum, the Euclidean distance between x, x; is at most 28 by Lemma Note that
the maximum integer k(8) obtained in this way does not exceed §~1CdP (where C is the Holder
constant of the landscape function and d = diam({S} U spt 1)). Indeed, by Remark [7.3| we have

k(8)8 = I(xy) < CdP.

Let S(8) the set of points obtained like x; from a terminal point xo, and v the measure which
realizes the minimum of the co-Wasserstein distance between the irrigated measure p and the set of
probability measures supported on S(6). The distance of each of the selected points to the support
of the final measure is at most 2§, so that weo (i, v) < 26.
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Given k, the number of points of S(§) such that /(x) = k§ can be estimated by C 1/(=e)s=hp—h.
indeed, these points cannot be on a flow line by the way they are chosen, so their number N; must
satisfy

Ve VN < 1,

since by (7.3) each point carries a mass at least C!/~D(k8)" and their total mass must be less
than 1.
Hence, for the total number of points N (§) we have the following estimate:

k() s~1caf
N@) =) Ni < Cl/(l‘“)(S‘h[l +/ x7h dx:|. (1.5)
k=1 1

Inthe case h > 1,

< —log(sC~'d7P).

s~1lcdb -1 ,3—B1h—1
8 —
/ oy — _[ Cd™P] 1
1 h—1

The last inequality follows from the convexity of the exponential function. In the case h = 1,

s~1lcab
/ x~ldx = —log(8C~'d™#).
1

In any case, we can estimate
N©) < cVU=D57h( _log8C™'dP)) =: 67" £ (5),

where f(8) grows as —log§ as § — 0T. Now, given n choose the unique & (the uniqueness is true
only for § small) such that n = §h f(8). For such a choice of §,

Woo (1, Dp) < woo (i, Dys)) < 26.

We then easily have
1 D)\ ! log(28 !
dim (1) znmsup(w) < ummp( 08(2) ) _
‘ R —logn s—o+ \—log(8=" f(8))

The statement of the theorem now follows from the following result of [DS2| Proposition 5.4]:
dimy (12) = dimgZ (o). O

REMARK 7.10 Note that in the previous proof, in the case 4 > 1, N(§) can be estimated by

k() +oo
N() = ZNk < cl/“—“)a—h[l +f x" dx].
k=1 1

Since N (8) does not depend on k(§) and, consequently, on the size d of the diameter of the convex
hull of the supports of the initial and final measure, the irrigated measure does not need to be
compactly supported. Of course, this is not the case when & = 1.
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8. Counter-examples

We now provide some counter-examples which show the role of the hypotheses assumed in this
paper.

Consider a probability measure . € P(R). Its distribution function is F (x) = p((—o0, x)) (this
definition is slightly different from the usual one). Recall that F' is a non-decreasing, left-continuous
(hence, lower semicontinuous) function. Moreover, 0 < F(x) < 1 and

lim F(x) =0, Iim F(x)=1.
xX— —00 xX—+00

Set
J(x0) = lim_F(x) — F(x0) = u({xo})-
x—)xo
Given y € [0, 1], the set
F7'Q—oc0,y) = (x e R: F(x) < y}

is a closed interval of the form ]—oo0, a]. We then set for y € [0, 1[, taking advantage of the lower
semicontinuity of F,
G(y):=max{x e R: F(x) < y}.

G is the so-called quantile function of F. Since

F~1 (=00, y]) = (=00, GO,

we have by construction
Fx) <y & x<G(y).

G is non-decreasing and right-continuous (hence, upper semicontinuous). Of course, if F is one-to-
one, then G is just F~!. Note also that in general this may not happen because x can be null on
some interval.

Suppose now that we are given a measure y such that spt 4 C [0, 1] and consider the problem of
the irrigation of u from S = 0 (in the following we will always consider the irrigation from S = 0,
unless otherwise stated). The optimal pattern is given on §2 = [0, 1] by

x(p, 1) = min{r, G(p)},
since the support must be convex and the no-loop condition must hold, and the multiplicity is given
by
m(x) =1—F(x) = p(x, 1]).

The landscape function is then given by

Z(x)=/xm(t)“_ldt=/x(l — F@t)* dr. (8.1
0 0

We have seen in Corollary that when p is Ahlfors regular in dimension /4, the best Holder
exponent of the landscape function is 1 4+ k(o — 1) and it does not depend on how we choose the
source S. The same is not true if the irrigated measure is only Ahlfors regular from below, as the
following example shows.
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EXAMPLE 8.1 When the measure is Ahlfors regular from below in dimension £, the regularity of
the landscape function may depend on the location of the source S and may assume both the lowest
best possible value 1 + A(e — 1) (given by Theorem and the highest best possible value 1.
Consider the measure u € P ([0, 1]) given by

1

1 1
n = 550 + §f£|[o,]]

where f(x) = h(1 —x)"~! with o > 1. It is easy to check that yx is Ahlfors regular from below in
dimension % (but not from above). The distribution function of u is given by

1 h
Fo=1-20-x" (8.2)

Suppose now that o > 1 — 1/ . By formula (8:I)) we have

1

g —d - 0P,

X
1 h(a—1)
Z(x):/O Za—l(]_t) “=Vdr =

where 8 = 1 + h(a — 1). Hence Z is then Holder continuous with the exponent given by Theorem
[6.2] Note that in this case x = 1 is a terminal point. The same regularity holds for § < 1.

On the other hand, if we irrigate the same measure from a point § > 1, the mass function in
0 < x < 1is given by

mx)=1-— l(1 -0 >
2 =

’

N =

while m(x) = 0 if x > 1. The landscape function is given by
X
Zi(x) = / mx)*dr+ 8 -1,
0

which is Lipschitz continuous, the best possible regularity of the landscape function.
An analogous construction leads to the following remark.

EXAMPLE 8.2 (A counterexample to the conclusion of Corollary if we drop the hypothesis
h > 1) An estimate analogous to inequality in the case & < 1 actually provides only
dimp(u) < 1, which gives A’ < dim¢(u) < min{dimy(p), 1} = 1 since dimp(u) < kb < 1.
Actually, this is in the nature of things. Indeed, consider the irrigation from § = 0 of the measure

1, 1
m= 5L+ 501
Since the multiplicity is bounded from below, the landscape function is Lipschitz continuous

(h = 0), but the measure has Minkowski dimension 4’ = 1.

In general, without assumptions on the irrigated measure, the landscape function may be no more
than lower semicontinuous. This may happen in dimension greater than one (as the next example
shows). In the 1-dimensional case, the continuity is guaranteed by the following proposition.

PROPOSITION 8.3 In the 1-dimensional case, the landscape function is continuous. Moreover, it
is locally Lipschitz continuous in the set where it is finite.
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Proof. Let [a, b] be the convex hull of the support of the irrigated measure and the source of
irrigation. Without any restriction, let S = 0 be the source of irrigation. The landscape function
is then defined on [a, b]. Suppose that @ > 0. Since the function (1 — F(x))*~! is non-decreasing,
it is bounded in any interval of the type [0, b — €], so that Z € Lip,,.([0, b — €]) and the proposition
is proved.

If a < 0, the optimal pattern is built up merging the optimal pattern irrigating (0,5] and (|[a,0]-
This proves the continuity and Lipschitz continuity separately, which ultimately gives the continuity
of the landscape function on [a, b] and its locally Lipschitz continuity on Ja, b[. O

The landscape function remains continuous even if it takes the value 4-o00. It is easy to see that this
may happen for an irrigable measure, as shown, for instance, in the following example.

REMARK 8.4 Note that we may have Z(b) = +oo (but u is nevertheless irrigable). This is the
case for a measure ; whose density is given by

f) =h(1=x)""Ly .
Inthiscaseb=1and 1 — F(x) = (1 — x)h. If we take h(1 — ) > 1, for x < 1 we have
1 (1 — x)!+h@=D
l+ha—1) 14+h@—1) "

while Z(1) = +o0o. Nevertheless, p is irrigable since in the 1-dimensional case every measure is
irrigable for 0 < o < 1.

Z(x) = fx(l —F@)* 'dr =
0

EXAMPLE 8.5 The landscape function is, in general, not continuous in dimension N > 2. Let
a € [0, 1] and let the source be S = (0, 0).

(i) Consider any sequence {x;,},>1 of points in R? such that:

e X, —> Sasn — +o0;
e for every n > 1, the point x, is at a positive distance from the (closed) convex envelope
Cpof S, x1,...,x,.

For example, the sequence given, for n > 1, by

1 b4 (T
xp = —|cos| — ], sin| —
"o 2n 2n
would fit these requirements.

(i) Consider now the following recurrent construction. Suppose that, given n > 1, we have defined

a measure
n n
o =Y ardy with Y ap=1.
k=1 k=1

Note that this condition determines 1 (which turns out to be 8,,). Define

n—1
wy =av+ (a, —a)dy, + Zak(sxk»
k=1
where v is any probability measure supported in the closure of the set {x; : k > n}. Since
ué = ppasa — 07, x%(p,") = xn(p,-) uniformly for a.e. p € £2 by the Skorokhod
Theorem.
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(iii) Fix a radius 7,4 such that B, (x,41) and C, are a positive distance apart. We now prove
that for every ¢ > 0 there exists §,(¢) > 0 such that, whenever a < §, (¢), the measure of the
set

Pl ={pe€:xa(p, )N By, (xnt1) # ¥}

is less than ¢. Indeed, suppose on the contrary that for some ¢ > 0 there exists a sequence
ax — 0 such that uo (Py%) > . Then

ne <lim sup P,fk) > limsup uo(P*) > e,

k—+00 k— 00

which contradicts the a.e. uniform convergence given by the Skorokhod Theorem (the previous
step).

(iv) Fix now &, such that ¢
measure less than &;,41.

(v) Consider now an optimal pattern x irrigating the measure p built in this way. This pattern is
irrigable if & > 1/2 (note that we could also require ), a¥|x,| < +00, so that the measure
would also be irrigable for o < 1/2). By construction, Z(x;) > s;‘,‘_lrn > n since a mass of at
most &, has to cover a distance at least r,, to reach x,,. Then

a—1

a1 lnyl > 10+ 1 and a,4+1 < min{ay,, 8,(,+1)} such that Pnan+1 has

lim Z(x,) = +o00 > 0= Z(S).
n——+00o

The landscape function is thus lower semicontinuous, but not continuous at S.

A. Dimensions

In this appendix we recall the definitions and main properties of the dimensions used in the paper.
For the details we refer to [DS2] or [M]].

A.1  Hausdorff dimension
Given a set A, its Hausdorff dimension is defined by
dimy(A) := inf{a > 0 : H*(A) = 0}.

DEFINITION A.1 (Hausdorff concentration dimension) Given a Borel measure w, we define the
Hausdorff concentration dimension of u as

dim¢ () = inf{dimy(B) : u(B) = 0}.

PROPOSITION A.2 If a Borel measure p is upper Ahlfors regular in dimension 4’, then
dime(u) > h'.

Proof. See Corollary 1.4 of [DS2]. O
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A2  Minkowski dimension

Minkowski dimension can be defined in several ways. Let A be a bounded subset of R . Define
N(A,¢) as

k
N(A,¢) = min[k eN:AC| B, xi € RN}.
i=1
N (A, ¢) is the least number of balls of radius & whose union covers A.

DEFINITION A.3 (Minkowski dimension) The Minkowski dimension of a set A is defined as

dimp(A) ;= inf{@ > 0 : limsup N(A, ¢)¢* = 0}.

e—0t

Definition as a power of e~'. It is easy to see that Minkowski dimension is also given by
logN(A, ¢ .
dimp(A) = lim sup & = lim sup logl/s N(A,eg).
e—0t1 —loge e—0t
The Minkowski dimension measures how fast N (A, &) grows as ¢ — 07 in terms of a power of e~

Definition via the Minkowski content.  Another equivalent definition is

log LN (A
dimy(A) = N + lim sup &£ (Ae).
esot  —loge
where A; is the closed e-neighborhood of A given by
A, ={x eRY :d(x, A) <)

Definition as box counting dimension. There is one more way to define Minkowski dimension.
Recall that a dyadic cube of order m in RV is a Cartesian product of N intervals of the kind
[k27", (k + 1)27™[ for k € Z,m € N. For every given m, the dyadic cubes of order m are a
disjoint cover of RV . Let Q(A, m) be the cardinality of dyadic cubes of order m which meet A. The
Minkowski dimension of A is given by

1 A,
dimpi(A) = lim sup M.
e—01 m lOg 2

PROPOSITION A.4 For every set A, we have
dimy (A) < dimp(A).

DEFINITION A.5 (Minkowski dimension) The Minkowski dimension of a measure u is given by
the infimum of the Minkowski dimensions of the sets B on which u is concentrated (or equivalently
of the support of ). It is denoted by dimpg(ut).

PROPOSITION A.6 Let u € P(RM). Then
dimc () < max{dimm(w), 1}.
Proof. See Theorem 1.1 of [DS2]. O
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A.3  Resolution dimension

The resolution dimension was introduced by Devillanova and Solimini in [DS2]], to which we refer
for the proof of the statements given. Let u € P(§2). Consider the set D, of discrete measures v
with #(spt v) < n and the minimization problem

w , D,) := min w , V).
p(,l,L n) veD, p(M )

DEFINITION A.7 (Resolution dimension) Let u € P(RV) and p € [1, +oo]. Then the resolution
dimension of p of index p is given by

lo , D -1
dimfs () 1= —(lim sup %) .
n—-+00

The next proposition is contained in [DS2].

PROPOSITION A.8 For all probability measures ;« we have

dimp () < dimles () < dimp(u).

Moreover for p = 400 the resolution dimension coincides with the Minkowski dimension.

B. Measurability facts

Recall that in the model considered, a pattern x : £2 x I — R" is a Carathéodory function. This
means that:

e forallr € I the function p — x;(p) := x(p, t) is measurable;
o for up-a.e. p € £2 the function r — x,(¢) := x(p, t) is continuous.

DEFINITION B.1 (Fibers passing through a point x) Given x € R¥, consider the set 7' (x) defined
by
T(x):={pes2:xex(p D}
Equivalently, 7 (x) is the set of fibers p € §2 such that for some ¢t € I we have x(p, t) = x, i.e. the
fibers passing through x. Hence,
T = Jx . (B1)
tel

REMARK B.2 T(x) is nothing other than T ({x}) of Definition
PROPOSITION B.3 T (x) is a measurable set.

Proof. The set X;_] ({x}) is measurable for all ¢+ € I. Of course, this is not sufficient to prove the
measurability since equation (BT)) does not define T (x) as a countable union. Let /,, be an increasing
sequence of compact intervals whose union is / (if / is itself compact, choose I, = I for all m).
Define
T = %7 Biynx), Tt = [ x7'(xh.
tely tely

We have

Tn() = () Tun®), T =] ). (B2)

n>0 m>0
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First, we prove that 73, ,(x) is a measurable set. We have

Tun@ = J x ' Bim).

tel,,NQ

(B3)

Indeed, if p € Tpy.n(x), then x(p,7) € By /n(x), so, by the continuity of x with respect to the
variable ¢, x (p, t) € By/u(x) for ¢ in a suitable open interval containing t. In particular, x (p, f) €
By, (x) for some f € Q. Since in equation @, T n(x) is a countable union of measurable sets, it
is measurable.

We now prove that the first equality in (B2) holds, the second being straighforward. Since
T (x) € T n(x) for every n,

T (@) € () T ().
n>0

Now, suppose that p € ﬂn Tn.n(x). For every n > 0 there must be #, € I, such that x (p, t,) €
By, (x). Since I, is compact, up to a subsequence #, — t € I,. Clearly, x(p,7) = x, that is
P € Bin(x). O

This result can be easily generalized to a general closed set X.
PROPOSITION B.4 If X is a closed subset of RY, then 7' (X) is a measurable set.
Proof. Just replace By, (x) by the 1/n-neighborhood of X in the proof of Proposition[B.3] O

C. Notation

RV: the Euclidean N-dimensional space

PRN): the set of Borel probability measures on RV

M(t): the Monge functional (see (T.I))

Mut, 1u): the set of transport maps between 1, ™~

K(m): the Kantorovich functional (see (T.2))

Put, u): the set of transport plans between b, ™

wp (ut, puo): theWasserstein distance of order p between ut, u=

Wy (Y): theWasserstein space of order p

(£2,B(2), ne): the space of particles or reference space; i is the reference measure
oy (p): the stopping time: oy (p) :=inf{r € R : x const on [, +-00]}

iy(p): the terminal point of the fiber p: iy (p) := x(p, oy (p)) = x(p.b)

W the irrigated measure: 0 = i, #/L0; spt u is compact, unless otherwise stated
AC(I): the absolutely continuous functions on the interval 7

[pl,i=0,1,2: solidarity classes (see Definition|.2)

mi (p.1).i =0,1,2:

sL(p,1),i=0,1,2:
JL(p,0),i=0,1,2:
c(p):

a mass function (see (L:8))
cost densities (see Definition l

cost functionals (see Definition|1.3)
the cost of the fiber p (see 2-I))

Dy: the domain of the pattern x (see Deﬁnition

Zy: see Deﬁnition

x: the mass deviation of the pattern

X: the mass by-pass of the pattern x

d(x1,x2): the distance of x1, x on the fiber for a simple pattern (see {-I))

B=1+h(ax—1):
Ip(x):

the usual relation between S, &, o
the distance of x to the terminal point of the fiber p (see (7:2))
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1(x):

do (@, v):
H*:
dimyy (A):
dime (p):
dimpg(p):

dimf’es(u), dim$ (u):  the resolution dimension of the measure p (see Definition

[A-V]

[BCMI]

[BCM2]

[BF]

[DS1]

[DS2]

M]

[MMS]

[MS1]

[MS2]

(R]

[S]

(V]

[X]
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the maximum distance of x from a terminal point (see )

the least cost of irrigation of v from u (see @]))

the outer Hausdorff measure in dimension «

the Hausdorff dimension of the set A

the concentration dimension of the measure & (see Definition|A.1

the Minkowski dimension of the measure  (see Definition

A7)
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