
Interfaces and Free Boundaries 18 (2016), 263–289
DOI 10.4171/IFB/364

Sharp interface limit of an energy modelling nanoparticle-polymer blends

STAN ALAMA

Department of Mathematics and Statistics, McMaster University, Hamilton, ON L8S 4K1, Canada
E-mail: alama@mcmaster.ca

LIA BRONSARD

Department of Mathematics and Statistics, McMaster University, Hamilton, ON L8S 4K1, Canada
E-mail: bronsard@mcmaster.ca

IHSAN TOPALOGLU

Department of Mathematics and Statistics, McMaster University, Hamilton, ON L8S 4K1, Canada
E-mail: itopalog@math.mcmaster.ca

[Received 27 August 2015 and in revised form 21 January 2016]

We identify the � -limit of a nanoparticle-polymer model as the number of particles goes to infinity
and as the size of the particles and the phase transition thickness of the polymer phases approach
zero. The limiting energy consists of two terms: the perimeter of the interface separating the phases
and a penalization term related to the density distribution of the infinitely many small nanoparticles.
We prove that local minimizers of the limiting energy admit regular phase boundaries and derive
necessary conditions of local minimality via the first variation. Finally, we discuss possible critical
and minimizing patterns in two dimensions and how these patterns vary from global minimizers of
the purely local isoperimetric problem.
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1. Introduction

In many applications, engineering a self-regulating, stable structure with predetermined physical
properties is highly desirable. Here we consider the case of block copolymers, for which a composite
is created by adding solid “filler” nanoparticles in a blend of macromolecules to create high-
performance polymers that are used in, for example, solid-state rechargeable batteries, photonic
band gap devices, etc. (cf. [3] and references therein). Depending on the desired physical properties,
block copolymers can be used to direct assembly of nanoparticles or, vice-versa, nanoparticles can
be placed in the polymeric matrix to alter the morphology of block copolymer microdomains in
both the strong and intermediate segregation limits (see, e.g., [33, 37, 38, 55]). Nanoparticles are
also used in altering morphologies of immiscible mixtures such as oil/water mixtures or fluid-
bicontinuous gels with a microreaction medium and in controlling domains of coarsening (cf.
[16, 21, 38, 53]).

In this paper we consider an Ohta–Kawasaki-type model for a nanoparticle-block copolymer
composite and study its limit as the interfacial length scale becomes small, within the framework of

c European Mathematical Society 2016

mailto:alama@mcmaster.ca
mailto:bronsard@mcmaster.ca
mailto:itopalog@math.mcmaster.ca


264 S. ALAMA, L. BRONSARD AND I. TOPALOGLU

� -convergence. The limiting sharp-interface model combines three effects via interfacial, repulsive
nonlocal and bulk terms. As a first step, in this paper we concentrate on two of these and provide a
more detailed analysis of a sharp-interface energy consisting only of the interfacial and bulk terms.
Clearly, retaining the repulsive interaction term would enrich the energy landscape of the problem
and admit a wider variety of potential patterns for minimizers; however, by excluding nonlocal
effects we may focus on the confining effect of the nanoparticles which already dramatically
alters the morphology of the energy minimizers for the isoperimetric problem. We illustrate this
with a specific example in two dimensions, in which the presence of nanoparticles influences the
minimizing configuration to switch from a lamellar to a circular interface.

1.1 The Limiting Problem

We assume that the nanoparticles have a given, fixed distribution, described by an absolutely
continuous probability measure � 2Pac.Tn/. The sharp interface limit is to minimize the energy

E�;� .u/ WD
1

2

Z
Tn
jruj C �

Z
Tn
.u.x/ � 1/2 d�.x/: (1.1)

over functions u 2 BV.TnI f˙1g/ satisfying a mass constraintZ
Tn
u.x/ dx D m (1.2)

where m 2 .�1; 1/ and � > 0 are constants and Tn is the n-dimensional flat torus. Here
R
Tn jruj

denotes the total variation of the function u 2 BV.TnI f˙1g/ and is defined asZ
Tn
jruj WD sup

�Z
Tn
u div' dxW' 2 C 10 .T

n
IRn/; j'.x/j 6 1

�
:

Hence, the first term in the energy calculates the perimeter of the interface between the phases 1 and
�1whereas the second term penalizes the phase u D �1 according to the given probability measure
�. The strength of this penalization is controlled by the parameter � . The energy E�;� arises as the
singular limit of a sequence of energies that appear in models of self-assembly of nanoparticle-
polymer blends and are given by the standard Cahn-Hilliard energy with an inhomogeneous term.
This limiting energy can be considered as the extension of the classical isoperimetric problem to
an inhomogeneous medium. It also gives a simple model of understanding how penalization of
one phase via a probability density affects the geometry of the phase boundary. Indeed, depending
on the choice of the measure � (and the mass m,) the penalization term here can act as an
attraction or repulsion between associated phases. Minimization of energies similar to E�;� where
the competition between the interfacial and bulk energetic terms drives a pattern formation has
attracted much interest in the past. In particular, energies with a penalization term in this spirit appear
in modelling image processing problems such as image segmentation, inpainting and denoising
(cf. [9, 18, 31, 32]). This energy also has much in common with the problem of minimizing
perimeter in the presence of an obstacle constraint (cf. [4, 5, 7, 22, 34]).

1.2 The diffuse interface model

To model the nanoparticle-block copolymer configurations with N nanoparticles where each
particle is of the form of an n-dimensional ball of radius r > 0 and center xi 2 Tn for i D 1; : : : ; N ,
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in [19, 20] the authors consider a free energy which extends the Ohta-Kawasaki model [45] with
an addition of a penalization term. In a dynamical model, one would expect the nanoparticles to be
mobile as they interact with the diblock copolymers. Here we assume that the nanoparticle dynamics
is at a significantly slower time scale; hence, we fix their location, and treat them as confining or
pinning elements of polymer chains. Neglecting the mobility of nanoparticles is reasonble since we
would like to observe the change in the polymer morphology in terms of the minimization of the
free energy with respect to the phase parameter. To be precise, in its most general form we consider
the free energy

E�;;�;m;r;up ;N .uI x/ WD
3�

8

Z
Tn
jruj2 dx C

3

16�

Z
Tn
.u2 � 1/2 dx

C


2

Z
Tn

Z
Tn
G.x; y/.u.x/ �m/.u.y/ �m/dxdy

C �

Z
Tn

NX
iD1

V.jx � xi j/.u � up/
2 dx:

(1.3)

Here Tn denotes the n-dimensional flat torus, x D .x1; : : : ; xN / 2 Tn � � � � �Tn denotes the vector
consisting of the centers of nanoparticles and u 2 H 1.Tn/ is the phase parameter. Moreover, as
above m D

R
Tn u.x/ dx, and � > 0,  > 0, � > 0, r > 0 and up 2 Œ�1; 1� are constants. Clearly

m 2 .�1; 1/ is related to the volume fraction of the diblock copolymers describing the distribution
of different types polymers with m D 0 corresponding to equal mass distribution between two
types of polymers. As it is standard in Cahn-Hilliard-type energies, � > 0 describes the thickness of
the transition layer between u D 1 and u D �1. (The extra factor of 3

4
will simplify the form

of the eventual Gamma limit, and is inconsequential.) The parameter  > 0 is related to the
strength of the chemical bond between the polymers subchains in the copolymer macromolecule
and controls the long-range interaction between the phases via the Green’s function of the flat n-
torus denoted by G.x; y/. The parameter up 2 Œ�1; 1� determines the “wetting” of nanoparticles
and their preference towards the polymer phases. For example, up D 1 means that the particles
prefer to stick to those subchains of a diblock copolymer macromolecule that are given by the phase
u D 1. Finally V denotes a rapidly decreasing repulsive potential. In [19, 20], the authors take
V.jxj/ D exp.�jxj=r0/ with r0 � 1 so that the repulsion is short-ranged; however, we restrict V to
be a smooth and radial function of support B.0; r/ so that the interaction between particles is zero.
Hence, the last term of the energy (1.3) simplifies to

�

NX
iD1

Z
B.xi ;r/

V
�
jx � xi j

��
u.x/ � up

�2
dx:

REMARK 1.1 (The potential V ) The reason for the inclusion of a potential V as a weight in the
penalization term is related to the dynamics of the model. Indeed, in their model the authors consider
the evolution of a system of nanoparticle-block copolymer blend as a gradient flow of the free energy
given by (1.3) along with a system of ordinary differential equations for evolution of the centers of
nanoparticles. There a nonzero potential V enables the nanoparticles to move around in the domain
Tn whereas its short-range allows the authors to neglect the interaction between nanoparticles.

Even in the absence of nanoparticles (i.e., when � D 0) the microphase separation of diblock
copolymers yields a rather rich and complex picture. There is an extensive literature on the
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mathematical analysis of phase separation of block copolymers via the Ohta-Kawasaki model
and its sharp interface limit leading to a nonlocal isoperimetric problem. From mathematical
derivation of the model [8, 12] to analysis on curved manifolds [15, 56], the energy landscape
of (1.3) with � D 0 and its � -limit as � ! 0 whether posed on the flat torus (i.e. with periodic
boundary conditions), on a general domain with homogeneous Neumann data or on the whole
Euclidean space has been rigorously investigated in various parameter regimes of m and  (cf.
[1, 2, 6, 10, 11, 25, 26, 35, 36, 39, 42–44, 46–48, 51]). However, to our knowledge, mathematical
analysis of nanoparticle-block copolymer blends via the energy (1.3) or its sharp interface version
(1.1) has not been carried out.

1.3 Choices of parameters

We concentrate only on the local interactions between the phases, i.e., we choose  D 0. This
simplification does not affect the passage to the � -limit in the full energy functional, as the nonlocal
interaction term is a continuous perturbation of the other terms, but (as explained above) in this paper
we restrict our attention to the competition between the interfacial and bulk confinement terms only.
In the absence of nanoparticles (� D 0) the periodic phase separation and the relation between
the periodic Cahn-Hilliard energy and the periodic isoperimetric problem have been investigated
in [13]. The addition of nanoparticles into the model, of course, poses new challenges. In the model
(1.3), we take the weight of the penalization term to be compactly supported in a ball, smooth,
radial, repulsive and normalized to have mass 1. Specifically, we choose the function V W R ! R
so that for V.x/ WD V.jxj/
(A1) supp V D B.0; r/ for some 0 < r � 1,
(A2) V 2 C 1.Tn/,
(A3) V 0.jxj/ 6 0 for all x 2 Tn,

and
(A4)

R
Tn V.x/ dx D 1.

Also, we take

� WD
�

N

for some � > 0. With these choices the energy is O.1/. Moreover, we assume that up D 1, i.e., that
the nanoparticles completely prefer the phase u D 1. With the above choices, the free energy (1.3)
of a nanoparticle-polymer blend with N -many round particles centered at x 2 Tn � � � � � Tn with
radius r > 0 is given by

E�;�;r;N .uI x/ D
3�

8

Z
Tn
jruj2 dxC

3

16�

Z
Tn
.u2�1/2 dxC

�

N

NX
iD1

Z
B.xi ;r/

V.jx�xi j/.u�1/
2 dx:

(1.4)
We consider the energy E�;�;r;N over functions u 2 H 1.Tn/ with

R
Tn u.x/ dx D m and a set of

fixed points x 2 .Tn/N as centers of nanoparticles. Note that the constants in front of the first two
terms in (1.4) are chosen so that these two terms together � -converge to the perimeter of the phase
u D 1, namely to the first term of (1.1), as � ! 0 in the L1.Tn/-topology (cf. [50]).
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1.4 Outline

Our main result in Section 2 states that for any absolutely continuous probability measure � 2
Pac.Tn/ we can find N�-many points so that an appropriate extension of the energy E�;�;r� ;N�
to L1.Tn/ � -converges to the energy E�;� given by (1.1) as the number of particles N� tends to
infinity and the radius r� of each particle goes to zero as � ! 0 (Proposition 2.1). To prove this
result we exploit the above mentioned � -convergence of the periodic Cahn-Hilliard energy to the
isoperimetric energy as the interfacial thickness � goes to zero (cf. [13, 50]) while approximating
the measure � by measures where the density is given as the weight in the penalization term
of E�;�;r� ;N� . A classical consequence of � -convergence is that a sequence of minimizers of
the energies E�;�;r� ;N� converges to a minimizer of the energy E�;�;r� ;N� in L1.Tn/ as � ! 0

(Proposition 2.3). Note that the energies E�;� and E�;� admit global minimizers by the direct
method of the calculus of variations for any � 2 Pac.Tn/, � > 0 and � > 0. This � -convergence
result also extends to the copolymer model with the inclusion of the nonlocal repulsive interaction
term (Remark 2.2).

In Section 3, we state regularity and criticality properties of local minimizers of the energy E�;� .
Indeed, we prove that the phase boundaries of L1-local minimizers of E�;� are regular provided
the density of the measure � is in L1 (Proposition 3.1). Moreover, under additional smoothness
assumptions on the density (namely when the density is C 1) we present the first variation of the
energy E�;� giving a necessary condition of criticality (Proposition 3.3).

The periodic isoperimetric problem has been the focus of much attention in the past (see
e.g. [27–29, 41] and references therein), and it is well-known that solutions of the isoperimetric
problem possess phase boundaries of constant mean curvature. This, of course, may not be the case
for the minimizers of the energy E�;� . However, exploiting the regularity and criticality results of
Section 3, in Section 4 we provide an example in two dimensions to illustrate how the minimizing
pattern may be affected by the presence of the penalization measure � (Example 4.1). Chosing
d� D 1

�r2
�B.0;r/ dx with appropriately chosen radius r (compared to the mass constraint m), we

show that the lamellar pattern, which is the global minimizer of the classical isoperimetric problem
[29], ceases to be a minimizer of energy E�;� for any � > 0 with this choice of penalization.
Moreover we discuss possible global minimizers of E�;� for this particular � and prove that for
all sufficiently large � , the global minimizer of E�;� is given by a disk inside the support of
� (Propositions 4.2 and 4.3). These discussions also emphasize how the penalization affects the
morphology (and geometry) of the phases (and their boundaries) (see Figure 1).

We conclude (in Section 5) by pointing out several directions for possible future studies.

2. Large number of asymptotically small particles

In this section we prove that given an absolutely continuous probability measure � 2 Pac.Tn/
the energy E�;� appears as the asymptotic limit of the energy E�;�;r;N as the number of particles
approaches infinity, and the size of nanoparticles and the thickness of the phase transition go
to zero simultaneously. Here the measure � gives the probability distribution of infinitely many
asymptotically small nanoparticles in the � ! 0 limit. Indeed, we identify the energy (1.1) as the
� -limit of the energy E�;�;r;N in this asymptotic regime when r and N approach zero and infinity
at certain rates, respectively, as functions of �. To this end, for given � > 0, let r� D r.�/ and
N� D N.�/ be functions of � so that

r� ! 0; N� !C1 and N� r
n
� � 1 (2.1)
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as � ! 0.
For fixed N�-many points x1; : : : ; xN� 2 Tn consider the energy E�;� which extends the energy

E�;�;r� ;N� defined in (1.4) to L1.Tn/ as follows

E�;� .u/ WD

8̂̂̂<̂
ˆ̂:
3�
8

R
Tn jruj

2 dx C 3
16�

R
Tn.u

2 � 1/2 dx if u 2 H 1.Tn/
C

�
N� r

n
�

PN�
iD1

R
B.xi ;r�/

V.jx � xi j=r�/.u � 1/
2 dx and

R
Tn udx D m;

C1 otherwise:
(2.2)

Note that here we rescale the weight as V� D r�n� V.jxj=r�/ so that the assumption (A4) is satisfied
for all r� ! 0 as � ! 0.

Similarly we will extend the energy E�;� , however, with an abuse of notation, we will still
denote its extension to L1.Tn/ by E�;� . Namely, for � 2Pac.Tn/ let

E�;� .u/ WD

8̂̂̂<̂
ˆ̂:
1
2

R
Tn jruj C �

R
Tn.u.x/ � 1/

2 d�.x/ if u 2 BV.Tn/; u D ˙1 a.e.
and

R
Tn udx D m;

C1 otherwise:

(2.3)

With these definitions we obtain that the family of energies E�;� � -converge to E�;� in the topology
of L1.Tn/ as � ! 0.

Proposition 2.1 (� -convergence of E�;� ) Let � 2 Pac.Tn/ be a probability measure that is
absolutely continuous with respect to Lebesgue measure. Let the energies E�;� and E�;� be defined
by (2.2) and (2.3). Then there exists N�-many points x1; : : : ; xN� in Tn such that

(i) (Lower bound) for any u 2 L1.Tn/ and for any sequence fu�g�>0 inL1.Tn/ such that u� ! u

in L1.Tn/ as � ! 0, we have

lim inf
�!0

E�;� .u/ > E�;� .u/;

and
(ii) (Upper bound) for any u 2 L1.Tn/ there exists a sequence fv�g�>0 in L1.Tn/ satisfying

v� ! u in L1.Tn/

(a) �=0 (b) � > 0 small (c) � > 0 large

FIG. 1. Illustration of transition from a single striped lamellar pattern to a disk as � grows. Patterns (a) and (c) are the global
minimizers of E�;� for � D 0 and � > �0, respectively. Pattern (b) is a likely candidate for a minimizer with � > 0 but
small. The gray disk represents the penalization region B.0; r/.
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and
lim sup
�!0

E�;� .v�/ 6 E�;� .u/:

Proof. We will prove this proposition in three steps.

Step 1. (Approximation). First, we will show that a measure � 2 Pac can be approximated in the
weak-* topology by a collection of measures distributed on balls of radius r� > 0 with weight
V . Similar arguments appear in [49, Proposition 2.2] and [30, Lemma 7.5] for specific rates of
convergence of r� and N� depending on the physical model. To begin, for � 2 Pac.Tn/ let � 2
L1.Tn/ denote its density and suppose that 1=C < �.x/ < C for some C > 0 and for a.e. x 2 Tn.
If not, we can consider measures �k defined via densities �k D .�^ k/_ 1=k and approximate �k
by ��

k
. Taking a diagonal sequence then will yield the result.

Given � > 0, define k� WD b��1c, where b�c denotes the greatest integer less than its argument,
and let Ik� denote the index set f1; : : : ; 2nk� g. Define the family of nested cubes fQigi2Ik� where

(i) Qi � Tn is a cube of side length 2�nk� ,
(ii) Qi \Qj D ; for i ¤ j ,

(iii) Tn D
S
i2Ik�

Qi for all � > 0,
and

(iv) for �1 < �2, Ik�2 � Ik�1 and fQigi2Ik�1 � fQigi2Ik�2 .

Also, define d� WD 2�nk� , and along with (2.1), suppose that

r� � N�1=n� � d�:

For each i 2 Ik� , let N �
i D bN��.Qi /c. In each Qi select N �

i points fx�ij g
N �
i

jD1 that are almost
equally distributed such that the distance between them is of order d�.N �

i /
�1=n. Noting thatC=dn� 6

�.Qi / 6 Cdn� , this implies that for j ¤ k we have

jx�ij � x
�
ikj > C N

�1=n
� � C r�: (2.4)

Also, note that for each � > 0 the total number of points N� is

N� D
X
i2Ik�

N �
i :

Let ��i be given such that

d��i .x/ WD
1

rn�

N �
iX

jD1

V.jx � x�ij j=r�/�B.x�ij ;r�/
.x/ dx

and define

�� WD
1

N�

X
i2Ik�

��i : (2.5)

Clearly, �� is a probability measure, as ��i .T
n/ D N �

i implies that ��.Tn/ D 1. Moreover, by (2.4),
for any i 2 Ik� , B.x�ij ; r�/ � Qi and B.x�ij ; r�/ \ B.x

�
ik
; r�/ D ; for j; k D 1; : : : ; N �

i .
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To prove that �� ! � as � ! 0 in the weak-* topology it suffices to show that

lim sup
�!0

��.˝/ 6 �.˝/

for any closed set ˝ � Tn. The weak-* convergence then follows from the Portmanteau Theorem
(cf. [57, Theorem 1.3.4]).

For any closed set ˝ � Tn, by the assumption (A4), we have that

��.˝/ D
1

N�

X
i2Ik�

��i .˝ \Qi /

D
1

N� rn�

X
i2Ik�

N �
iX

jD1

Z
B.x�

ij
;r�/\˝

V.jx � x�ij j=r�/ dx

6
1

N� rn�

X
i2Ik�

˝\Qi¤;

N �
iX

jD1

Z
B.x�

ij
;r�/

V.jx � x�ij j=r�/ dx

D
1

N�

X
i2Ik�

˝\Qi¤;

N �
i

6
X
i2Ik�

˝\Qi¤;

�.Qi /:

Let ı > 0 be arbitrary. Define
˝� WD

[
i2Ik�

˝\Qi¤;

Qi :

Since the families fQigi2Ik� are nested, we have that ˝�1 � ˝�2 for �1 < �2. Also, since ˝ is
closed, ˝ D

T
�>0˝� , and for any given ı > 0 there exists �0 > 0 such that for all � < �0,X

i2Ik�
˝\Qi¤;

�.Qi / 6 �.˝/C ı:

Therefore
lim sup
�!0

��.˝/ 6 �.˝/C ı;

and letting ı ! 0 yields the result.

Step 2. (Lower bound). After relabelling the points fx�ij g found in Step 1, for any � > 0 we obtain a
set of N� points xi ; : : : ; xN� 2 Tn. For any u 2 L1.Tn/ define the energy E�;� given by (2.2) using
the points fxig

N�
iD1. Let

P�.u/ WD
3�

8

Z
Tn
jruj2 dx C

3

16�

Z
Tn
.u2 � 1/2 dx;
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and

K�.u/ WD
1

N� rn�

N�X
iD1

Z
B.xi ;r�/

V.jx � xi j=r�/.u � 1/
2 dx

so that E�;� .u/ D P�.u/C �K�.u/.
Let u 2 L1.Tn/ and let fu�g�>0 � L1.Tn/ be a sequence such that u� ! u in L1.Tn/ as

� ! 0. We can assume, without loss of generality, that u D ˙1 a.e. Otherwise

lim inf
�!0

E�;� .u�/ >
3

16�

Z
Tn
.u2� � 1/

2 dx D C1;

and the result of Part (i) follows trivially. Similarly, if
R
Tn udx ¤ m, then for small � > 0,R

Tn u� dx ¤ m and lim inf�!0 E�;� .u�/ D C1. Therefore it suffices to consider only functions
u 2 L1.Tn/ satisfying u D ˙1 a.e. and

R
Tn udx D m.

Moreover, assume that �1 6 u� 6 1 a.e. If not, we can consider the truncated functions

u� D

8̂<̂
:
�1 on fxWu�.x/ < �1g

u� on fxW �1 6 u�.x/ 6 1g

1 on fxWu�.x/ > 1g:

Clearly u� ! u in L1.Tn/ as � ! 0. Also, P�.u�/ > P�.u�/ and K�.u�/ > K�.u�/. Hence, we
can use the truncated functions u� instead of u� .

In [50, Section B], the author shows that lim inf�!0 P�.u�/ > P.u/. Now we will show that a
similar lower semi-continuity property also holds for the penalization term K� . Note that, by (2.5)
we can write

K�.u/ D

Z
Tn
.u� � 1/

2 d��.x/:

Also note that since u� ! u in L1.Tn/ and �1 6 u� 6 1 we have that u� ! u in any Lp.Tn/ with
p > 1. In particular, .u� � 1/2 ! .u � 1/2 a.e. as � ! 0. Then by the Egoroff’s Theorem, for any
arbitrary ı > 0 there exists a compact set Gı � Tn such that .u� � 1/2 ! .u � 1/2 uniformly on
Gı and jTn nGı j < ı. Moreover, there exists �0 > 0 such that for any � < �0ˇ̌̌

.u� � 1/
2
� .u � 1/2

ˇ̌̌
<

ı

jGı j

for all x 2 Gı .
On the other hand, since u D ˙1 a.e., .u � 1/2 D 4�Ac where A D fx 2 TnWu.x/ D 1g and

Ac denotes the complement of A, namely, Tn n A. Since the set A has finite perimeter it holds that
j@Aj D 0, and since � is absolutely continuous with respect to the Lebesgue measure we get that
�.@A/ D 0. Thus, A (and Ac), is a continuity set of the measure �. Since �� ! � in the weak-*
topology, this implies via the Portmanteau Theorem (again, cf. [57, Theorem 1.3.4]) that

lim
�!0

��.A
c/ D �.Ac/:
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Combining these, we get that

lim inf
�!0

Z
Tn
.u� � 1/

2 d��.x/ > lim inf
�!0

Z
Gı

.u� � 1/
2 d��.x/

D lim inf
�!0

Z
Gı

�
.u� � 1/

2
� .u � 1/2 C .u � 1/2

�
d��.x/

> lim inf
�!0

Z
Gı

.u � 1/2 d��.x/ � ı

D

Z
Gı

.u � 1/2 d�.x/ � ı

>
Z
Tn
.u � 1/2 d�.x/ � Cı

for some constant C > 0 independent of � > 0. Therefore letting ı ! 0 yields

lim inf
�!0

K�.u�/ > K.u/I

hence, Part (i) follows.

Step 3. (Upper bound). Let u 2 L1.Tn/ and let the points fxig
N�
iD1 � Tn be given as above. Assume

that u 2 BV.Tn/, u D ˙1 a.e. and
R
Tn u.x/ dx D m. Otherwise, E�;� .u/ D 1 and by choosing

v� D u for all � > 0 the result of Part (ii) follows. Let the set A � Tn be such that

u.x/ D

(
1 if x 2 A
�1 if x 2 Ac :

Let � D @A \ @Ac and assume that � 2 C 2. If not, one can approximate A by a sequence of open
sets fAkgk2N as in [50, Lemma 1] satisfying the condition that @Ak is of class C 2. Then one can use
the sets @Ak\@Ack instead of � to prove Part (ii) and then pass to a limit using a diagonal sequence.

Define the signed distance function d� W Tn ! R by

d� .x/ WD

(
dist.x; � / if x 2 Ac

� dist.x; � / if x 2 A;

and the sequence of functions g� W R! R by

g�.t/ WD

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

�1 if t > 2
p
�

�1�z.1=
p
�/

p
�

.t � 2
p
�/ � 1 if

p
� 6 t 6 2

p
�

z.t=�/ if jt j 6
p
�

z.�1=
p
�/�1

p
�

.t C 2
p
�/C 1 if � 2

p
� 6 t 6 �

p
�

1 if s < �2
p
�

where the function z.t/ solves the ordinary differential equation

dz

dt
D

p
3

4
.z2 � 1/ subject to z.0/ D 0:
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In [50] the author shows that the function defined by

v�.x/ WD g�.d� .x//C ��; (2.6)

where �� is an additive constant that is of order O.�/, is inH 1.Tn/, and satisfies the mass constraintR
Tn v�.x/ dx D m for all � > 0. Moreover,

v� ! u in L1.Tn/ as � ! 0 and lim sup
�!0

P�.v�/ 6 P.u/:

We will use the family of functions v�’s to prove that a similar lim sup inequality also holds true for
the penalization term K� . To this end let

A�C WD fx 2 TnWg�.d� .x// D 1g and A�� WD fx 2 TnWg�.d� .x// D �1g;

and let �� denote the transition layer

�� WD fx 2 TnW �1 < g�.d� .x// < 1g

Define
� �C WD �� \ A and � �� WD �� \ A

c :

Then, for any � > 0, Tn D A�C [ � �C [ � �� [ A��, A D � �C [ A
�
C and Ac D � �� [ A

�
�.

Using the fact that �� D O.�/ and g�.d� .�// 2 L1.Tn/, for the functions v� given by (2.6) we
get that

K�.v�/ D

Z
Tn
.v� � 1/

2 d��.x/

D

Z
� �
C

�
g�
�
d� .x/

�
� 1

�2
d��.x/C

Z
� ��

�
g�
�
d� .x/

�
� 1

�2
d��.x/

C 4

Z
A��

d��.x/C O.�/

D

Z
� �
C

�
g�
�
d� .x/

�
� 1

�2
d��.x/C

Z
� ��

��
g�
�
d� .x/

�
� 1

�2
� 4

�
d��.x/

C 4

Z
Ac
d��.x/C O.�/

6 4��.�
�
C/C 4

Z
Ac
d��.x/C O.�/:

Let ı > � > 0 be fixed but arbitrary. Then � �
˙
� � ı

˙
, and for �ı D � ıC [ �

ı
� we have

K�.v�/ 6 4��.�ı/C 4

Z
Ac
d��.x/C O.�/:

Again, by the Portmanteau Theorem the weak-* convergence of �� to � is equivalent to the fact that
lim sup�!0 ��.�ı/ 6 �.�ı/ as �ı is closed in Tn. Moreover, since j@Aj D 0 and A is a continuity
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set for the measure � by its absolute continuity with respect to the Lebesgue measure, as in Step 2,
we have that lim�!0 ��.A

c/ D �.Ac/. Therefore,

lim sup
�!0

K�.v�/ 6 4�.�ı/C 4

Z
Ac
d�.x/ 6 Cı CK.u/

for some constant C > 0 independent of � > 0. Letting ı ! 0 and combining this with
lim sup�!0 P�.v�/ 6 P.u/ we obtain the result of Part (ii).

REMARK 2.2 (Nonlocal perturbations and the diblock copolymer model) Define the nonlocal
perturbations of the functionals E�;� and E�;� respectively by

E�;�; .u/ WD

8̂̂̂̂
ˆ̂<̂
ˆ̂̂̂̂:

3�
8

R
Tn jruj

2 dx C 3
16�

R
Tn.u

2 � 1/2 dx if u 2 H 1.Tn/
C

�
N� r

n
�

PN�
iD1

R
B.xi ;r�/

V.jx � xi j=r�/.u � 1/
2 dx and

R
Tn udx D m;

C
R
Tn
R
Tn G.x; y/

�
u.x/ �m

��
u.y/ �m

�
dxdy

C1 otherwise;
(2.7)

and

E�;�; .u/ WD

8̂̂̂̂
<̂̂
ˆ̂̂̂:

1
2

R
Tn jruj C �

R
Tn.u.x/ � 1/

2 d�.x/ if u 2 BV.Tn/;
C

R
Tn
R
Tn G.x; y/

�
u.x/ �m

��
u.y/ �m

�
dxdy u D ˙1 a.e. andR

Tn udx D m;

C1 otherwise

(2.8)

over functions u 2 L1.Tn/. Then a standard conclusion of � -convergence is that the convergence
is stable under continuous perturbations, i.e., E�;�; � -converges to E�;�; as � ! 0 in the L1.Tn/-
topology (cf. [17, Proposition 6.21]).

Another classical consequence of � -convergence is that the limit of a convergent sequence of
energy minimizers minimizes the limiting energy. The proof of the following proposition is quite
standard and can be adapted, for example, from the proof of [50, Theorem 1].

Proposition 2.3 (Limit of a sequence of minimizers) Let � 2Pac.Tn/ and let x1; : : : ; xN� be such
that the sequence of measures f��g�>0 �Pac.Tn/ defined via the densities

1

N� rn�

N�X
iD1

V.jx � xi j=r�/�B.xi ;r�/.x/ (2.9)

converges to � in the weak-* topology of P.Tn/ as � ! 0 and N� ! C1. Suppose u� ! u

in L1.Tn/ as � ! 0 where, for any � > 0, u� minimizes the energy E�;� for any � > 0. Then u
minimizes the energy E�;� over BV.Tn/ with u D ˙1 a.e. and

R
Tn udx D m.

REMARK 2.4 Note that given any measure � 2 Pac we can find N�-many points as in the Step 1
of the proof of Proposition 2.1 so that the probability measures �� defined via the densities (2.9)
converge to � in the weak-* topology.
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REMARK 2.5 (Compactness of a sequence of minimizers) Using the polynomial growth of the
double-well potential .u2 � 1/2 and the compactness of BV -functions in L1 (cf. [24, Theorem
1.19]) we can easily conclude that if fu�g�>0 is a sequence of minimizers of the energies E�;� then
there exists a subsequence fu�j gj2N such that u�k ! u0 in L1.Tn/ as �j ! 0 for some function
u0 2 L

1.Tn/ (cf. [50, Proposition 3]).

3. Properties of local minimizers of E�;�

Independent of its connection to nanoparticle-polymer models, the energy E�;� also piques one’s
interest as a rather simple extension of the classical periodic isoperimetric problem where one tries
to minimize the perimeter of a set of fixed mass with respect to a penalization term determined by a
fixed probability measure. Indeed, as a model for pattern formation, the minimization of (1.1) sets
up a basic competition between short-range effects of the perimeter term and possibly long-range
penalization via the choice of the measure �. The interplay between these competing terms appears
in properties of local minimizers such as regularity, criticality and stability.

For � 2Pac.Tn/ let us denote its density by � 2 L1.Tn/ for the remainder of this section, i.e.,
let

d�.x/ D �.x/ dx:

With a slight abuse of notation we will also denote by E�;� the energy defined on sets of finite
perimeter. Namely, we consider the problem

locally minimize E�;� .A/ WD
Z
Tn
jr�Aj C 4�

Z
Ac
�.x/ dx (3.1)

over sets of finite perimeter A � Tn such that jAj D .1 C m/=2 for any given m 2 .�1; 1/,
� > 0 and � 2 L1.Tn/. Note that this formulation is equivalent to minimizing (1.1) subject to
the constraint

R
Tn u.x/ dx D m. Let us also note that a set of finite perimeter ˝ is an L1-local

minimizer of E�;� if

E�;� .˝/ 6 E�;� .A/ provided
Z
Tn
j�˝ � �Aj dx < ı (3.2)

for some ı > 0.
As we noted in the introduction the minimization problem (3.1) is in the spirit reminiscent of

finding minimal boundaries with respect to an obstacle set. These obstacle problems tackle the
following minimization problem:

minimize
Z
Tn
jr�Aj (3.3)

over sets of finite perimeter A � Tn such that L � A where the obstacle L is a given fixed set
of finite perimeter. Note that here the admissible sets are not mass constrained as they are in our
problem. We believe that such an isoperimetric obstacle problem is equivalent to (3.1) in the limit
� ! 1 when jAj D jLj; however, when minimizing E�;� .A/ we do not explicitly restrict the
admissible patterns A to those which must contain supp �.

We note that the regularity of phase boundaries of the obstacle problem (3.3) were established
in [54, Section 3] depending on the boundary regularity of the obstacle set L. For our problem (3.1),
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on the other hand, we prove that the regularity of the phase boundaries are determined by controlling
the L1-bound of the density � rather than the smoothness of the boundary of its support. The issue
here is to control the “excess-like” quantity (3.10) that measures how far a set is from minimizing
perimeter in a ball in terms of the radius of that ball. Indeed, we show that if � has bounded density
� then for any � > 0 the penalization term can locally be controlled by the perimeter term and we
can conclude by the well-established regularity theory for the isoperimetric problem that the phase
boundary of a local minimizer of E�;� .A/ is of class C 1;˛ . The essential elements of the regularity
result are already contained in the works of others in the similar context; however, we are unaware
of a particular result that applies to our setting specifically. Hence, for completeness, we present
here a proof for the regularity of phase boundaries.

Proposition 3.1 (Regularity of Phase Boundaries) If � 2 L1.Tn/ and ˝ � Tn is an L1-local
minimizer of (3.1), then @�˝ is of class C 1;˛ for some ˛ 2 .0; 1/ and Hs.@˝ n @�˝/ D 0 for
every s > n � 8 where @�˝ denotes the reduced boundary of ˝ and Hs denotes the s-dimensional
Hausdorff measure.

The proof of the regularity of local minimizers of E�;� .A/ rely on the following technical lemma
proof of which can be found in [23, Lemma 2.1].

Lemma 3.2 Let L be a Borel set, and letD be an open domain such that
R
D
jr�Lj > 0. Then there

exists positive constants k0 and l0 depending only onD andD\L such that for all k with jkj < k0
there exists a set F such that F D L outside of D and

jF j D jLj C k;Z
D

jr�F j 6
Z
D

jr�Lj C l0jkj;Z
D

j�F � �Lj dx 6 l0jkj

Z
D

jr�Lj:

Now we prove the regularity result proceeding as in [51, Proposition 2.1].

Proof of Proposition 3.1.. Let ˝ be an L1-local minimizer of (3.1) and x0 2 @˝ be arbitrary. Let
D �� Tn be such that x0 62 D and

R
D
jr�˝ j > 0. For L D ˝ in Lemma 3.2 there exist two

constants k0 and l0 that depend only on D and D \˝. Using these constants fix R > 0 such that

!nR
n < k0;

�
1C l0

Z
D

jr�˝ j

�
!nR

n < ı and BR.x0/ \D D ;; (3.4)

where !n is the measure of the unit n-ball and ı is as in (3.2).
Let e̋ minimize the perimeter in BR.x0/ subject to the boundary values of ˝, i.e.,Z

BR.x0/

jr�e̋j 6 Z
BR.x0/

jr�Aj

for all A � Tn such that A n BR.x0/ D ˝ n BR.x0/.
Since e̋ \D D ˝ \D the result of Lemma 3.2 holds true with the same constants k0 and l0 if

we replace ˝ by e̋ . Hence, for k WD j˝j � je̋j 6 !nR
n < k0 by the choice of R > 0, there exists
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a set G such that G D e̋ outside D and

jGj D j˝j D m; (3.5)Z
D

jr�G j 6
Z
D

jr�e̋j C C Rn; (3.6)Z
Tn
j�G � �˝ j dx 6 C0R

n < ı; ; (3.7)

where (3.7) follows from (3.4) with C0 WD
�
1C l0

R
D
jr�˝ j

�
!n.

By (3.5) and (3.7), the set G is an admissible competitor for the energy E�;� .A/; hence,Z
Tn
jr�˝ j C 4�

Z
˝c
�.x/ dx 6

Z
Tn
jr�G j C 4�

Z
Gc
�.x/ dx:

Noting that e̋ n BR.x0/ D ˝ n BR.x0/ and G nD D e̋ nD, and using (3.6) we get thatZ
Tnn.D[BR.x0//

jr�˝ j C

Z
D

jr�e̋j C Z
BR.x0/

jr�˝ j C 4�

Z
˝c
�.x/ dx

6
Z
Tnn.D[BR.x0//

jr�G j C

Z
D

jr�G j

C

Z
BR.x0/

jr�G j C 4�

Z
Gc
�.x/ dx

D

Z
Tnn.D[BR.x0//

jr�˝ j C

Z
D

jr�G j

C

Z
BR.x0/

jr�e̋j C 4� Z
Gc
�.x/ dx

6
Z
Tnn.D[BR.x0//

jr�˝ j C

Z
D

jr�e̋j
C

Z
BR.x0/

jr�e̋j C 4� Z
Gc
�.x/ dx C C Rn

for some constant C > 0. Hence, we haveZ
BR.x0/

jr�˝ j �

Z
BR.x0/

jr�e̋j 6 4�

�Z
Gc
�.x/ dx �

Z
˝c
�.x/ dx

�
C C Rn: (3.8)

On the other hand, using (3.7) and the fact that � 2 L1.Tn/ we obtainZ
Gc
�.x/ dx �

Z
˝c
�.x/ dx D

Z
˝

�.x/ dx �

Z
G

�.x/ dx

D

Z
Tn
�.x/.�˝ � �G/.x/ dx

6 k�kL1.Tn/k�˝ � �GkL1.Tn/ 6 C Rn:

(3.9)

Combining (3.8) and (3.9), we get thatZ
BR.x0/

jr�˝ j �

Z
BR.x0/

jr�e̋j 6 C Rn: (3.10)
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Property (3.10) states that the boundary of the set ˝ is almost area-minimizing in any ball. With
this property, the classical regularity results of [40, 54] apply, and we can conclude that @�˝ is of
class C 1;˛ , with Hs.@˝ n @�˝/ D 0 for every s > n � 8.

With the regularity of phase boundaries at hand, under further smoothness assumptions on the
density � we have the following necessary condition of local minimality.

Proposition 3.3 (Criticality Condition) If � 2 C 1.Tn/ and u is anL1-local minimizer of the energy
E�;� , then

.n � 1/H.x/ � 4��.x/ D � for all x 2 @A (3.11)

for some constant � where H W @A! R denotes the mean curvature of @A and A D fxWu.x/ D 1g
as before.

Proof. Suppose � 2 C 1.Tn/ and let u be an L1-local minimizer of E�;� . Let A D fxWu.x/ D 1g,
and let � 2 C1.@A/ such that

R
@A
�.x/ dHn�1.x/ D 0.

To compute the first variation of the energy E�;� , we view it as a set functional given by (3.1)
and proceed as in [14, 52].

Let
X.x/ D �.x/�.x/ on @A

where � denotes the outer unit normal to @A. Then, clearly,Z
@A

X � � dHn�1.x/ D 0: (3.12)

Let 	 W Tn � .��; �/! Tn solve (
@	
@t
D X.	/

	.x; 0/ D x;
(3.13)

for some � > 0. Define
At WD 	.A; t/:

Invoking Proposition 3.1, we easily see that for the family of sets fAtgt2.��;�/ for some � > 0 we
have that

@At is of class C 1; and

�At ! �A as t ! 0 in L1.Tn/:

Moreover,

D	.�; t / D I C t rX C
1

2
t2 rZ C o.t2/; (3.14)

where Z WD @2	=@t2jtD0 is given with i -th component Z.i/ D
Pn
jD1X

.i/
xj X

.j /, and

@

@t

ˇ̌̌
tD0
J	 D tracerX D divX; (3.15)

where J	 denotes the Jacobian of 	 . Hence, using (3.12) and the Divergence Theorem, we get that

d

dt

ˇ̌̌
tD0
jAt j D

d

dt

ˇ̌̌
tD0

Z
A

J	 dx D 0;
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i.e., the family of sets fAtgt2.��;�/ preserves the volume of A to first order. Therefore this family of
sets is an admissible class of perturbations of A to compute the first variation of E�;� .A/.

Define the functions U.x; t/ by

U.x; t/ D

(
1 if x 2 At ;
�1 if x 2 Act ;

(3.16)

and note that a function u 2 BV.Tn; f˙1g/ is said to be a critical point of the energy E�;� if
d=dt jtD0E�;� .U.�; t // D 0 for every U.x; t/ defined via the admissible family fAtg.

Consider the energy

E�;� .U.�; t // D
1

2

Z
Tn
jrU.�; t /j C �

Z
Tn

�
U.x; t/ � 1

�2
�.x/ dx

DW P.t/C �K.t/:

In [14], the authors show that

P 0.0/ D .n � 1/

Z
@A

H.x/�.x/ dHn�1.x/ (3.17)

where H denotes the mean curvature of @A. Now we are going to compute K 0.0/. Note that, by
(3.13),

K.t/ D 4

Z
Act

�.x/ dx

D 4

Z
Tn
�.x/ dx � 4

Z
At

�.x/ dx

D 4

Z
Tn
�.x/ dx � 4

Z
A

�
�
	.x; t/

�
J	.x; t/ dx

Therefore, since � 2 C 1.Tn/,

K 0.t/ D �4

Z
A

r�
�
	.x; t/

� @
@t
	.x; t/J	.x; t/C f

�
	.x; t/

� @
@t

�
J	.x; t/

�
dx: (3.18)

Hence, by (3.13), (3.14) and (3.15), using the Divergence Theorem we get that

K 0.0/ D �4

Z
A

r�.x/ �X.x/C �.x/ divX.x/ dx

D �4

Z
A

div
�
�.x/X.x/

�
dx

D �4

Z
@A

�.x/
�
X.x/ � �.x/

�
dHn�1.x/:

Combining this with (3.17) we get thatZ
@A

�
.n � 1/H.x/ � 4��.x/

�
�.x/ dHn�1.x/ D 0; (3.19)
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i.e., there exists a constant � such that

.n � 1/H.x/ � 4��.x/ D � (3.20)

for all x 2 @A.

REMARK 3.4 Proposition 3.3 holds locally in case � is piecewise C 1. That is, if we assume � is
C 1 except on a smooth submanifold (on which it or its derivative is allowed to jump), the curvature
condition (3.11) holds at regular points of �. This observation follows by noting that the weak form
(3.19) continues to hold for � supported in each component of the set of regular points of �, and that
by appropriate choices of � we may conclude that the Lagrange multiplier � is independent of the
component.

REMARK 3.5 Since the boundary of A D fxWu.x/ D 1g of an L1-local minimizer u of the energy
E�;� is of class C 1;˛ by Proposition 3.1, we can express the reduced boundary @�A locally as the
graph of a C 1;˛ function ' on a ball B � Tn�1. Then, the first variation (3.20) implies that

.n � 1/r �

 
r'.x0/p

1C jr'.x0/j2

!
D 4��

�
x0; '.x0/

�
C � for x0 2 B:

As the right-hand side is of class C 1, by standard elliptic regularity we obtain that ' 2 C 3;˛ . Hence,
the boundary of A D fxWu.x/ D 1g is of class C 3;˛ for some ˛ > 0.

REMARK 3.6 Note that the condition (3.11) is a sufficient condition for u to be a critical point of
the energy E�;� with respect to L1-perturbations.

REMARK 3.7 (Second Variation) If we further assume that � 2 C 2.Tn/, then a necessary condition
for L1-local minimimality of u is given via the second variation of the energy E�;� around the
critical point. Namely,Z

@A

�
jr@A�j

2
� kB@Ak

2�2
�
dHn�1

� 4�

Z
@A

.r� � �/ �2 dHn�1.x/ > 0 (3.21)

for any smooth � W @A ! R satisfying
R
@A
� dHn�1 D 0. Here r@A� denotes the gradient of �

relative to the manifold @A, B@A denotes the second fundamental form of @A and � denotes the unit
normal to @A pointing out of A. The computation of (3.21) follows by adapting the calculations
in [14, Theorem 2.6].

In the absence of nanoparticles (when � D 0) an important result regarding the local minimizers
of the nonlocal isoperimetric problem related to the energy (2.8) is given in [1]. Here the authors
prove that strict stability in the sense of positive definite second variation of critical sets is a
sufficient condition of isolated local minimality with respect to the L1-topology. We believe that the
techniques introduced in [1] can be adapted for the functional E�;� to conclude that strict positivity
of (3.21) implies local minimality in L1.

4. An example in two dimensions

Depending on the distribution of nanoparticles and the strength of penalization via � one can modify
the phase morphology of block copolymers and effectively prescribe the location and shape of the
phase transitions. Even with a given measure � 2Pac.Tn/ describing the particle distribution there
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are many possible critical patterns for the energy E�;� , depending on the strength coefficient � > 0.
Indeed, the penalization term can act as an attractive or repulsive term depending on the choice of �
via its pinning-like quality. The rigidity of the results in Propositions 3.1 and 3.3, on the other hand,
limits the possibilities for critical and minimizing patterns. In this section we will provide such
an example in two dimensions, i.e., on the 2-flat torus T2. Exploiting these rigidities, the example
below shows that for a certain choice of � and when the mass constraint m is restricted to a certain
range, for any � > 0 the global minimizer of the energy E�;� is geometrically quite different than
the solution of the isoperimetric problem, i.e., when � D 0.

EXAMPLE 4.1 For T2 D Œ�1=2; 1; 2/ � Œ�1=2; 1=2/ with periodic boundary conditions, any m 2
Œ0; 1 � 2=�/, and any fixed r >

p
.2�/�1.1Cm/ let � 2 Pac.T2/ be defined via the density

function
�.x/ WD

1

�r2
�B.0;r/.x/

for x 2 T2.
By the direct method in the calculus of variations, there exists a global minimizer of E�;� for

any � > 0 and for the measure � defined as above. Let also A denote the set fx 2 T2Wu0.x/ D 1g.
Since

R
T2 u0.x/ dx D m, we have that jAj D .1Cm/=2 and jAc j D .1�m/=2. The problem thus

reduces to find a set A � T2 with area jAj D .1Cm/=2 which minimizes

E�;� .A/ D PerT2.A/C 4�
�
1 �
jA \ B.0; r/j

�r2

�
:

That is, A should have as small a perimeter as possible, while maximizing its intersection with the
nanoparticle domain B.0; r/. We note that for m 2 Œ0; 1 � 2=�/, .1 � m/=2 < .1C m/=2 and by
the choice of r as above, we have that jB.0; r/j > .1 C m/=2; hence, A \ B.0; r/ ¤ ; for any
admissible set A.

When � D 0 the material is nanoparticle-free, and the energy reduces to the classical
isoperimetric problem on T2. For our choice of mass m 2 Œ0; 1 � 2=�/, the unique minimizing
configuration with � D 0 (up to translation) is the single striped lamellar pattern

uL.x1; x2/ D

(
1 if x1 2

�
�1�m
4
; 1Cm

4

�
;

�1 if x1 62
�
�1�m
4
; 1Cm

4

�
;

with associated set AL WD fx1 2
�
�1�m
4
; 1Cm

4

�
g. (See Figure 1(a) in the Introduction.) As noted

above, by the choice of radius r , any translate of AL must intersect the nanoparticle site B.0; r/; as
we will see below, this will imply that the lamellar pattern cannot be the energy minimizer for any
� > 0, and in fact it will no longer be critical for the energy E�;� .

The shape of the minimizer is constrained by the curvature equations (3.11) which are satisfied
by any critical configuration. Indeed, since the penalization density � is uniformly bounded, by
Proposition 3.1, we conclude that @A is of class C 1;˛ for some ˛ > 0. On the other hand, as � is
constant on each of int.A \ B.0; r// and int.A \ Bc.0; r//, where int denotes the interior of these
sets, it is trivially differentiable, and the formula (3.11) is locally valid (see Remark 3.4.) Thus

H.x/ D � for x 2 @A \ int
�
Bc.0; r/

�
; and

H.x/ D
2�

�r2
C � for x 2 @A \ int

�
B.0; r/

� (4.1)
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for some constant �. We note that H.x/ denotes the signed curvature, and it is piecewise constant.
In particular, when H > 0 the domain A lies inside a circle of radius 1=H , while for H < 0, A is
exterior to a circle of radius 1=jH j.

We may immediately confirm the claim made above, that the lamellar configurations, consisting
of translations of uL, cannot be minimizers (or even critical) for any � > 0. Indeed, by our choices
of parametersm; r , any translation ofAL intersects intB.0; r/, so the curvature condition is violated
in the intersection.

Another observation which follows directly from the curvature conditions (4.1) is that any ball
AR D B.p;R/, with R WD

p
.2�/�1.1Cm/ and p 2 T2 such that AR � B.0; r/, is stationary for

E�;� . (See Figure 1(c) below.) This configuration is a local minimizer for any � > 0, and in fact it
is the global minimizer for all sufficiently large � :

Proposition 4.2 There exists �0 D �0.m; r/ such that for all � > �0, AR (defined above) is a
global minimizer of E�;� .

We defer the proof of Proposition 4.2 to the end of the section.
The question is then what is the geometry of minimizers for small positive values of � . As the

energy depends continuously on the parameter � > 0, for small values of � > 0 we expect that
the global minimizer of the energy E�;� is L1-close to a lamellar pattern when 0 6 m < 1 � 2=�

(Figure 1(b)). Below we propose a possible geometry for minimizers for small � . Although we
cannot describe them completely, a minimizer which is not a disk must be “stripe-like” in the sense
that it must exploit the topology of T2:

Proposition 4.3 Let m 2 Œ0; 1� 2=�� and r >
p
.2�/�1.1Cm/, and A � T2 corresponding to a

minimizer of E�;� . Then:
(i) If A is contractible in T2, then A is a ball of radius R D

p
.2�/�1.1Cm/ with A � B.0; r/.

(ii) Ac cannot be contractible in T2.

Proof. First assume A � T2 is contractible. We lift T2 to R2, its universal cover. Contractibility in
the torus implies that the lifting of A consists of a periodic array of disjoint compact components
QA � R2, each with area j QAj D .1Cm/=2. By the classical isoperimetric inequality, each component

has perimeter PerT2.@ QA/ > PerT2.BR/, with equality if and only if the components are disks
of radius R. By placing a periodic array of disks of radius R inside the array of translates of
the nanoparticle site B.0; r/, we obtain a configuration which has smaller perimeter and which
optimizes the penalization term, and thus has smaller energy than A, unless A were also a disk of
radius R contained in B.0; r/. Thus (i) is verified.

The case of Ac � T2 contractible is similar. Since Ac lifts to a periodic array of compact sets
in R2, and PerT2.@Ac/ D PerT2.@A/, we may conclude that a disk of radius R again has smaller
perimeter than A. By locating the disk inside B.0; r/ the penalization term in E�;� is optimized,
so again the disk has strictly smaller energy than any domain with Ac contractible. This proves
(ii).

Using Proposition 4.3 and the curvature condition (4.1) we may illustrate some configurations
which are candidates for the minimizer, and eliminate certain others. Supposing that the minimizer
is not a disk inside B.0; r/, we may assume that both A and Ac are not contractible, and hence each
intersects both B.0; r/ and Bc.0; r/. By the criticality conditions (4.1) we see that @A has to be a
union of arcs of circles and straight lines as its connected components have constant curvature in
two dimensions. Also, note that the curvature of @A inside the ball B.0; r/ has to be greater than the
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curvature of @A on Bc.0; r/. Thus, @A does not consist of a union of straight lines inside B.0; r/
and arcs of circles outside of B.0; r/.

Since @A is of class C 1;˛ constant curvature components of @A meet tangentially on @B.0; r/.
Therefore, @A can not consist of a union of an arc of a circle inside B.0; r/ connecting to another
arc of a positively curved circle outside of B.0; r/, since two points and tangents at those points
determine a circle uniquely, and two circles with different positive curvatures cannot meet at two
points tangentially. Therefore the Lagrange multiplier � in (4.1) cannot be strictly positive since for
� > 0 the components of @A would consist of positively curved arcs of circles which is not possible.
Therefore we may assume that either � D 0 or � < 0.

Band aid patterns. Suppose first that the Lagrange multiplier � D 0 in (4.1). In this case the
domain consists of arcs of circles inside B.0; r/ and straight lines outside of B.0; r/. Note that, by
periodicity of the domain, the straight components of @A in Bc.0; r/ must be parallel, and hence
they must meet @B.0; r/ at semicircles inside B.0; r/. Such patterns we will refer to as band aid
patterns (see Figure 2).

By adjusting the radii of the semicircles, we may match the area constraint and so these do
represent stationary points of the energy E�;� . However, as the bandaid patterns are all contractible
in T2, by Proposition 4.3 they can not be minimizers for any � > 0, and thus � D 0 is not achievable
for a minimizer.

Concave/convex strips. Suppose the Lagrange multiplier � < 0 in (4.1). Then A lies inside of
arcs of circles of radius R2 inside of B.0; r/, and outside of circular arcs with radius R1 outside of
B.0; r/. (See figure 3.) Moreover, the curvature condition (4.1) relates the radii to the parameter �
via

2�

�r2
D

1

R1
C

1

R2
: (4.2)

Lemma 4.4 If A is a minimizer, then R1 > 1
2
� r .

Proof. To verify the lemma, assume instead that R1 6 1
2
� r . The connected components of Ac n

B.0; r/ are then either contained inside circles of radius R1 which are disjoint from B.0; r/, or are
bounded by disjoint arcs of this radius which connect to B.0; r/ at two points on @B.0; r/. In the
latter case, we note that by lifting to R2, the distance between adjacent images of the nanoparticle
domain B.0; r/ is 2.1

2
� r/ > 2R1. Thus, the images in R2 of the components of Ac are compact,

(a) One band aid (b) Two band aids (c) Slant band aid

FIG. 2. Band aid patterns are stationary, but are not global minimizers for m 2 Œ0; 1 � 2=�/ for any � > 0. Here again
the gray disk depicts the penalization region B.0; r/.
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FIG. 3. The set A is enclosed by arcs of circles where @A is negatively curved outside of B.0; r/ and positively curved
inside B.0; r/. The penalization region B.0; r/ is highlighted by the gray disk.

and hence Ac is contractible in T2. This contradicts Proposition 4.3, so therefore the lemma must
hold true.

We may now present our guess for stripe-like minimizers when � > 0 but small. We choose
the inside radius R2 so as to create a concave/convex stripe pattern as in Figure 3. In order to do
this, it is necessary that the inside radius R2 > r ; otherwise, the circular arcs inside B.0; r/ may
not connect across the nanoparticle zone, and a curvy band aid pattern would result (see figure 4.)
As such a pattern is contractible in T2, it cannot be a minimizer. The concave/convex stripe thus
requires a lower bound on both R1; R2, and hence can only be realized for

� D
�r2

2

�
1

R1
C

1

R2

�
<

�r

2.1 � 2r/
:

The exact values of R1; R2 (and the centers of the constructing circles) will be also determined by
the area constraint jAj D .mC 1/=2 and the requirement that the resulting curve is C 1;˛ .

REMARK 4.5 We conjecture that when � > �r
2.1�2r/

then the minimizer must be a disk of radius R,
inside the nanoparticle region B.0; r/. The variety of concave/convex regions which may be drawn
is great (and is not restricted to shapes depicted in Figures 3 and 4,) so the optimum value of �0 in
Proposition 4.2 remains an open question. However, we observe that as � gets larger, the radii R2
of arcs within B.0; r/ must get smaller in order to satisfy (4.2) (given Lemma 4.4), and hence the
area contained in the nanoparticle region is eventually insufficient to reduce the penalization term
in the energy. (See Figure 4.) This observation forms the basis for our proof of Proposition 4.2.

We conclude with the proof that the disk of radius R gives the global minimizer for sufficiently
large � .

Proof of Proposition 4.2.. Let A be the set associated to a global minimizer of E�;� , and set ˇ WD
R2=4r2 < 1=4. If A is not a disk of radius R, then by Proposition 4.3 A\B.0; r/c ¤ ;, and so @A
consists of arcs of circles of radius R1 > 0 outside B.0; r/, and of radius R2 > 0 inside B.0; r/,
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(a) Convex/concave pattern with

contractible boundary

(b) Convex/concave pattern with

uncontractible boundary

FIG. 4. The sets A shown are enclosed by arcs of circles where @A is negatively curved outside of B.0; r/ and positively
curved insideB.0; r/, with small radiusR2 < r . The left hand set yields a contractible region which cannot be a minimizer.
The image on the right is unlikely to be a minimizer, as the penalization term will be large for � > 0.

satisfying (4.2). By Lemma 4.4, we have

1

R2
>

2�

�r2
�

2

1 � 2r
;

and thus there exists �1 D �1.r/ so that for all � > �1 we have R2 < ˇr=2.
We now claim that for all � > �1, A \ B.0; r/ lies inside a disjoint collection of circular

arcs, each of which lies within distance ˇr of @B.0; r/. Indeed, @A \ B.0; r/ consists of circular
arcs of radius R2 < ˇr=2 (by the above estimate,) either connected to @B.0; r/ at the endpoints,
or as disks of radius R2 contained in the interior of B.0; r/. The arcs which contact @B.0; r/ lie
within distance ˇr of @B.0; r/ by the bound on R2, so it remains to consider interior disks. First,
assume that several such disks are contained in the interior of B.0; r/. By the classical isoperimetric
inequality, the perimeter of A would be reduced by replacing these by a single disk with the same
total area, with no change to the penalization term, and thus reducing the total energy. However, this
contradicts the minimality of A, and thus there can only be a single disk of radiusR2 inside B.0; r/.
By translating this single disk to be tangent to @B.0; r/, the energy of A remains the same, so we
obtain a minimizer with all components of A \ B.0; r/ within distance ˇr of @B.0; r/, as claimed.

By the claim, A \ B.0; r/ lies within an annular region B.0; r/ n B.0; .1 � ˇ/r/ of thickness
ˇr . In particular,

jA \ B.0; r/j < �.r2 � Œ.1 � ˇ/r�2/ < 2�r2ˇ:

We may then compare the energy of A to that of the single disk AR � B.0; r/ of radius R Dp
.2�/�1.1Cm/. By the isoperimetric inequality on T2, PerT2.A/ > PerT2.AL/ D 2 < �R2,

given our choice of parameters. Thus,

E�;� .A/ � E�;� .AR/ > 2 � 2�RC 4�

�
R2

r2
�
jA \ B.0; r/j

�r2

�
> � Œ2�R � 2�C 4�

�
R2

r2
� 2ˇ

�
D � Œ2�R � 2�C 2�

R2

r2

> 0;
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for all � > maxf�1; r
2

R2
.�R � 1/g WD �0.m; r/. Thus, for all � > �0, the minimizer must be a disk

contained inside B.0; r/.

REMARK 4.6 (Small translations) Note that unlike the function uL, the function uR is unique only
up to small translations, i.e., any translate uR;a of uR defined by

uR;a.x/ WD

(
1 if x 2 B.a;R/;
�1 if x 62 B.a;R/;

for any a 2 T2 with jaj < r � R, we have that E�;� .uR;a/ D E�;� .uR/ if R < r . The energy
E�;� , though, is not translational invariant in general. This also reflects the “pinning” effect of the
penalizing measure �.

REMARK 4.7 We believe that the results of Example 4.1 (Propositions 4.2 and 4.3) can be
generalized easily to the case when the penalization measure is given by an indicator function
� satisfying (i)

R
Tn �.x/ dx D 1; (ii) B.p;R/ �� supp � for some p 2 Tn where R Dp

.2�/�1.1Cm/, and (iii) j supp �j > .1Cm/=2.

REMARK 4.8 (The effect of � ) The effect of the penalization term in E�;� is more rigid than the
effect of the nonlocal perturbation in E�;�; given by (2.8). Indeed, in [51], the authors show that
on T2 the global minimizer of the nonlocal isoperimetric problem (E�;�; with � D 0), agrees with
the global minimizer of the isoperimetric problem, i.e., is given by uL, provided  > 0 is small.
That is, the perimeter term dominates and the effect of the nonlocal perturbation via  > 0 does not
“kick-in” immediately whereas the above example shows that this is not the case for � > 0.

5. Concluding remarks

As noted in the introduction and as the example in Section 4 shows perhaps the most important
feature of minimizing the energy E�;� is that compared to the isoperimetric problem the geometry
of minimizing patterns can change significantly. Via its connection to the energy E�;�;r;N (Section
2), this reflects well the physical applications of adding nanoparticles into copolymer blends to
change the morphology of pattern formation. Indeed, since the consideration of the energy (1.1)
is to our knowledge the first mathematically rigorous study of nanoparticle/copolymer blends, this
work also generates several directions for subjects of future studies. We will conclude by remarking
on these directions.
(1) As mentioned before, depending on the choice of the penalizing measure �, the second term

in E�;� can act as an attractive or repulsive term. For example, in two dimensions and small
mass regime, by choosing the measure � distributed on disjoint small disks one can force the
minimizer of the energy E�;� to “oscillate” rather than forming a larger disk which would be
preferable in terms of minimizing the perimeter term (see Figure 5).

(2) Although the choice of the measure � provides a substantial freedom in forcing the minimizers
of E�;� to form desired patterns, the minimizing patterns still exhibit some rigidity. In particular,
regularity properties (Proposition 3.1) and the criticality and stability conditions (Proposition
3.3) limit this freedom (see also the example in Section 4). Adding the long-range interaction
term between the phases controlled by  as in Remark 2.2 would enrich the possibilities for
minimizing patterns. This would also provide further mathematical challenges in understanding
the energy landscape of (2.8).
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FIG. 5. A measure� consisting of small disjoint supports (light gray blobs) might show a repulsive effect when a minimizer
(striped regions) try to cover most of the support of � to reduce cost.

(3) Here we chose to fix the location of nanoparticles, hence, their distribution given by the measure
� as the number of particles goes to infinity whereas their size approach zero. An interesting
problem would be to analyze local and global minimizers of the energy E�;� not only with
respect to the phases, i.e., over u 2 BV.TnI f˙1g/ with a fixed mass constraint m and fixed
measure �, but also over the measures � 2Pac.Tn/.
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7. Brézis, H. & Kinderlehrer, D., The smoothness of solutions to nonlinear variational inequalities. Indiana
Univ. Math. J. 23 (1974), 831–844. Zbl0278.49011 MR0361436

8. Choksi, R., Scaling laws in microphase separation of diblock copolymers. J. Nonlinear Sci. 11 (2001),
223–236. Zbl1023.82015 MR1852942

9. Choksi, R., Fonseca, I. & Zwicknagl, B., A few remarks on variational models for denoising. Commun.
Math. Sci. 12 (2014), 843–857. Zbl1304.49073 MR3187781

10. Choksi, R. & Peletier, M. A., Small volume fraction limit of the diblock copolymer problem: I. Sharp-
interface functional. SIAM J. Math. Anal. 42 (2010), 1334–1370. Zbl1210.49050 MR2653253

http://www.emis.de/MATH-item?1270.49043
Zbl 1270.49043
http://www.ams.org/mathscinet-getitem?mr=3077924
MR 3077924
http://www.emis.de/MATH-item?1206.49046
Zbl 1206.49046
http://www.ams.org/mathscinet-getitem?mr=2476783
MR 2476783
http://www.emis.de/MATH-item?0494.49030
Zbl 0494.49030
http://www.ams.org/mathscinet-getitem?mr=0664576
MR 0664576
http://www.emis.de/MATH-item?0824.49035
Zbl 0824.49035
http://www.ams.org/mathscinet-getitem?mr=0980976
MR 0980976
http://www.emis.de/MATH-item?1301.49114
Zbl 1301.49114
http://www.ams.org/mathscinet-getitem?mr=3226747
MR 3226747
http://www.emis.de/MATH-item?0278.49011
Zbl 0278.49011
http://www.ams.org/mathscinet-getitem?mr=0361436
MR 0361436
http://www.emis.de/MATH-item?1023.82015
Zbl 1023.82015
http://www.ams.org/mathscinet-getitem?mr=1852942
MR 1852942
http://www.emis.de/MATH-item?1304.49073
Zbl 1304.49073
http://www.ams.org/mathscinet-getitem?mr=3187781
MR 3187781
http://www.emis.de/MATH-item?1210.49050
Zbl 1210.49050
http://www.ams.org/mathscinet-getitem?mr=2653253
MR 2653253


288 S. ALAMA, L. BRONSARD AND I. TOPALOGLU

11. Choksi, R. & Peletier, M. A., Small volume-fraction limit of the diblock copolymer problem: II. Diffuse-
interface functional. SIAM J. Math. Anal. 43 (2011), 739–763. Zbl1223.49056 MR2784874

12. Choksi, R. & Ren, X., Diblock copolymer/homopolymer blends: derivation of a density functional theory.
Phys. D 203 (2005), 100–119. Zbl1120.82307 MR2135136

13. Choksi, R. & Sternberg, P., Periodic phase separation: the periodic Cahn-Hilliard and isoperimetric
problems. Interfaces Free Bound. 8 (2006), 371–392. Zbl1109.35092 MR2273234

14. Choksi, R. & Sternberg, P., On the first and second variations of a nonlocal isoperimetric problem. J. Reine
Angew. Math. 611 (2007), 75–108. Zbl1132.35029 MR2360604

15. Choksi, R., Topaloglu, I. & Tsogtgerel, G., Axisymmetric critical points of a nonlocal isoperimetric
problem on the two-sphere. ESAIM: COCV 21 (2015), 247–270. Zbl1319.35307 MR3348422

16. Cui, M., Emrick, T. & Russell, T. P., Stabilizing liquid drops in nonequilibrium shapes by the interfacial
jamming of nanoparticles. Science 342 (2013), 460–463.

17. Dal Maso, G. An introduction to � -convergence. Progress in Nonlinear Differential Equations and their
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