
Interfaces and Free Boundaries 19 (2017), 1–30
DOI 10.4171/IFB/375

Finite horizon model predictive control of electrowetting
on dielectric with pinning

HARBIR ANTIL

Department of Mathematical Sciences, George Mason University,
4400 University Drive, Fairfax, Virginia 22030, USA

E-mail: hantil@gmu.edu

MICHAEL HINTERMÜLLER
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A time-discrete spatially-continuous electrowetting on dielectric (EWOD) model with contact line
pinning is considered as the state system in an optimal control framework. The pinning model is
based on a complementarity condition. In addition to the physical variables describing velocity,
pressure, and voltage, the solid-liquid-air interface, i.e., the contact line, arises as a geometric
variable that evolves in time. Due to the complementarity condition, the resulting optimal control
of a free boundary problem is thus a mathematical program with equilibrium constraints (MPEC)
in function space. In order to cope with the geometric variable, a finite horizon model predictive
control approach is proposed. Dual stationarity conditions are derived by applying a regularization
procedure, exploiting techniques from PDE-constrained optimization, and then passing to the limit in
the regularization parameters. Moreover, a function-space-based numerical procedure is developed
by following the theoretical limit argument used in the derivation of the dual stationarity conditions.
The performance of the algorithm is demonstrated by several examples; including barycenter
matching and trajectory tracking.
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interface, optimal control of free boundary problems, mathematical program with equilibrium
constraints, MPEC, PDE-constrained optimization, barycenter matching, trajectory tracking.

1. Introduction

In this paper, we consider the control of a single droplet on an electrowetting on dielectric
(EWOD) device. Electrowetting is an important technique used in the manipulation of fluids on
the micro-scale in digital microfluidic devices. A typical micro-device driven by EWOD consists
of two narrowly separated parallel plates in which one of the plates contains an embedded grid
of electrodes. The contact angle of a droplet placed between the plates can be actuated by applying
voltages to the electrodes on the grid, see, e.g., [9, 46]. Some applications include mass spectrometry
[52], lab-on-a-chip [18, 45], and electrofluidic displays [20].

Building upon the developments in [48, 51], we consider as our state system (forward problem)
the following time-discrete spatially-continuous EWOD model with contact line pinning (here in
strong form):

˛
uiC1 � ui

ıtiC1
C ˇuiC1 CrpiC1 D 0 in ˝i ; (1.1a)

div uiC1 D 0 in ˝i ; (1.1b)

piC1νi � �iC1νi �Eiνi � �iC1νi �Dvisc.uiC1 � νi /νi D 0 on � i ; (1.1c)

�iC1 � Ppin@
�
jj � jjL1.� i /

�
.uiC1 � νi / 3 0 on � i : (1.1d)

Here, the time interval is partitioned into intervals of length ıti > 0, for i D 1; : : : ; T ; and˝i � R2
and � i WD @˝i are the droplet domain and its interface at time ti , respectively, which are always
assumed to be known at ti and sufficiently smooth. The constants ˛ << ˇ are non-dimensional
material and geometry constants associated with the underlying device and Dvisc, Ppin > 0 are
contact-line friction coefficients.

In this model, (1.1a) represents the conservation of momentum and (1.1b) is the conservation
of mass. The equation (1.1c), referred to in [51] as the “pressure boundary condition”, models
the effect that curvature, the electrowetting forcing term E (eventually the control), the pinning
variable �, and viscosity have on the pressure inside the droplet. Equation (1.1d) models “contact
line pinning.” Pinning is a naturally occurring phenomenon in many wetting applications, which
is due to molecular adhesion at the solid-liquid-air interface of the droplet and contact angle
hysteresis. This phenomenon ultimately slows the motion of the droplet. More specifically, a
certain resistance threshold must be overcome in order for the droplet to move. The form in (1.1d)
was suggested in [48, 51] as a means of approximating the computationally expensive molecular
dynamics simulations suggested by the physics. Without the pinning condition (1.1d), numerical
simulations of the droplets predict motions that are up to ten times faster than observed in the
laboratory, cf. the discussion in [51] and the references therein. Note that due to [43, Theorem
21] (rules of generalized differentiation) the suddifferential inclusion in (1.1d) is equivalent to the
pinning condition in [48, 51]. In particular, we have for any � 2 Ppin@.k�kL1.� i //.u �ν/ the relations

�.s/ D Ppinsign
�
.u � ν/.s/

�
; for almost every (a.e.) s 2 � i W .u � ν/.s/ ¤ 0;

�.s/ 2 Œ�Ppin; Ppin�; for a.e. s 2 � i W .u � ν/.s/ D 0:
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Letting `C WD max.0;u � ν/ and `� WD min.0;u � ν/, where max.0; �/ and min.0; �/ are understood
in the pointwise almost everywhere sense, we derive from this the complementarity relations

0 6 `C; � 6 Ppin; `C.� � Ppin/ D 0; for a.e. s 2 � i ; (1.3a)

0 > `�; � > �Ppin; `�.�C Ppin/ D 0; for a.e. s 2 � i : (1.3b)

Given the known quantities ui , νi , Ei , and an approximation of the curvature �iC1; the velocity
uiC1, pressure piC1, and pinning variable �iC1 at time tiC1 are to be obtained by solving (1.1).
Afterwards, the geometric variable �i needs to be evolved.

For some .n � 1/-dimensional manifold � , a positive scalar � > 0, and a vector field u W � !
Rn, we define the mapping X.� Iu/.�/ W � ! Rn by

X.� Iu/.� / D � C �u.� /;

where ‘C’ is understood in the sense that for x 2 � , X.� Iu/.x/ D x C �u.x/. Clearly,
X.0;u/.� / D � .

Returning to the EWOD problem, we now use the velocity uiC1 (defined on � i ) at time tiC1
along with X to update the boundary � i and approximate curvature term �iC1. For simplicity, we
write XiC1.ıtiC1/ WD X.ıtiC1IuiC1/. Note that XiC1.0/ is the identity mapping on � i . We then
set

� iC1 WD XiC1.ıtiC1/.� i / and �iC1 � νi .�/ WD ��� i XiC1.0/.�/ � ıtiC1�� i uiC1.�/: (1.4)

Here, �� i denotes the Laplace-Beltrami operator on � i ; see e.g., [13].
Ideally one would like to (simultaneously) control the EWOD system (1.1) over all time periods,

through a suitable choice of Ei for each i that minimizes some objective J. Then, by letting

E WD .E1; : : : ; ET /; Z WD
�
.u1; : : : ;uT /; .p1; : : : ; pT /; .�1; : : : ; �T /

�
; Γ WD .� 1; : : : ; � T /;

this would require the solution to an optimal control problem of the following form:

min J.E;Z;Γ / over .E;Z;Γ / 2 X

subject to (s.t.)8i D 1; : : : ; N W

˛
uiC1 � ui

ıtiC1
C ˇuiC1 CrpiC1 D 0 in ˝i ;

div uiC1 D 0 in ˝i ;

piC1νi � �iC1νi �Eiνi � �iC1νi �Dvisc.uiC1 � νi /νi D 0 on � i ;

�iC1 � Ppin@
�
jj � jjL1.� i /

�
.uiC1 � νi / 3 0 on � i ;

� iC1 � XiC1.ıtiC1/.� i / D 0;

�iC1 � νi C�� i XiC1.0/C ıtiC1�� i uiC1; D 0

Ei 2 Eiad :

Here, Ei
ad
; i D 1; : : : ; T; represent the constraints on the controls Ei . Note, in particular, the

inclusion of the definitions in (1.4) as constraints in the control problem; X represents the (yet to be
determined) space of decision variables.
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Unfortunately, the dependencies of the operators, the underlying spaces, and the solutions
on the interfaces make proving the existence of an optimal control E very challenging without
further restrictive assumptions or additional constraints. Furthermore, from a numerical standpoint,
this comprehensive constraint system would imply substantial computational effort, assuming the
problem is even tractable. For this reason, we choose to pursue a more tractable approach inspired
by finite horizon model predictive control, see, e.g., [16]; in particular we refer to the formal
discussion/definition on pp. 337–338. In the context of optimal control of instationary Navier-
Stokes, this has also been called “instantaneous control,” see [33].

In order to describe the basic idea behind model predictive control in the current setting, we
denote the control space at time ti by Ei ; the remaining variables z D .u; p; �/ lie in the space
Zi . Assuming a compatible objective function and sufficiently smooth boundaries � i , we have the
following model predictive control scheme.

Finite horizon model predictive control of EWOD

At time ti we are given:

1. ˝i , � i , νi , ıtiC1, ui .
2. The previous control Ei and control constraints Ei

ad
� Ei .

3. An objective Ji .E; z/.

Consider the minimization problem

min Ji .E; z/ over .E; z/ � Eiad �Zi
W .E; z/ satisfies .1:1/: (P)

Assuming Ei 2 Ei
ad

:

1. Solve (1.1) to obtain a solution-tuple z0 WD .u0; p0; �0/.
2. Find a descent direction .ıE; ız/ that sufficiently decreases a merit function related to JiC1

and the feasible set.
3. Update the control Ei and obtain a new solution-tuple z0.

At this point, we either repeat the process or evolve the boundary � i according to the new velocity
field via (1.4) and proceed to the next time step.

Although the control strategy of EWOD, as proposed above, removes some of the difficulties
associated with the geometric variable � i , the optimal control of a type of Darcy or Hele-Show flow
coupled with a non-smooth equilibrium condition is a challenging problem in its own right. Indeed,
the presence of the subdifferential inclusion (1.1d) means that we are still tasked with solving (or
at least reducing the objective of) a mathematical program with equilibrium constraints (MPEC)
in function space; a problem class with a notoriously degenerate constraint set, see, e.g., [11, 21,
22, 24, 29]. The constraint degeneracy here is due to the pinning condition. As a consequence, the
standard methods of PDE-constrained optimization or non-linear programming in Banach spaces
are not directly applicable for deriving stationarity conditions of such control problems. Moreover,
the numerical solution represents a significant challenge due to the structure of the feasible set.
Therefore, we need to develop the theory and numerics for one time step before passing to the
evolution in time.

The influential experimental studies by C.-J. Kim et al., e.g., [8, 9, 18, 46, 52] demonstrate that
one can create, split, merge, and move droplets in a laboratory setting. This led to the development
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of several mathematical models (see discussion below). Thus, our paper aims to make this procedure
mathematically rigorous and to find optimal switching patterns for these four essential actions of an
EWOD device. To this end, we start by noting that the (suboptimal) control of a geometric partial
differential equation (PDE) coupled with an equilibrium or complementarity condition (such as the
pinning constraint in our context) has, to the best of our knowledge, not yet been investigated in the
literature. In the context of shape optimization of super-hydrophobic/hydrophilic materials, a similar
forward problem arises when using a threshold-type slip-boundary condition, see the recent paper
[19]. Concerning the control of free boundaries, we mention here [4, 44], where the free boundary
is implicitly treated, and [1, 2, 12, 34, 35], where the free boundary is treated in graph form. A
shape optimization perspective to (geometric) complementarity problems has been investigated in
[27, 28, 30]. Recently, a parameter-identification problem in the study of cell motility with both
sharp and diffuse interface formulations was considered in [10] and droplet footprint control via
surface tension in [38]. We would also like to mention [40], in which shape sensitivity analysis
and control for time-dependent shapes with PDE-constraints is considered. Finally, we note that our
techniques for the investigation of (P) are based on several approaches found in the optimal control
of elliptic variational inequalities, i.e., MPECs in function space. In particular, we mention the
monograph by Barbu [4] for regularization approaches and [23, 24] for efficient numerical methods
and relevant stationarity concepts.

Concerning developments in the literature that are directly related to this paper, we mention, in
particular, the papers [49, 50]. In [49] a droplet model, based on [50], is considered in the context
of model-predictive/open-loop control. More specifically, the actuation of particles within droplets
is considered. Though the model is largely phenomenological, the results are very convincing
and have clearly impacted the further studies, e.g., [51]. In both our paper as well as [48–51],
topological changes can only be handled heuristically as the pressure boundary condition contains
a curvature term that becomes undefined once droplets pinch-off or merge. Thus, we chose our
objective functionals for examples in which topology changes are not expected, e.g., tracking the
barycenter of a droplet along a diagonal and tracking an ideal droplet’s trajectory. Since we are in
a time-discrete setting, it seems possible to also allow topological changes by using the heuristic
mentioned above to split or merge between the calculation of controls Ei and EiC1.

The rest of the paper is structured as follows. In Section 2, we introduce the necessary notation,
function spaces and a distributional form of the EWOD problem (1.1). We discuss the mathematical
difficulties introduced by the pinning condition and then formulate the control problems to be
considered at each step of the control process described above. In Section 3 we present a limiting
regularization approach that serves two purposes:

1. To determine optimality/stationarity conditions of the control problems in each time interval
and

2. to provide us with a means of obtaining descent directions for the reduced objective
functionals, as will be needed in the numerical scheme.

The dual multiplier-based stationarity conditions are reminiscent of the limiting forms of C-
stationarity, which are common in the literature, see e.g., [24, 29, 32]. In Section 4, we discuss all the
details surrounding the numerical method and provide the results of several examples. In particular,
we introduce the objective functionals for barycenter matching and barycenter tracking. Moreover,
the discretization of the underlying spaces, the means of solving the (regularized) EWOD problem,
and the calculation of gradients are explained. Finally, several examples are given, in which the
constraint degeneracy of the underlying problem can be seen during the majority of the time steps.
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2. Mathematical framework for a single time step

In this section, we provide the basic definitions and notations used throughout the text. Moreover,
we define the optimization problems considered in each time step of the procedure.

2.1 The EWOD model: Weak form

We start by introducing the relevant notation and function spaces. Given an (open bounded)
droplet domain ˝i with smooth boundary � i , we let Vi , the “velocity space”, be the closure of
C1.˝

i
IRn/ with respect to the norm

kvkVi WD

�
jjvjj2

H.div I˝i /
C ıti jjr� i vjj2

L2.� i IRn/

� 1
2

:

Moreover, we let Eiad be a non-empty, closed, convex subset of Ei WD L2.� i /. Note, we could also
take other control spaces Ei here, e.g., Rn or any other reflexive Banach space. In this context, we
define the bounded linear operators Ai W Vi ! Vi�, B i W Vi ! L2.˝i /, C i W Vi ! L2.� i /,
F i0 W E

i
! Vi� and the continuous affine mapping F i W Ei ! Vi� by

hAiu; vi WD
�

˛

ıtiC1
C ˇ

� �
.u; v/L2.˝i IRn/ C .div u; div v/L2.˝i IRn/

�
CDvisc.u � νi ; v � νi /L2.� i / C ıtiC1.r� i u;r� i v/L2.� i IRn/;  > 0;

hB iu; wi WD .�div u; w/L2.˝i /;

hC iu; �i WD .u � νi ; �/L2.� i /;

hF i0 .E
i /; vi WD �.Ei ; v � νi /L2.� i /;

hF i .Ei /; vi WD
˛

ıtiC1
.ui ; v/L2.˝i IRn/ C hF

i
0 .E

i /; vi � .r� i XiC1.0/;r� i v/L2.� i IRn/:

Here, the definitions of h�; �i and the test functions should be clear in context. For the sake of
readability, we henceforth leave off the superscripts i . Note that  > 0 ensures the ellipticity of
A on V. Of course, for u 2 V such that div u D 0, this term disappears.

Using these operators and function spaces, we now state the distributional form of (1.1):

AuC B�p C C �� D F.E/; in V�; (2.1a)

Bu D 0; in L2.˝/; (2.1b)

� � Ppin@
�
jj � jjL1.� /

�
.Cu/ 3 0; in L2.� /: (2.1c)

Note that F0 may also be nonlinear and smooth. This assumption on the control action would allow
us to alternatively model the way in which the EWOD device delivers charges to the droplet.
Although this would add a nonlinearity to the control process, it would not remove the major
complications due to the complementarity, i.e., pinning, constraint. Hence, we keep F0 simple in
order to emphasize the difficulty due to the constraint degeneracy.

In the following, we briefly discuss the aforementioned degeneracy of the EWOD system as
a forward problem and introduce the notion of “biactivity.” In light of (1.3), the subdifferential
condition (2.1c) is equivalent to

Cu � .CuC � � Ppin/C C
�
� .CuC �C Ppin/

�
C
D 0; a.e. �;
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where “a.e.” refers to “almost everywhere” and .�/C signifies the superposition operator from
L2.� / ! L2.� / defined by the real-valued function max.0; �/ W R ! R, i.e. the pointwise
max.0; �/ operation on � . Given a pair .u; �/ that satisfies (2.1c), we define the “strongly active
sets” AC;A� � � and the “weakly active/biactive sets” BC;B� � � by

AC WD
˚
s 2 �

ˇ̌
�.s/ D Ppin; .Cu/.s/ > 0

	
;

BC WD
˚
s 2 �

ˇ̌
�.s/ D Ppin; .Cu/.s/ D 0

	
;

A� WD
˚
s 2 �

ˇ̌
�.s/ D �Ppin; .Cu/.s/ < 0

	
;

B� WD
˚
s 2 �

ˇ̌
�.s/ D �Ppin; .Cu/.s/ D 0

	
:

The “inactive set” is given by I WD � n .AC[A�[BC[B�/. One can show that .�/C W L2.� /!
L2.� / is directionally differentiable at any w 2 L2.� / in any direction h 2 L2.� /. However, if
jBC [ B�j > 0, then .�/0C.wI �/ W L

2.� / ! L2.� / is non-linear. This corresponds to a lack of
“strict complementarity” in non-linear programming. Physically speaking, strict complementarity
fails, i.e., jBC [ B�j > 0, when there is pinning (� D ˙Ppin) and yet no normal force acts
on the boundary (Cu D 0). This unstable situation may appear pathological, however, it cannot
be ruled out (both from a mathematical as well as physical standpoint); see the magenta nodes in
Figure 7. For this reason, the control problem cannot be handled directly with standard techniques of
PDE-constrained optimization. In general, we note that pinning/biactivity is essential for problems
in which one would like to exactly match a desired shape; see, for instance, the last numerical
experiment.

In order to derive optimality conditions for (P), we work with (2.1) in solenoidal form, i.e., we
restrict the set of test functions in the first equation in (2.1) to the space

Vsol WD
˚
v 2 V jBv D 0

	
and consider A W Vsol ! V�sol. The operators C;F; F0 are also redefined accordingly. Note that
this restriction does not affect the coercivity of A. In solenoidal form, the non-unique pressure
variable p disappears and (2.1) can be modeled as a generalized equation. For this purpose and for
convenience, we define ' W Vsol ! R by

'.u/ WD Ppin
�
k � kL1.� / ı C

�
.u/; u 2 Vsol:

Then the solenoidal form of (2.1) is as follows:

AuC @'.u/ 3 F.E/: (2.2)

2.2 An MPEC in function space

We now return to the control problem (P), which may be rewritten using the solenoidal setting.
As a consequence, both the pressure variable p and the pinning variable �, due to (2.2), become
implicit. Therefore, we henceforth consider objectivesbJ.E;u/ only (rather than J.E; z/ as in (P)).
Unless otherwise noted, we assume that the objective bJ W E � Vsol ! R is continuously Fréchet
differentiable and the set of admissible controls Ead is nonempty, closed and convex. Finally, we
will assume thatbJ satisfies the usual assumptions, cf. Theorem 3.1, needed to obtain the existence
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of a minimizer to:
min bJ.E;u/ over .E;u/ 2 E � Vsol
s.t.

AuC @'.u/ 3 F.E/; E 2 Ead :
(2.3)

Since A is a coercive symmetric bounded linear operator, and therefore strongly monotone, and @'
is a maximal monotone operator defined on all of Vsol, a real Hilbert space, the operator AC @' is
surjective, see e.g., [6, Theorems 2, 20] or [41, 42]. Moreover, one can either apply a classical result
of Minty [39], see, e.g., [53, Theorem 26.A], or standard arguments from variational inequalities,
see, e.g., the well-known monograph [37], to demonstrate that the solution operator b̊ WD .A C

@'/�1, with b̊ W V�sol ! Vsol, is Lipschitz continuous. Furthermore, as F is a continuous affine
operator, the mapping ˚ WD b̊ ı F is Lipschitz continuous from E into Vsol. This allows us to
rewrite the MPEC (2.3) in reduced form as

min J.E/ WDbJ�E;˚.E/� over E 2 Ead : (2.4)

We are then left with a non-smooth non-convex optimization problem with convex control
constraints.

3. Dual optimality conditions via limiting regularization

In order to derive dual optimality conditions, we use a regularization approach in which we smooth
the L1.� /-norm in '. This leads to an approximation of the control problem (2.4) via a sequence
of more tractable problems. After demonstrating existence and providing a general approximation
framework, we derive first-order multiplier-based stationarity conditions for (2.4). We will use the

notation
X
* or simply*, when X is clear in context, to denote weak convergence in some space X .

As mentioned, our arguments rely heavily on the approach in the monograph by Barbu [4].

3.1 An existence theorem

In the following, we provide a basic existence theorem that includes both (2.4) as well as our
approximating problems.

Theorem 3.1 Let M W Vsol � V�sol be a maximal monotone operator and assume that bJ W E �

Vsol ! R is bounded from below, weakly lower-semicontinuous in E/strongly lower-semicontinous
in Vsol, and either Ead is bounded or bJ is partially coercive with respect to Ead, i.e., for every
sequence .Ek ;uk/ 2 E � Vsol with kEkkE !1 it holds thatbJ.Ek ;uk/!1. Moreover, assume
that the following problem has a feasible point:

inf
nbJ.E;u/ over .E;u/ 2 E � Vsol W AuCM.u/ 3 F.E/; E 2 Ead

o
: (3.1)

Then there exists a minimizer .E;u/ 2 Ead � Vsol of (3.1).

Proof. Using the same arguments leading to the derivation of (2.4), it follows that the map � WD
.A CM/�1 is Lipschitz from V�sol to Vsol. In addition, F0 W E ! V�sol is compact. Therefore, the
reduced objective J.E/ WD bJ.E; � .F.E// is weakly lower-semicontinuous in E. The rest of the
proof is a standard application of the direct method of calculus of variations.
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REMARK 3.2 As the L1.� /-norm is continuous and convex, the set-valued mapping @.k � kL1.� / ı

C/.�/ D C �.@k � kL1.� / ıC/.�/ is maximal monotone, see, e.g., [41]. Therefore, (2.4) has a solution
provided the chosen objectivebJ satisfies the (usual) conditions required in Theorem 3.1.

3.2 Smoothing the L1.� /-norm

In the following, we let  W R! R, be given by  .r/ WD jr j and

	.v/ WD kvkL1.� / D

Z
�

 .v.s//ds; v 2 L1.� /:

Our regularization ansatz is essentially related to the conditions in [4, Chap. 2]. In fact, let 	˛ W
L2.� /! R for ˛ > 0 be a family of functionals that have the following properties:

(i) For all ˛ > 0, 	˛ is a convex and continuously Frèchet differentiable functional on L2.� /.
Moreover, 	 0˛ is continuously Frèchet differentiable from Lr .� / into Lr

0

.� / with r > 2

and 1=r C 1=r 0 D 1.
(ii) There exists a constant # > 0 such that for all v 2 L2.� / and ˛ > 0: 	˛.v/ >

�#.kvkL2.� / C 1/:

(iii) For all ˛k # 0 and for all v 2 L2.� /, it holds that 	˛k
.v/! 	.v/:

(iv) For all ˛k # 0, v 2 L2.� /, and fvkg � L2.� / such that vk * v, it holds that
lim infk!C1 	˛k

.vk/ > 	.v/:
(v) For every bounded set M � V�sol, the set[

y2M

n
.u; ˛/ 2 Vsol � .0; 1�

ˇ̌
AuC C �	 0˛.Cu/ D y

o
is bounded in Vsol � R.

Here, condition (i) is essential for the derivation of an adjoint equation in the first-order optimality
conditions of the smoothed version of (2.4), whereas (ii) along with convexity and continuity
ensure that 	 0˛ is a maximal monotone operator. Conditions (iii) and (iv) are a slight weakening
of the usual requirements for � -convergence, i.e., epi-convergence. Finally, (v) ensures the uniform
boundedness of the states u˛ in the approximating problems with respect to ˛ > 0. For a general
class of integral functionals that satisfies these conditions, we refer the reader to the Appendix. A
concrete example of such a 	˛ is given in Section 4.3. For the coming discussion, it suffices to
assume that following structure:

1.  ˛ W R ! R is a convex, twice continuously differentiable approximation of the absolute
value ( .r/ WD jr j). It has the form

 ˛.r/ WD ˛e .˛�1r/C "˛;
where e W R ! R is convex, twice continuously differentiable with e .r/ >  .r/ D jr j,e 00.r/ < c (c 2 R) and satisfies certain growth properties (see Proposition 5.1); "˛ is a null
sequence and ˛ > 0.

2. 	˛.v/ is a smooth integral functional that approximates the L1 norm. It has the form

	˛.v/ WD

Z
�

 ˛
�
v.s/

�
ds; v 2 L2.� /:
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3.3 A class of approximating optimization problems

Using the smoothing of the L1.� /-norm from the previous subsection, we define the following
class of approximations to (2.4):

min
nbJ.E;u/ over .E;u/ 2 E � Vsol W AuC PpinC

�	 0˛.Cu/ D F.E/; E 2 Ead
o
: (3.2)

The nonlinear equation:

AuC PpinC
�	 0˛.Cu/ D F.E/; (3.3)

will be referred to as the smoothed EWOD problem. The difference between (2.1) and (3.3) can be
best understood by formally returning to the strong formulation (1.1). By letting � D e 0.˛�1u � ν/
and replacing (1.1c)-(1.1d) by

pν �Eν � �ν � Ppine 0.˛�1u � ν/ν �DviscŒu � ν�ν D 0;

the associated weak and then solenoidal form yields (3.3). Typically, see Section 4.3, one would
choose a smoothing in which e 0.r/ D 1 for r > 1 and e 0.r/ D �1 for r 6 �1. As a consequence,
after scaling, we introduce a type of friction that “slows” the motion of the droplet. Indeed, for the
non-smooth model, 1 >> ju � νj > 0 would imply � D ˙1, whereas here j�j < 1 (see Figure 2
below).

In the following result, we demonstrate the existence of a solution to (3.2) and the consistency
of the approximation with the original problem (2.3) when ˛ # 0.

Proposition 3.3 (Consistency of the Approximation) LetbJ be as in Theorem 3.1 and ˛ > 0. Then
(3.2) admits a minimizer .E˛;u˛/ and for any sequence f˛kg

1
kD1 with ˛k # 0, there exists a

subsequence f˛kl
g1
lD1

and a point .E�;u�/ such that E˛kl

E
* E� and u˛kl

Vsol
! u� as l ! 1,

where .E�; u�/ is a minimizer of (2.3).

Proof. Since .	˛ ıC/ W Vsol ! R is convex, differentiable, and continuous, its gradient is maximal
monotone. Therefore, there exists a unique solution u˛ to (3.3) for all E 2 Ead and ˛ > 0, cf.
proof of Theorem 3.1. Hence, (3.2) always has a feasible point. The existence of a solution .E˛;u˛/
to (3.2) for any ˛ > 0 then follows from Theorem 3.1. Using the ellipticity of A, compactness
of F W E ! V�sol, and variational convergence in ((iii)–(iv)) for 	˛k

! 	 one can show that

u˛k

Vsol
! u (strongly) along any sequence ˛k # 0. Alternatively, one can verify the conditions

of [4, Theorem 2.2, p. 41].
Continuing, since J is assumed to be partially coercive (or Ead is bounded), it follows that the

set of controls fE˛g˛>0 is bounded in E. Thus, fu˛g˛>0 is bounded in Vsol. Therefore, for any
sequence f˛kg

1
kD1 with ˛k # 0, there exists a subsequence

˚
˛kl

	1
lD1

and a point .E�;u�/ such that

E˛kl

E
* E� and u˛kl

Vsol
! u� as l !1. It remains to show that .E�;u�/ is also a solution.

Since Ead is closed and convex, it is weakly closed. Therefore, E� 2 Ead . Moreover, it follows
from [4, Theorem 2.2, p.41] that u� satisfies Au� C PpinC

�.@k � kL1.� / ı C/.u/ 3 F.E�/. Hence,
.E�;u�/ is feasible for (2.3).
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Finally, taking .E 0;u0/ to be any minimizer of (2.3), we can use the same limiting argument
above to show that if Au0˛ C PpinC

�	 0˛.Cu0˛/ 3 F.E 0/, then we can select a subsequence of˚
˛kln

	1
nD1

such that u0˛kln

! u0 as n!C1. It follows that

J.E 0;u0/ 6 J.E�;u�/ 6 lim inf
n!C1

J.E˛kln
;u˛kln

/ 6 lim inf
n!C1

J.E 0;u0˛kln

/ D J.E 0;u0/I

as was to be shown.

Despite being a consistent approximation, 	˛ does not guarantee that we can reach every
solution pair .E 0;u0/ to (2.3) with sequences of approximating solutions. Moreover, since the
approximating problems (3.2) themselves are not convex, the consistency result is primarily of
theoretical interest. Indeed, we have no guaranteed way of numerically calculating globally optimal
pairs .E˛;u˛/. Even ensuring local optimality by numerical means is typically out of reach or at
least very expensive. Nevertheless, under the assumption that Ead is bounded, we can extend the
consistency result to include the convergence of approximating stationary points; which is then the
basis for our numerical method.

We finish this subsection with a sensitivity result for the solution mapping of the smoothed
EWOD system (3.3).

Proposition 3.4 Let ˚˛ W E! Vsol with E 7! ˚˛.E/ be defined by

˚˛.E/ WD .AuC PpinC
�	 0˛ ı C/

�1F.E/:

Then ˚˛ is Fréchet differentiable. The Fréchet derivative of ˚˛ at E in direction ıE 2 E is given
by ıu D ˚ 0˛.Cu/ıE, the unique solution of the sensitivity equation�

AC PpinC
�	 00˛ .Cu/C

�
v D F0.ıE/:

Proof. The linearization of (3.3) is given by .A C PpinC
�	 00˛ .Cu/C /ıu � F0.ıE/ D 0: To see

that .AC PpinC
�	 00˛ .Cu/C / is a linear isomorphism, we apply the same arguments used to derive

the reduced control problems (3.4) and (2.4). Indeed, A is a bounded linear strongly monotone
operator and C �	 00˛ .Cu/C is linear and monotone; since 	˛ is convex, continuous and twice
Fréchet differentiable. Therefore, .A C PpinC

�	 00˛ .Cu/C /�1 W V�sol ! Vsol is a bijection. The
rest follows from the implicit function theorem, cf. [54].

3.4 First-order conditions

In this subsection, we derive dual first-order optimality conditions for (2.4). In light of
Proposition 3.4, we can somewhat simplify the analysis by first deriving a smoothed version of
(2.4). Indeed, notice that C �	 0˛.Cu/ D @.	˛ ı C/.u/ is a maximal monotone operator. For some
E 2 E let u˛.E/ D ˚˛.E/ WD .A C Ppin@.	˛ ı C//

�1.F.E//. Due to the strong monotonicity
of A W Vsol ! V�sol and compactness of F W E ! V�sol, the solenoidal velocity field u˛ depends
completely Lipschitz continuously on the control E (from E to Vsol). That is, if En * E in E then
u˛.En/ ! u˛.E/ in Vsol and u˛.�/ W E ! Vsol is Lipschitz continuous. Hence, we obtain the
smoothed version of (2.4):

min J˛.E/ WDbJ�E;˚˛.E/� over E 2 Ead : (3.4)
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We continue this section by deriving first-order multiplier-based optimality conditions for both the
approximating control problems (3.4) and, subsequently, upon passing to the limit as ˛ # 0, for
(2.4). We henceforth assume that

� bJ is continuously Fréchet differentiable,
� @bJ W E � Vsol ! E� � V�sol, where @bJ D .@EbJ; @ubJ/, is bounded,
� Ead is bounded.

Given an optimal solution .E˛;u˛/ to (3.4), we can use Proposition 3.4 to derive the following
(standard) first-order optimality condition for (3.4) and therefore, for (3.2):˝

@EJ.E˛;u˛/C F �0 ˚
0
˛.E˛/

�@uJ.E˛;u˛/; E �E˛
˛
> 0; 8E 2 Ead : (3.5)

By letting w˛ D ˚ 0˛.E˛/
�.�@ubJ.E˛;u˛//, the next proposition follows immediately from (3.5),

which is equivalent to w˛ solving (3.7).

Proposition 3.5 Suppose .E˛;u˛/ 2 E � Vsol is a (locally) optimal solution of (3.2). Then the
following dual optimality condition holds:˝

@EJ.E˛;u˛/ � F �0 w˛; E �E˛
˛
> 0; 8E 2 Ead (3.6)

where w˛ 2 Vsol solves the adjoint equation

A�w˛ C C �	 00˛ .Cu˛/Cw˛ D �@uJ.E˛;u˛/: (3.7)

From now on we call w˛ the adjoint state associated with (3.7). Proposition 3.5 leads us to the
following definition.

DEFINITION 3.6 (Stationary Points) Given some ˛ > 0, we say that the triple .E˛;u˛;w˛/ is a
stationary point of (3.2) provided .E˛;u˛/ is feasible and .E˛;u˛;w˛/ satisfies (3.3), (3.6)–(3.7).

Based on Definition 3.6, we derive a limiting stationarity system first for the original problem
(2.3), or equivalently, (2.4). As stationary points according to Definition 3.6 can be computed
numerically upon discretization, this limiting procedure also serves the purpose of a convergence
proof for the associated numerical algorithm. As a corollary, since every optimal solution to (3.2) is
stationary, we acquire by virtue of Proposition 3.3, a first-order optimality system for those solutions
to (2.4) which can be reached by weak accumulation points of approximations f.E˛;u˛/g.

Lemma 3.7 (Boundedness of Stationary Points) Let f.E˛;u˛;w˛/g˛>0 � Ead � Vsol � Vsol be
the set of all stationary points for the approximating problems (3.2). Then f.E˛;u˛;w˛/g˛>0 is
bounded in Ead � Vsol � Vsol.

Proof. Since Ead is bounded, fE˛g˛>0 is bounded in E. Continuing, it follows from property (v),
cf. Equation (5.3), that fu˛g˛>0 is bounded in Vsol. Similarly, since @uJ maps bounded sets into
bounded sets and A is symmetric, we obtain the boundedness of fw˛g˛>0 in Vsol.

Theorem 3.8 (Convergence of Stationary Points) Let ˛k # 0 and define .Ek ;uk ;wk/ WD
.E˛k

;u˛k
;w˛k

/ to be a sequence of associated stationary points. Then there exists a subsequence˚
.Ekl

;ukl
;wkl

/
	1
lD1

and a triple .E�;u�;w�/ such that

Ekl

E
* E�; ukl

Vsol
! u�; wkl

Vsol
* w�; as l !C1;
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where .E�;u�/ is feasible for (2.3). Moreover, there exist m�;J�u 2 V�sol such that

@uJ.Ekl
;ukl

/
V�sol
* J�u and mkl

WD C �	 00˛kl
.ukl

/Cwkl

V�sol
* m�:

In addition, it holds that

A�w� C Ppinm
�
D �J�u ; (3.8)

lim inf
l!C1

hmkl
;wkl
i > 0; (3.9)

lim inf
l!C1

˝
@EJ.Ekl

;ukl
/ � F �0 wkl

; E �Ekl

˛
> 0; 8E 2 Ead : (3.10)

Proof. It follows from Lemma 3.7 that we can select a subsequence f.E˛kl
;u˛kl

;w˛kl
/g1
lD1
2 E�

Vsol�Vsol and a triple .E�;u�;w�/ such that .E˛kl
;u˛kl

;w˛kl
/ * .E�;u�;w�/ in E�Vsol�Vsol.

Since Ead is closed and convex, and therefore weakly closed,E� 2 Ead . Recalling the argument
in Proposition 3.3, i.e., [4, Theorem 2.2, p. 41], it follows that u� solves (2.2) with E D E�. In fact,
it holds that ukl

! u� strongly in Vsol.
Next, since wkl

* w� in V�sol and
˚
@uJ.Ekl

;ukl
/
	1
lD1

is bounded in V�sol, we obtain the
boundedness of fmkl

g1
lD1

with

mkl
WD C �	 00˛kl

.Cukl
/Cwkl

:

Then passing to the weak limit along a subsequence if necessary, it holds that A�w� Cm� D �J�u ;
this yields (3.8). The inequality condition (3.9), follows immediately by definition of mk and wk :

hmkl
;wkl
i D

Z
�

˛�1kl

e 00�˛�1kl
.Cukl

/.s/
�ˇ̌
.Cwkl

/.s/
ˇ̌2
ds > 0:

Finally, taking the limit inferior of (3.6) yields: (3.10).

Without additional compactness assumptions on the gradient of the objective functionalbJ or if
the control space E is not finite dimensional, it is difficult to refine (3.8)–(3.10) in the general setting.
A special case, which covers our example objective functionals, is considered in the following result.

Corollary 3.9 Let H be a Hilbert space, let L W Vsol ! H be a compact bounded linear operator,
and letbJ W E � Vsol ! R be given by

bJ.E;u/ WD 1

2
kLu � ubk2H C

�

2
kEk2E;

where � > 0 and ub 2 H . Then we obtain the following limiting stationarity conditions:
Let ˛k # 0 and define .Ek ;uk ;wk/ WD .E˛k

;u˛k
;w˛k

/ to be a sequence of associated stationary
points. Then there exists a subsequence

˚
.Ekl

;ukl
;wkl

/
	1
lD1

and a triple .E�;u�;w�/ such that

Ekl

E
* E�;ukl

Vsol
! u�;wkl

Vsol
* w�; as l ! C1; where .E�;u�/ is feasible for (2.3). Moreover,

there exists an m� 2 V�sol such that mkl
WD C �	 00˛kl

.ukl
/Cwkl

V�sol
* m�: In addition, we have:

A�w� C Ppinm
�
D L�.ub � Lu�/; (3.11a)

hm�;w�i > 0; (3.11b)
h�E� � F �0 w�; E �E�i > 0; 8E 2 Ead : (3.11c)
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Proof. The proof follows immediately from the proof of Theorem 3.8. Indeed, we have
@uJ.Ekl

;ukl
/ D L�.Lukl

�ub/ and @EJ.Ekl
;ukl

/ D �Ekl
. Therefore, due to the compactness of

L, L�.Lukl
� ub/ ! L�.Lu� � ub/ strongly in V�sol. This yields (3.11a). Moreover, we have for

each E 2 Ead that

0 6
˝
@EJ.Ekl

; ukl
/ � F �0 wkl

; E �Ekl

˛
D h�F �0 wkl

; E �Ekl
i C �hEkl

; E �Ekl
i:

Since F �0 W Vsol ! E is compact, h�F �0 wkl
; E �Ekl

i ! h�F �0 w�; E �E�i:Moreover, due to the
weak-lower semicontinuity of the E-norm, we have

0 6 lim inf
l!1

�hEkl
; E �Ekl

i 6 �hE�; E �E�i:

Combining these observations yields (3.11c).
In order to derive (3.11b), we test (3.7) with w˛ . Given m˛ WD C �	 00˛ .Cu˛/Cw˛ , where 	˛

is a twice-continuously differentiable convex functional, we have 0 6 hm˛;w˛i. Moreover, it also
follows from (3.7) and the explicit form of the objective that

0 6 Ppinhm˛;w˛i D �hA�w˛;w˛i C hL�.ub � Lu˛/;w˛i:

Since A� is symmetric, hA��; �i defines a continuous convex function on Vsol. Then, in light of
the compactness of L and L�, we may pass to the limit superior (along an appropriately chosen
subsequence) to obtain

0 6 �hA�w�;w�i C hL�.ub � Lu�/;w�i D Ppinhm
�;w�i;

as was to be shown.

In addition to the more explicit stationarity conditions in Corollary 3.9, we can provide further
refinements for the limiting multiplier m� and limiting adjoint state w�. Note that these do not
require special conditions on the objective functionals (such as in Corollary 3.9). Below, given a
subset S � Rn�1, jS j denotes the .n � 1/-dimensional Lebesgue measure of S .

Proposition 3.10 In the context of Theorem 3.8, let AC� and A�� denote the strongly active sets
associated with the limiting stationary point, and let

A� WD AC� [A�� :

Then, for all " > 0, there exists a Lebesgue measurable set A"
� � A� with jA"

�j 6 " such that

0 D hm�; vi; 8v 2 Vsol W Cv D 0; a.e. on
˚
s 2 � j .Cu�/.s/ D 0

	
[A"

�; (3.12)

provided supp e 00 � Œ�c; c� for some c > 0.

REMARK 3.11 (Limiting "-almost C-stationarity) This condition is the infinite-dimensional analog
of the finite-dimensional condition where the multiplier m� D 0 on the inactive set. Together with
(3.8)–(3.10) and the result in Proposition 3.12, the entire system constitutes a weak form of limiting
"-almost C -stationarity, see [31, 32]. In the case when there exists some function �� such that
m� D C ���, then it would result in limiting "-almost C -stationarity.



CONTROL OF ELECTROWETTING ON DIELECTRIC 15

Proof. Without loss of generality, we denote the convergent subsequence of fmkg by the index k
(according to the proof of Theorem 3.8). By the assumptions on e , supp 00˛k

� Œ�˛kc; ˛kc� for
some constant c > 0. Moreover, since C W Vsol ! L2.� / is compact, we may assume (taking
a subsequence if necessary) that Cuk ! Cu� pointwise almost everywhere on � . Therefore, for
almost every s 2 � such that Cu�.s/ ¤ 0, there exists a Ks 2 N such thatˇ̌

.Cuk/.s/ � .Cu�/.s/
ˇ̌
<
1

2

ˇ̌
.Cu�/.s/

ˇ̌
and  00˛k

.r/ D 0; if jr j >
1

2

ˇ̌
.Cu�/.s/

ˇ̌
;

for all k > Ks and hence, ˛k sufficiently small. In particular, we have here that j.Cuk/.s/j >
j.Cu�/.s/j=2.

Hence, �k.s/ WD  00˛k
..Cuk/.s//.Cwk/.s/ vanishes almost everywhere for sufficiently large

k, i.e., sufficiently small ˛k > 0, on A� WD fs 2 � j .Cu�/.s/ ¤ 0g : It follows from Egorov’s
theorem that for every " > 0 there exists a subset A"

� � A� with jA"
�j 6 " such that �k

converges uniformly on A� n A"
�. Then for any v 2 Vsol with Cv D 0 almost everywhere on

fs 2 � j .Cu�/.s/ D 0g [A"
� we have

0 D lim
k!C1

Z
�

�kCvds D lim
k!C1

hC ��k ; vi D lim
k!C1

hmk ; vi D hm�; vi:

This concludes the proof.

Since we currently do not have convergence of the inactive sets for the approximating problems
in the sense of characteristic functions, we can only approximate the condition Cw� D 0 a.e. on
I� D ˝ n A�, which is expected from similar stationarity conditions in the control of variational
inequalities, see e.g. [23]. This is the subject of the next result.

Proposition 3.12 Let ˛k # 0 and suppose that f.Ek ;uk ;wk/g1kD1 with .Ek ;uk ;wk/ WD
.E˛k

;u˛k
;w˛k

/ is an associated sequence of stationary points that weakly converges in E�Vsol �

Vsol to .E�;u�;w�/. Then the following holds:

lim
k!C1

Z
fs2� j.Cuk/.s/D0 g

ˇ̌
.Cwk/.s/

ˇ̌2
ds D 0:

Proof. Testing the adjoint equation (3.7) with w˛ and using the fact that A is coercive, the
assumptions on 	˛ and boundedness of the involved sequences yield the existence of some constant
# 0 > 0 such that

0 6
Z
�

e 00�˛�1k .Cuk/.s/
�ˇ̌
.Cwk/.s/

ˇ̌2
ds 6 ˛k# 0;

where we recall that  ˛.˛�1r/ WD ˛e .˛�1r/ C "˛ , in which case  00˛ .˛
�1r/ D ˛�1e 00.˛�1r/.

The assertion follows by passing to the limiting in k.

4. Numerical experiments

We now propose an algorithm for the numerical realization of a strategy for (suboptimally)
solving (2.4). In each time step, given the current state of the system, i.e., previous voltage pattern,
free-boundary, velocity field, and pressure, we seek a feasible vector .E;u; p; �/ that reduces or
even minimizes a given objective functional. As in the theoretical analysis of the control problem,
the multivalued subdifferential mapping becomes an issue when developing numerical solution
schemes. For this reason, we employ the same smoothing approach as above.
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4.1 Choosing an objective

Until now, the objective function has been rather general. However, in order to realize a useful
control, we consider the following four choices:

1. Barycenter matching:

JiC1.u; E/ D
1

2

 1

j˝i j

Z
˝i

�
x C ıtiC1u.x/

�
dx � bd

2
R2

C
�

2
kEk2E:

Here, ˝i is the support of the droplet in R2 at time step tiC1. The integral expression
is applied componentwise, which yields a vector in R2. The quantity bd represents the
coordinates of the desired barycenter. This term does not change at each time step. Finally,
the last term is the cost of the control E with parameter � > 0. In all the experiments we set
the Tikhonov parameter � WD 1e-8, except in the final example where we set � WD 1e-10.

2. Barycenter tracking:
The only difference to the previous functional is that bd is replaced by a biC1

d
, where

.b1
d
; : : : ;bT

d
/ represents a trajectory of desired barycenters.

3. Matching the shape of an ideal droplet:

JiC1.u; E/ D
1

2
kXiC1.0/.�/C ıtu.�/ � XiC1

d
.�/k2

L2.� i /
C
�

2
kEk2E:

Here, XiC1
d
.�/ is a closed curve in R2 that represents a desired droplet shape at time i , whereas

XiC1.0/.�/ is the identity map on the boundary � i , as defined in the introduction. More
specifically, we assume that XiC1.0/ WD � i and XiC1

d
have parametrizations of the form

.x1.s/; x2.s// and .xd1 .s/; x
d
2 .s// s 2 Œ0; 1�, respectively, and we consider the first term in the

objective as follows:

1

2

2X
jD1

Z 1

0

�
xj .s/C ıtiC1

�
u ı .x1; x2/

�
.s/ � ej � xdj .s/

�2
ds;

where e1; e2 are the standard basis vectors of R2. In our experiments, we set XiC1
d
WD Xd ,

where Xd is some ideal droplet shape.
4. Minimal velocity and barycenter matching:

JiC1.u; E/ D
1

2
ku.�/k2

L2.� i /
C
1

2

 1

j˝i j

Z
˝i

�
x C ıtiC1u.x/

�
dx � bd

2
R2

C
�

2
kEk2E:

Given an ideal droplet shape XiC1
d
.�/ with barycenter bd , the first term in JiC1 enforces a

minimal velocity (stationary configuration). The second term positions the droplet at a desired
location by enforcing barycenter matching.

The barycenter functionals have the advantage of not relying on information concerning the shape
of the droplet. For droplets that are slightly larger than the size of the individual electrodes on the
surface of the EWOD device, these are useful objectives. Indeed, here the effect of the surface
tension on the droplet should somewhat inhibit topological changes. However, for droplets whose
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“footprint”, i.e., support within R2, is much larger than the size of an electrode they might not be
ideal objectives, cf. [51].

The tracking-type objective, on the other hand, relies on information concerning the current and
the next free boundary. It is theoretically more challenging and it requires us to provide substantial
information on the ideal trajectory of a droplet. However, by providing the path of a droplet whose
topology does not change over the time interval, it is possible to obtain a sequences of controls that
keep the original droplet’s topology intact.

Note that the functional in 3 forces a parametrization of the surface. If instead, we could work
with the characteristic functions associated with the droplet footprints, then we might be able to track
a sequence of “ideal” footprints. Here, we would consider the minimization of the distance between
the associated characteristic functions at each time step. This would be similar to the approach
in [38]. However, it appears that one would need a shape sensitivity analysis to do so, which goes
beyond the scope of this paper due to the presence of a variational inequality. We refer to the related
work with a simpler forward problem [28].

4.2 The control action and Ead

We need to take into consideration the physical limitations of the EWOD device and realistic
opportunities for the control action. Based on our theory, it is possible to consider finite dimensional
or distributed controls. We propose the following setting: Given a square, 3 � 3 EWOD device, we
define 9 domains j̋ , j D 1; : : : ; 9 and 9 controls/control spaces Eij 2 Eij . The linear operator F0
and the theoretical results can be easily adapted to this setting. Before, we used:

hF i0 .E
i /; vi WD �.Ei ; v � νi /L2.� i /:

Alternatively, we could use at the i th time step:

˝
F i0 .E

i
1; : : : ; E

i
9/; v

˛
WD �

9X
jD1

Z
� i\ j̋

Eij v � νids:

Since a distributed control may not be physically realizable, we consider a finite dimensional setting
in which Eij D R. We then have

˝
F i0 .E

i
1; : : : ; E

i
9/; v

˛
WD �

9X
jD1

Eij

Z
� i\ j̋

v � νids:

This new choice of F0 would affect the concrete realization of (3.10); we discuss this below in the
calculation of an update in the control procedure.

In our setting, we control the contact angle on the free boundary via E, the EWOD forcing
term. Given E, one can obtain the needed voltage for a specific electrode provided empirical data
is available, which relate the contact angle to the applied voltage. Indeed, the vertical curvature
component of the Laplace pressure on the interface is given by �z D �

�
cos.�top/C cos.�bot/

�
on � ,

where �top and �bot represent the upper and lower contact angles, respectively. For our experiments,
we set �top WD 90ı and assume that �bot is directly related to the underlying voltage V applied to
the associated electrode, i.e., we may consider �z as a function of V at point x. After rescaling �,
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one sets E.x/ WD c�z.V .x// D �c
�
cos.�top/C cos.�bot.V .x///

�
, where c > 0 is related to the

attributes of the EWOD device. For more, we refer the reader to the discussion surrounding [51,
Eqs. (6) and (8)].

Following [51], we consider the control of a Glycerin droplet. The contact angle �bot, along with
all other material constants, e.g., ˛; ˇ, are provided in [51, Table II]. For instance, when V D 0V,
�bot is 107:35ı and when V D 50V the �bot is 68:46ı. These contact angles (neglecting the top
contact angle) combined with the empirical relation between the contact angle and E provide us
with the box constraints on the control E, i.e.,

Ead D
˚
E 2 L2.� / W �11:0145 6 E.s/ 6 8:9462; a.e. s 2 �

	
:

These contact bounds are easily applied in the finite dimensional case as well. Note that in the
distributed case, i.e., when E 2 Ead � L2.� /, we have the usual pointwise almost-everywhere
projection formula.

4.3 Solving the forward system

At each step of the algorithm, we need an efficient solver of the smoothed EWOD problem in
solenoidal form:

AuC C �	 0˛.Cu/ D F.E/:

Since we operate under the setting of [48, 51], where the authors use P2-P1 elements, which are not
divergence free, in general we revert to the non-solenoidal system.

In light of these aspects, we revert to the non-solenoidal system:

AuC B�p C PpinC
�� D F.E/; (4.1a)
Bu D 0; (4.1b)
� D 	 0˛.Cu/: (4.1c)

Here, (4.1c) is be understood for pointwise almost every s 2 � as

�.s/ D e 0�˛�1.Cu/.s/
�
:

For our numerical experiments, we suggest the following (convex C 2) form for e (see Figure 1):
For r 2 R, we have

e .r/ WD
8̂̂<̂
:̂
r � 1=2; r > 1;
r3 � r4=2; r 2 .0; 1/;

�r3 � r4=2; r 2 .�1; 0�;

�r � 1=2; r 6 �1:

e 0.r/ D
8̂̂<̂
:̂
1; r > 1;
3r2 � 2r3; r 2 .0; 1/;

�3r2 � 2r3; r 2 .�1; 0�;

�1; r 6 �1:

In addition, we have

e 00.r/ D
8<: 0; r > 1; or r 6 �1;
6.r � r2/; r 2 .0; 1/;

�6.r C r2/; r 2 .�1; 0�:

As stated earlier, see the discussion following (3.3), the smoothing of  , i.e., the absolute value,
induces (perhaps) non-physical pinning, see Section 4.6. In light of our choice of e above, this type
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of slipping is confined to the small interval .�˛; ˛/; recall that ˛ # 0. Note also that the sufficient
conditions in Proposition 5.1 for the differentiability of the induced superposition/Nemytski
operator are satisfied.

In order to solve (4.1), we use an exact solver and we resort to a regularization approach
by adding a small amount of compressibility, i.e., the perturbation "p, to the left side of (4.1b).
Alternatively, we could use an iterative scheme such as Uzawa. For each fixed ˛ > 0 and " > 0, we
can the solve the resulting system with the standard Newton’s method with a simple backtracking
line search as a globalization scheme. The stopping criteria was based on the discrete V-norm of the
Riesz representation in V of the residual of the system (4.1) with an absolute tolerance of 1e-10; "
was set to 1e-16. The method exhibited fast/superlinear convergence, e.g., averaging 3–4 iterations
until convergence, throughout the experiments. The performance was slightly worsened for cases
involving large deformations of the droplet.

The algorithm has been implemented in MATLAB; extensive use was made of the software
library FELICITY [47]. As suggested in [48], we discretized the problem using P2 � P1-Taylor–
Hood finite elements, see, e.g., [14]. Moreover, in order to ensure a geometrically consistent
discretization of the droplet and proper computation of the curvature, cf. [5], piecewise quadratic
isoparametric elements were employed on those elements that contained a portion of the boundary
� . Finally, we note that the matrices for the linear systems of equations (in both the Newton iteration
as well as the solution of the adjoint equation) are assembled using a numerical quadrature formula
that is exact for polynomials up to degree 12.

After each time step, the mesh may become severely distorted or thin neck regions may appear.
We follow [51, III.F.2] in order to partially circumvent these issues. In particular, a so-called
harmonic lifting is applied in which the current velocity uj� is used as the boundary data for a
harmonic equation. This yields a vector field that smoothly updates the mesh node positions at each
time step and preserves the shape of the boundary. In case of significantly large deformations, a
further remedy is suggested in [51, III.F.3]; this was not employed/needed in our experiments.

4.4 Additional aspects of the forward system: Updating ˛

Since we are considering the smoothed EWOD system, any sequence of controls that we generate
will implicitly depend on ˛. Inspired by [25, 26] and considering ˛ to induce a primal-dual path



20 H. ANTIL ET AL.

P WD f.u˛; p˛; �˛/ j˛ > 0g, one would ultimately hope to have an analytical path-following
scheme that leads to a proper update strategy for ˛. Unfortunately, the structure of (4.1) rules out
an immediate application of [25, 26]. As a fully automated and sensitivity-based path-following
scheme for (4.1) clearly goes beyond the scope of the present work, we resort to a “manual” update
strategy for ˛. In this context, it is also important to decide when to update ˛ along the time steps.
Since we apply an instantaneous control strategy, it is important that the controls on each time
interval are related to the same forward system (which depends on ˛); the only difference between
the system at tiC1 and ti are the inputs used at tiC1, e.g., (ui , � i ) obtained at ti . Therefore, we
invoke a gradual reduction scheme for ˛ at t1 in order to reach a sufficiently close approximation
of the original pinning relation. Afterwards, we keep ˛ fixed for all subsequent time intervals. In
our experiments, ˛ was initialized at 1e-2 and reduced to the order of 1e-6. Smaller initial values,
e.g., 1e-3, led to failure of the Newton solver. Finally, we mention that a time step of size 1e-3
was employed; larger time steps typically led to larger mesh deformations and failure of Newton’s
method.

4.5 Updating the control at time ti

Supposing that we are again in the 3 � 3 EWOD regime, let Ei
j;k

, j 2 f1; : : : ; 9g, be the kth

iterate of the j th control at time ti . Substituting .Ei
1;k
; : : : ; Ei

9;k
/ into (4.1) and solving as described

above, we obtain ui
k

, the kth iterate of the velocity field at time ti . Given ui
k

, we calculate
@EJ˛.Ei1;k ; : : : ; E

i
9;k
/ and update the controls.

Ignoring the box constraints Ead , (3.6) yields the preliminary update:

@Ej
J˛.E

i
1;k ; : : : ; E

i
9;k/ D �E

i
j;k �

Z
�i\ j̋

wik � νds; j 2 f1; : : : ; 9g; (4.2)

where wi
k

is the kth iterate of the adjoint state obtained by solving the saddle point problem�
AC PpinC

�	 00˛ .Cu˛/C
�
wC B�q D �@ubJ.Ei1;k ; � � � ; Ei9;k ;uik/; (4.3a)

Bw D 0: (4.3b)

Finally, we update the control using a projected BFGS strategy as suggested in [36] until either
the R9 norm of the residual Ek � ProjEad

.Ek � rJ˛.Ek// was below 1e-10 or 15 iterations were
reached. We experimentally selected 15, as the solutions appeared to be sufficiently accurate.

4.6 Forward solver results

To study the affect of regularization ˛ we first design a semismooth Newton solver for our
nonsmooth forward problem (2.1). Notice that no regularization appears in the semismooth Newton.
Subsequently we compare the semismooth Newton results when applied to (2.1) with the Newton
results when applied to (4.1). These results are shown in Figure 2. We further remark that,
qualitatively, our results for this experiment matches with [51].

4.7 Optimization results

In this subsection, we present the results of the method as applied to four examples, one for each
objective functional. We set T D 3s and ıt D 1e-3, the initial droplet is a circle of diameter
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FIG. 2. We solve the regularized problem (4.1) and the nonsmooth problem (2.1) by using Newton and semismooth Newton,
respectively. Notice that no regularization is needed in the semismooth Newton. The panels show comparison between the
two approaches at different time instances.
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FIG. 3. Initial configuration for barycenter match-
ing: Initial droplet (top right) and desired barycen-
ter (bottom left).
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FIG. 4. Initial configuration for barycenter track-
ing: Initial droplet (top right) and desired trajec-
tory (dotted semicircle).

0.1125 mm and is centered at .0:05625; 0:05625/mm. As discussed above, we consider an EWOD
device with 3� 3 configuration of electrodes. For each of the experiments, we provide the behavior
of the droplets over nine points in time; refer to the figures below. The values of the nine separate
controls are printed inside their respective electrodes at those points in time. Recall as mentioned
above, that E D 8:9462 corresponds to 0 V and E D �11:0145 to 50 V.

1. Barycenter matching: For this example, we set the desired barycenter bd D

.�0:105;�0:105/. The results of this experiment can be seen in Figures 5. In Figure 6 we
show the behavior of line search at a particular time instance.
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FIG. 5. Barycenter matching: The 9 panels show the mesh modification at different times (in sec). The control E , shown
in the background, is piecewise constant on each electrode. E D 8:9462 implies that a voltage of 0 V is applied to that
electrode andE D �11:015 correspond to 50 V. The active/inactive sets on the boundary are denoted by Black �: strongly
active, Magenta � [online version]: biactive, Grey �: inactive. Note the biactivity at time t D 0:057 s.

2. Barycenter tracking: Here, the ideal barycenters follow the semicircle starting at
.0:05625; 0:05625/ and following the path described by bd .t/ where bd .t/ WD

.bd;1.t/;bd;2.t// is given by

bd;1.t/ D 0:09 cos
�
�.t/

�
C 0:05625; bd;2.t/ D 0:09 sin

�
�.t/

�
� 0:02813

with �.t/ WD .3 � t /�=6 C t�=2, t 2 Œ0; 3�; compare Figures 3 and 4. We let t0 D 0 and
tK D T in our experiments. The results of this experiment can be seen in Figure 7

3. Matching the shape of an ideal droplet: In this example the ideal droplet is taken to be
XiC1.0/.�/ � 0:1350. The initial droplet is as in the previous two examples. The results of
this experiment can be seen in Figure 8.
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FIG. 6. The panel shows the line search parameter (y-axis) with optimization iterate on x-axis at t D 0:03 s.
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FIG. 7. Barycenter tracking: The 9 panels show the mesh modification at different times (in sec). The control E , shown
in the background, is piecewise constant on each electrode. E D 8:9462 implies that a voltage of 0 V is applied
to that electrode and E D �11:015 correspond to 50 V. The active/inactive sets on the boundary are denoted by
Black �: strongly active, Magenta � [online version]: biactive, Grey �: inactive. Note the biactivity at times t D
0:018 s; 0:66 s; 1:05 s; 1:32 s; 1:98 s; 2:718 s; 2:97 s.



24 H. ANTIL ET AL.

−0.1 0 0.1

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

8.94621.89468.9462

−3.3132−11.0158.9462

8.94628.94628.9462

Omega t = 0.033s

−0.1 0 0.1

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

8.94628.94628.9462

8.9462−11.0158.9462

8.94628.94628.9462

Omega t = 0.054s

−0.1 0 0.1

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

8.94628.94628.9462

8.9462−11.0158.9462

8.94628.94628.9462

Omega t = 0.072s

−0.1 0 0.1

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

8.94628.94628.9462

8.94628.9462−11.015

8.9462−11.015−5.9745

Omega t = 0.096s

−0.1 0 0.1

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

8.94628.94628.9462

8.94628.9462−11.015

8.9462−8.5062−11.015

Omega t = 0.117s

−0.1 0 0.1

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

8.94628.94628.9462

8.94628.9462−7.5078

8.9462−0.99866−11.015

Omega t = 0.138s

−0.1 0 0.1

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

8.94628.94628.9462

8.94628.94628.9462

8.94628.9013−11.015

Omega t = 0.159s

−0.1 0 0.1

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

8.94628.94628.9462

8.94628.94628.9462

8.94628.9462−11.015

Omega t = 0.18s

−0.1 0 0.1

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

8.94628.94628.9462

8.94628.94628.9462

8.94628.94628.9462

Omega t = 0.201s

FIG. 8. Matching an Ideal Droplet: The 9 panels show the mesh modification at different times (in sec). The control E ,
shown in the background, is piecewise constant on each electrode. E D 8:9462 implies that a voltage of 0 V is applied
to that electrode and E D �11:015 correspond to 50 V. The active/inactive sets on the boundary are denoted by Black �:
strongly active, Magenta � [online version]: biactive, Grey �: inactive. Note the biactivity at times t D 0:072 s.

4. Minimal velocity and barycenter matching: The initial droplet is an ellipse .�/ and the ideal
(desired) droplet is a circle .ı/ of the same size as in Figure 3. Furthermore to increase the
impact of the controls we have reduced the size of electrodes by half. The results of this
experiment can be seen in Figure 9.

5. Conclusions and future directions

In this paper, we considered the finite horizon model predictive control of a time-discrete model of
electrowetting on dielectric (EWOD) in which the effects of molecular adhesion and contact line
hysteresis are modeled by a subdifferential inclusion/complementarity relation. Due to the difficulty
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FIG. 9. Minimal velocity and Barycenter Matching: The 9 panels show the optimal shape .�/ and the desired shape .ı/ at
different times (in sec). The active/inactive sets on the boundary are denoted by Black �: strongly active, Magenta � [online
version]: biactive, Grey �: inactive.

of including the free boundary (a non-implicit, non-graph form geometric variable) as a decision
variable, a comprehensive optimal control approach in which the coupled EWOD systems as well
as the evolution of the free boundary appear in the constraint set was ruled out. This led us to
consider a model predictive control approach, which, in each time interval, requires the solution
of an optimization problem with a variational inequality constraint, i.e., an elliptic mathematical
program with equilibrium constraints (MPEC). Due to the difficult nature of elliptic MPECs, a
smoothing approach was considered for the derivation of optimality conditions at each time step.
These conditions may serve as stopping criteria for an associated numerical method. Moreover, the
smoothing approach provides us with a means of calculating a sequence of controls that correspond
to the voltages applied to the electrodes in an EWOD device. In our numerical experiments, we
considered a model EWOD device with a 3 � 3 electrode configuration and the movement of
a droplet of glycerin. In particular, we demonstrated how the general theoretical and numerical
approach can be applied to the cases of barycenter matching and tracking as well as the matching
of an ideal droplet shape. Moreover, especially in the case of barycenter tracking, we noted the
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persistent presence of biactivity throughout the time steps. Thus, we have considered examples
where the control-to-state mapping is truly non-smooth. Finally, concerning the choice of finite
element discretization of the smooth or non-smooth EWOD system, we also refer to [15], where the
authors develop divergence-free elements to study an EWOD system. However, the authors do not
account for pinning. The extension to pinning and subsequently control will be the focus of future
work.

Appendix

In the following technical result, we specify a class of functionals 	˛ that satisfies (i)–(v) (at the
beginning of Section 3.2). The conditions are inspired by those found in, e.g., [7].

Proposition 5.1 Let f"˛g˛>0 be a sequence in R such that "˛ ! 0 as ˛ # 0, 1 > j"˛j, and lete W R! R be convex and twice continuously differentiable such that:

1. For all r 2 R, e .r/ >  .r/ D jr j,
2. For all r 2 R, e 00.r/ < c, for some constant c 2 R,
3. The following two conditions hold:

lim
r!�1

r�1
�e .r/� D �1; lim

r!C1
r�1

�e .r/� D C1: (5.1)

Then, defining  ˛ W R ! R (a regularization of  ) by  ˛.r/ WD ˛e .˛�1r/ C "˛; the family of
functionals f	˛g˛>0 given by

	˛.v/ WD

Z
�

 ˛
�
v.s/

�
ds; v 2 L2.� /;

together with 	.v/ WD
R
�
 
�
v.s/

�
ds, satisfies the conditions (i)–(v).

Proof. We first note that (5.1) implies

re .s/
s
! r; if r > 0; s !C1I

re .s/
s
! �r; if r < 0; s ! �1I

re .s/
s
! 0; else.

Hence, rs�1e .s/! jr j provided r and s have the same sign, or r D 0. Consequently, we have

lim
˛#0

 ˛.r/ D lim
˛#0

˛e .˛�1r/ D jr j D  .r/: (5.2)

We now prove (i)–(v).

(i) Since e 00 is bounded on R, the corresponding superposition (Nemytski) operator mapsLp.� /
continuously to L1.� /. Consequently, the superposition operator associated with e 0 is
continuously Frèchet differentiable from Lp.� / into Lp

0

.� /, cf. [3, 17]. This property then
transfers to 	 0˛ .

(ii) Given  ˛.r/ > "˛ and f"˛g is bounded, (ii) follows immediately.
(iii) Let u 2 L2.� /. By our assumptions, it holds that 0 6  ˛.u.s// 6  1.u.s// C 1 for

almost every s 2 � and for all ˛ 2 .0; 1�. Since  ˛.�/ is continuous, f˛.�/ WD  ˛.u.�//

is measurable. Finally, we see that f˛ converges pointwise almost everywhere to  .u.s// as
˛ # 0. Combining these properties we see that f˛ !  ı u strongly in L1.� / by Lebesgue’s
dominated convergence theorem.
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(iv) Fixing once again u 2 L2.� /, let ˛ # 0 and u˛ * u in L2.� /. Since ˛e .˛�1r/ >
˛ .˛�1r/ D  .r/ we have that

lim inf
˛!0

	˛.u˛/ D lim inf
˛#0

Z
�

˛e �˛�1u˛.s/� ds > lim inf
˛#0

Z
�

 
�
u˛.s/

�
ds

D lim inf
˛!0

	.u˛/ > 	.u/;

by the weak lower-semicontinuity of 	 . This shows (iv).
(v) Due to convexity and differentiability, 	 0˛.�/ is monotone. Then for any bounded subset M �

V�sol, ˛ > 0, and u 2 Vsol that satisfies AuC C �	 0˛.Cu/ D f 2M, we get

�kuk2V 6
˝
AuC C �	 0˛.Cu/ �

�
A.0/C C �	 0˛.0/

�
;u � 0

˛
D hf � C �	 0˛.0/;ui

6 sup
f 2M

.kf kV�sol
C �0/kukV 6 �00kukV; (5.3)

where � > 0 is the ellipticity constant of A and the constants �0; �00 > 0 are the result of
embeddings and the boundedness of M.

This completes the proof.
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