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In this paper we study a one phase free boundary problem for the p.x/-Laplacian with non-zero right

hand side. We prove that the free boundary of a weak solution is a C 1;˛ surface in a neighborhood

of every “flat” free boundary point. We also obtain further regularity results on the free boundary,

under further regularity assumptions on the data. We apply these results to limit functions of an

inhomogeneous singular perturbation problem for the p.x/-Laplacian that we studied in [25].
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1. Introduction

In this paper we study the following inhomogeneous free boundary problem for the p.x/-Laplacian:

u > 0 and

(
�p.x/u WD div.jru.x/jp.x/�2ru/ D f in fu > 0g
u D 0; jruj D ��.x/ on @fu > 0g:

(P.f; p; ��/)

The p.x/-Laplacian serves as a model for a stationary non-newtonian fluid with properties

depending on the point in the region where it moves. For example, such a situation corresponds

to an electrorheological fluid. These are fluids such that their properties depend on the magnitude of

the electric field applied to it. In some cases, fluid and Maxwell’s equations become uncoupled and

a single equation for the p.x/-Laplacian appears (see [33]).

The free boundary problem P.f; p; ��/ appears, for instance, in the limit of a singular

perturbation problem that may model high activation energy deflagration flames in a fluid with

electromagnetic sensitivity (see [25]). When p.x/ � 2 (in which case the p.x/-Laplacian coincides

with the Laplacian) this singular perturbation problem was introduced by Zeldovich and Frank-

Kamenetski in order to model these kind of flames in [37]. In this latter case, the right hand side f

may come from nonlocal effects as well as from external sources (see [23]).
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The free boundary problem considered in this paper also appears in an inhomogeneous

minimization problem that we study in [26] where we prove that minimizers are weak solutions

to P.f; p; ��/.

In the present article we prove that the free boundary @fu > 0g – with u a weak solution of

P.f; p; ��/ – is a smooth hypersurface in a neighborhood of every “flat” free boundary point.

The notion of weak solution used in this paper is such that it also includes the limits

of the singular perturbation problem described above, that we studied in [25], under suitable

nondegeneracy conditions.

More precisely, in the present work we prove that the free boundary of a weak solution to

P.f; p; ��/ (see Definition 2.2) is a C 1;˛ surface near flat free boundary points (Theorems 4.1, 4.2

and 4.3). As a consequence we get that the free boundary is C 1;˛ in a neighborhood of every point

in the reduced free boundary (Theorem 4.4). We also obtain further regularity results on the free

boundary, under further regularity assumptions on the data (Corollary 4.1).

In the particular situation of the minimization problem mentioned above, we prove in [26] that

the set of singular free boundary points has null H
N �1-measure.

The basic ideas we follow in this paper to prove the regularity of the free boundary of a

weak solution were introduced by Alt and Caffarelli in the seminal paper [1], where the case of

distributional weak solutions of P.f; p; ��/ with p.x/ � 2 and f � 0 was studied. The treatment

of a quasilinear equation was first done in [2] for the uniformly elliptic case. Then, the p-Laplacian

(p.x/ � p) was treated in [8]. The main difference being that a control of jruj from below close to

the free boundary is needed in order to be able to work with linear equations with the ideas of [2].

Both [2] and [8] deal with minimizers that are weak solutions in the stronger sense of [1]. A notion

of weak solution similar to the one in the present paper was first considered in [29]. The case of

a variable power p.x/ was considered in [16] still for minimizers and in the homogeneous case

f � 0. The linear inhomogeneous case was treated in [18] and [21] for minimizers.

We point out that the regularity of the free boundary for the inhomogeneous problem f 6� 0

had not been obtained even in the case of p.x/ � p.

For other references related to the free boundary problem under consideration in this paper we

would like to refer the reader to [3], [4], [5], [9], [10], [11], [27], [28], [30], [31], [32], [34], [35]

and the references therein. This list is by no means exhaustive.

An outline of the paper is as follows: in Section 2 we define the notion of weak solution to the

free boundary problem P.f; p; ��/ and we derive some properties of weak solutions. In Section 3

we study the behavior of weak solutions to the free boundary problem P.f; p; ��/ near “flat” free

boundary points. In Section 4 we study the regularity of the free boundary for weak solutions to

the free boundary problem P.f; p; ��/. In Section 5 we present an application of these results to

limit functions of the singular perturbation problem that we studied in [25]. Our results apply to

limit functions satisfying suitable conditions that are fulfilled, for instance, under the situation we

considered in [26].

1.1 Preliminaries on Lebesgue and Sobolev spaces with variable exponent

Let p W ˝ ! Œ1;1/ be a measurable bounded function, called a variable exponent on ˝ and

denote pmax D esssupp.x/ and pmin D essinfp.x/. We define the variable exponent Lebesgue

space Lp.�/.˝/ to consist of all measurable functions u W ˝ ! R for which the modular %p.�/.u/ D
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R
˝ ju.x/jp.x/ dx is finite. We define the Luxemburg norm on this space by

kukLp.�/.˝/ D kukp.�/ D inff� > 0 W %p.�/.u=�/ 6 1g:

This norm makes Lp.�/.˝/ a Banach space.

There holds the following relation between %p.�/.u/ and kukLp.�/ :

min
n� Z

˝

jujp.x/ dx
�1=pmin

;
� Z

˝

jujp.x/ dx
�1=pmax

o
6 kukLp.�/.˝/

6 max
n� Z

˝

jujp.x/ dx
�1=pmin

;
� Z

˝

jujp.x/ dx
�1=pmax

o
:

Moreover, the dual of Lp.�/.˝/ is Lp0.�/.˝/ with 1
p.x/

C 1
p0.x/

D 1.

Let W 1;p.�/.˝/ denote the space of measurable functions u such that u and the distributional

derivative ru are in Lp.�/.˝/. The norm

kuk1;p.�/ WD kukp.�/ C kjrujkp.�/

makesW 1;p.�/ a Banach space.

The space W
1;p.�/

0 .˝/ is defined as the closure of the C1
0 .˝/ in W 1;p.�/.˝/.

For more about these spaces, see [12, 20] and the references therein.

1.2 Preliminaries on solutions to p.x/-Laplacian

Let p.x/ be as above and let g 2 L1.˝/. We say that u is a solution to

�p.x/u D g.x/ in ˝

if u 2 W 1;p.�/.˝/ and, for every ' 2 W 1;p.�/
0 .˝/, there holds that

Z

˝

jru.x/jp.x/�2ru � r' dx D �
Z

˝

' g.x/ dx:

Under the assumptions of the present paper (see 1.3 below) it follows from [36] that u 2 L1
loc.˝/.

For any x 2 ˝ , �; � 2 R
N fixed we have the following inequalities

j�� �jp.x/
6 C.j�jp.x/�2�� j�jp.x/�2�/.� � �/ if p.x/ > 2;

j�� �j2
�
j�j C j�j

�p.x/�2

6 C.j�jp.x/�2�� j�jp.x/�2�/.� � �/ if p.x/ < 2:

These inequalities imply that the function A.x; �/ D j�jp.x/�2� is strictly monotone. Then, the

comparison principle for the p.x/-Laplacian holds since it follows from the monotonicity of

A.x; �/.

1.3 Assumptions

Throughout the paper we let ˝ � R
N be a domain.
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Assumptions on p.x/. We assume that the function p.x/ verifies

1 < pmin 6 p.x/ 6 pmax < 1; x 2 ˝: (1.1)

Unless otherwise stated, we assume that p.x/ is Lipschitz continuous in ˝ . In some results we

assume further that p 2 W 1;1.˝/ \W 2;q.˝/.

Assumptions on ��.x/. We assume that the function �� is continuous in ˝ and verifies

0 < �min 6 ��.x/ 6 �max < 1; x 2 ˝: (1.2)

In our main results ��.x/ is Hölder continuous in ˝ .

Assumptions on f .x/. We assume that f 2 L1.˝/. In some results we assume further that

f 2 W 1;q.˝/.

1.4 Notation

N spatial dimension

˝ \ @fu > 0g free boundary

jS j N -dimensional Lebesgue measure of the set S

H
N �1 .N � 1/-dimensional Hausdorff measure

Br .x0/ open ball of radius r and center x0

Br open ball of radius r and center 0

BC
r D Br \ fxN > 0g, B�

r D Br \ fxN < 0g
B 0

r .x0/ open ball of radius r and center x0 in R
N �1

B 0
r open ball of radius r and center 0 in R

N �1

–
R
–Br .x0/ u D 1

jBr .x0/j

R
Br .x0/ udx

–
R
–

@Br .x0/
u D 1

HN �1.@Br .x0//

R
@Br .x0/

udH
N �1

�
S

characteristic function of the set S

uC D max.u; 0/, u� D max.�u; 0/
h � ; � i and � � � both denote scalar product in R

N

2. Weak solutions to the free boundary problem P.f; p; ��/

In this section we define the notion of weak solution to the free boundary problem P.f; p; ��/.

We also derive some properties of the weak solutions to problem P.f; p; ��/, which will be

used in the next sections, where a theory for the regularity of the free boundary for weak solutions

will be developed.

In all the results of this section p.x/ will be a Lipschitz continuous function.

We first need

DEFINITION 2.1 Let u be a continuous and nonnegative function in a domain ˝ � R
N . We say

that � is the exterior unit normal to the free boundary˝ \ @fu > 0g at a point x0 2 ˝ \ @fu > 0g
in the measure theoretic sense, if � 2 R

N , j�j D 1 and

lim
r!0

1

rN

Z

Br .x0/

j�fu>0g � �fx = hx�x0;�i<0gj dx D 0: (2.1)
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Then we have

DEFINITION 2.2 Let ˝ � R
N be a domain. Let p be a measurable function in ˝ with 1 < pmin 6

p.x/ 6 pmax < 1, �� continuous in ˝ with 0 < �min 6 ��.x/ 6 �max < 1 and f 2 L1.˝/.

We call u a weak solution of P.f; p; ��/ in ˝ if

1. u is continuous and nonnegative in ˝ , u 2 W 1;p.�/.˝/ and �p.x/u D f in ˝ \ fu > 0g.

2. For D �� ˝ there are constants cmin D cmin.D/, Cmax D Cmax.D/, r0 D r0.D/, 0 < cmin 6

Cmax, r0 > 0, such that for balls Br .x/ � D with x 2 @fu > 0g and 0 < r 6 r0

cmin 6
1

r
sup

Br .x/

u 6 Cmax:

3. For H
N �1 a.e. x0 2 @redfu > 0g (this is, for H

N �1-almost every point x0 2 ˝ \ @fu > 0g such

that ˝ \ @fu > 0g has an exterior unit normal �.x0/ in the measure theoretic sense) u has the

asymptotic development

u.x/ D ��.x0/
˝
x � x0; �.x0/

˛� C o.jx � x0j/: (2.2)

4. For every x0 2 ˝ \ @fu > 0g,

lim sup
x!x0

u.x/>0

jru.x/j 6 ��.x0/:

If there is a ball B � fu D 0g touching˝ \ @fu > 0g at x0 then,

lim sup
x!x0

u.x/>0

u.x/

dist.x; B/
> ��.x0/:

DEFINITION 2.3 Let v be a continuous nonnegative function in a domain ˝ � R
N . We say that

v is nondegenerate at a point x0 2 ˝ \ fv D 0g if there exist c > 0, Nr0 > 0 such that one of the

following conditions holds:

–

Z
–

Br .x0/

v dx > cr for 0 < r 6 Nr0; (2.3)

–

Z
–

@Br .x0/

v dx > cr for 0 < r 6 Nr0; (2.4)

sup
Br .x0/

v > cr for 0 < r 6 Nr0: (2.5)

We say that v is uniformly nondegenerate on a set � � ˝ \ fv D 0g in the sense of (2.3) (resp.

(2.4), (2.5)) if the constants c and Nr0 in (2.3) (resp. (2.4), (2.5)) can be taken independent of the

point x0 2 � .

REMARK 2.1 Assume that v > 0 is locally Lipschitz continuous in a domain ˝ � R
N , v 2

W 1;p.�/.˝/ with�p.x/v > f�fv>0g, where f 2 L1.˝/, 1 < pmin 6 p.x/ 6 pmax < 1 and p.x/

is Lipschitz continuous. Then the three concepts of nondegeneracy in Definition 2.3 are equivalent

(for the idea of the proof, see Remark 3.1 in [22], where the case p.x/ � 2 and f � 0 is treated).
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We will now derive some properties of the weak solutions.

Lemma 2.1 If u satisfies the hypothesis .1/ of Definition 2.2 then � D �u WD �p.x/u� f�fu>0g is

a nonnegative Radon measure with support on˝ \ @fu > 0g.

Proof. The proof follows as in the case p.x/ � 2, that was done in [24], Lemma 2.1.

Proposition 2.1 Assume that u satisfies hypothesis .1/ of Definition 2.2. Assume moreover that

u 2 L1.˝/, krpkL1 6 L and there exist constantsC0 > 0, Or0 > 0 such that if x 2 ˝\@fu > 0g,

Br .x/ � ˝ and r 6 Or0, then

sup
Br.x/

u 6 C0r:

Then, u is locally Lipschitz. Moreover, for any D �� ˝ the Lipschitz constant of u in D can be

estimated by a constantC depending only onN;pmin; pmax; L; dist.D; @˝/, kukL1.˝/, kf kL1.˝/,

C0 and Or0.

Proof. We will find a constant C such that jruj 6 C in D \ fu > 0g: Let r1 D dist.D; @˝/

and y 2 D \ fu > 0g such that dist.y; @fu > 0g/ < minf Or0

2
; r1

3
; 1g. Let Nx 2 @fu > 0g such that

r D dist.y; @fu > 0g/ D j Nx � yj. Then Br .y/ � B2r . Nx/ and thus,

1

r
sup

Br.y/

u 6
1

r
sup

B2r. Nx/

u 6 2C0:

We will show that there exists QC such that

jru.y/j 6 QC
�
1C

�1
r

sup
Br .y/

u
�pmax=pmin

�
:

In fact, let v.z/ D 1
r
u.y C rz/. Then, jjvjjL1.B1/ 6 2C0 and � Np.x/v D Nf in B1, with Np.z/ D

p.y C rz/, Nf .z/ D rf .y C rz/. There holds that pmin 6 Np.x/ 6 pmax, kr NpkL1 6 L and

k Nf kL1.B1/ 6 kf kL1.˝/, if 0 < r < 1. By the local results in [14] it follows that v 2 C
1;˛
loc .B1/

and then, there exists C1 > 0 such that jjrvjjC ˛.B1=2/ 6 C1. Therefore, if z 2 B1=2.0/

jrv.0/j 6 C2 C jrv.z/j;

and thus, if x 2 Br=2.y/,

jru.y/j 6 C2 C jru.x/j:

If jru.y/j 6 1, the desired bound follows. If jru.y/j > 1, we get

jru.y/jpmin 6 jru.y/jp.x/
6 C3

�
1C jru.x/jp.x/

�
:

Integrating for x 2 Br=2.y/, we obtain

jru.y/jpmin 6 C3

�
1C –

Z
–

Br=2.y/

jru.x/jp.x/
�
:
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Applying Cacciopoli type inequality (see [14], Lemma 3.1, (3.5)) we have, for some constants C4

and R0 that, if r 6 R0 and ! D –
R
–

Br .y/
u.x/,

jru.y/jpmin 6 C4

�
1C –

Z
–

Br .y/

� ju.x/ � !j
r

�p.x/�

6 C4

�
2C

�2
r

sup
Br .y/

u
�pmax

�
:

This gives the result in case dist.y; @fu > 0g/ < R1, with R1 D minfR0;
Or0

2
; r1

3
; 1g. If, on the other

hand, dist.y; @fu > 0g/ > R1, the local results of [14] give

jru.y/j 6 NC ;
for a constant NC depending on N;pmin; pmax; L, kukL1.˝/, kf kL1.˝/, R1. We thus obtain the

desired estimate.

Lemma 2.2 Assume that u satisfies hypotheses .1/ and .2/ of Definition 2.2. For D �� ˝ there

are constants 0 < Qcmin 6 QCmax and Qr0 > 0 such that for balls Br.x/ � D with x 2 @fu > 0g and

0 < r 6 Qr0
Qcmin 6

1

r
–

Z
–

Br .x/

udx 6 QCmax: (2.6)

Proof. The result follows from Proposition 2.1, Lemma 2.1 and Remark 2.1.

Lemma 2.3 Assume that u satisfies hypotheses .1/ and .2/ of Definition 2.2.

Then, for any domain D �� ˝ there exist constants c and Nr0 > 0, with 0 < c < 1, depending

on jjrujjL1.D/, kf kL1.D/ r0, pmin, pmax, jjrpjjL1.D/ and cmin, such that for every Br � D,

centered at the free boundary with 0 < r 6 Nr0 we have

jBr \ fu > 0gj
jBr j > c:

Proof. We first notice that, by Proposition 2.1 and Lemma 2.2, u is locally Lipschitz and (2.6) holds.

Let Br .x0/ � D with x0 2 @fu > 0g. We observe that u.x/ 6 r jjrujjL1.D/ in fu > 0g \Br .x0/.

Therefore, for 0 < r 6 Qr0

Qcmin 6
1

r
–

Z
–

Br .x0/

udx 6 jjrujjL1.D/

jBr.x0/ \ fu > 0gj
jBr .x0/j

:

REMARK 2.2 Assume that u satisfies hypotheses .1/ and .2/ of Definition 2.2. It follows from

Lemma 2.3 that the free boundary has Lebesgue measure zero.

Lemma 2.4 Assume that u satisfies hypotheses .1/ and .2/ of Definition 2.2.

Then for any domain D �� ˝ there exist constants c; C and Nr0 depending on N , pmin, pmax,

jjrpjjL1.D/, jjf jjL1.D/, jjrujjL1.D/, cmin, Cmax and r0 such that, for every Br � D centered at

the free boundary, with r 6 Nr0, we have

crN �1
6

Z

Br

d� 6 CrN �1:

Here � D �u is as in Lemma 2.1.
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Proof. Let � 2 C1
0 .˝/, � > 0. Then,

Z

˝

�d� D �
Z

jrujp.x/�2ru � r� dx �
Z

fu>0g

f � dx:

Approximating �Br
from below by a sequence f�ng in C1

0 .˝/ such that 0 6 �n 6 1, �n D 1 in

Br� 1
n

and jr�nj 6 CNn and using that u is locally Lipschitz, we have that

�
Z

jrujp.x/�2ru � r�n dx �
Z

fu>0g

f �n dx 6 C0n
ˇ̌
Br n Br� 1

n

ˇ̌
C jjf jjL1.D/

ˇ̌
Br

ˇ̌

6 C1r
N �1;

if r 6 1, with C0 D C0.pmax; jjrujjL1.D/; N / and C1 D C1.pmax; jjrujjL1.D/; N; jjf jjL1.D//:

Then, as Z

˝

�nd� !
Z

Br

d�;

the bound from above holds.

Let us now prove the bound from below. Arguing by contradiction we assume that there exists

a sequence of functions uk satisfying hypotheses .1/ and .2/ of Definition 2.2 with power pk.x/

and right hand side fk.x/, with pmin 6 pk.x/ 6 pmax, jjrpkjjL1.D/ 6 L1, jjfkjjL1.D/ 6 L2

and jjrukjjL1.D/ 6 L0, and balls Brk
.xk/ � D, with xk 2 @fuk > 0g and rk ! 0 with

�k D �pk.x/uk � fk�fuk>0g satisfying that
R

Brk
.xk/ d�k 6 "krk

N �1 with "k ! 0. Let vk.x/ D
uk.xkCrkx/

rk
. As the v0

k
s are uniformly Lipschitz in B1.0/ and vk.0/ D 0, we can assume that

vk ! v0 uniformly in B1=2. We can also assume that xk ! x0 2 D.

We have vk > 0 and � Npk.x/vk D Nfk in B1.0/ \ fvk > 0g, with Npk.x/ D pk.xk C rkx/,
Nfk.x/ D rkfk.xk C rkx/. We can assume that Npk ! p0 2 R uniformly on compact subsets of

B1.0/.

We claim that rvk ! rv0 a.e. in B1=2. In fact, on one hand, by the interior Hölder gradient

estimates, we have that rvk ! rv0 uniformly on compact subsets of fv0 > 0g.

On the other hand, if Br . Nx/ � fv0 � 0g \ B1=2.0/, then Br=2. Nx/ \ @fvk > 0g D ; for large k

by the nondegeneracy. So, either Br=2. Nx/ � fvk � 0g for a subsequence, or else vk > 0 in Br=2. Nx/
for large k. In any case, rvk ! rv0 uniformly in Br=4. Nx/. Now observing that, with the same

argument used in Remark 2.2, we get that jB1=2.0/\ @fv0 > 0gj D 0, the claim follows.

Then, for all � 2 C1
0 .B1=2/, � > 0,

�
Z

B1=2

jrv0jp0�2rv0 � r� D lim
k!1

�
�

Z

B1=2

jrvk j Npk.x/�2rvk � r� �
Z

B1=2

Nfk��fvk>0g

�
:

On the other hand, denoting '.y/ D �.y�xk

rk
/, we have

�
Z

B1=2

jrvk j Npk.x/�2rvk � r� �
Z

B1=2

Nfk��fvk>0g

D 1

rkN �1

Z

Brk =2.xk/

' d�k 6 k'kL1.Brk =2.xk//"k ! 0:
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Therefore �p0
v0 D 0 in B1=2. But v0 > 0 and v0.0/ D 0, so that by the Harnack inequality we

have v0 D 0 in B1=2.

On the other hand, 0 2 @fvk > 0g, and by the nondegeneracy, we have
Z

B1=4

vk > c > 0:

Thus, Z

B1=4

v0 > c > 0

which is a contradiction.

The next result gives a representation formula for weak solutions. We will denote by

H
N �1b @fu > 0g the measure H

N �1 restricted to the set @fu > 0g.

Theorem 2.1 Assume that u satisfies hypotheses .1/ and .2/ of Definition 2.2. Then,

(1) H
N �1.D \ @fu > 0g/ < 1, for every D �� ˝ .

(2) There exist a borelian function qu defined on ˝ \ @fu > 0g such that

�p.x/u � f�fu>0g D qu H
N �1b @fu > 0g:

(3) For every D �� ˝ there exist C > 0; c > 0 and r1 > 0 such that

crN �1
6 H

N �1.Br .x0/ \ @fu > 0g/ 6 CrN �1

for balls Br .x0/ � D with x0 2 D \ @fu > 0g and 0 < r < r1 and, in addition,

(4) c 6 qu 6 C in D \ @fu > 0g.

Proof. The result follows as Theorem 4.5 in [1].

REMARK 2.3 Assume that u satisfies hypotheses (1) and (2) of Definition 2.2. It follows from

Theorem 2.1 that the set ˝ \ fu > 0g has finite perimeter locally in ˝ (see [15] 4.5.11). That

is, �u WD �r�fu>0g is a Borel measure, and the total variation j�uj is a Radon measure. In this

situation, we define the reduced boundary as in [15], 4.5.5. (see also [13]) by, @redfu > 0g WD fx 2
˝ \ @fu > 0g=j�u.x/j D 1g, where �u.x/ is the unit vector with

Z

Br .x/

j�fu>0g � �fy=hy�x;�u.x/i<0gj D o.rN / (2.7)

for r ! 0, if such a vector exists, and �u.x/ D 0 otherwise. By the results in [15] Theorem 4.5.6,

we have

�u D �uH
N �1b@redfu > 0g:

We also have the following result on blow up sequences

Lemma 2.5 Assume that u satisfies hypotheses (1) and (2) of Definition 2.2. Let B�k
.xk/ � ˝ be

a sequence of balls with �k ! 0, xk ! x0 2 ˝ and u.xk/ D 0. Let us consider the blow-up

sequence with respect to B�k
.xk/. That is,

uk.x/ WD 1

�k

u.xk C �kx/:

Then, there exists a blow-up limit u0 W RN ! R such that, for a subsequence,
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1. uk ! u0 in C ˛
loc.R

N / for every 0 < ˛ < 1,

2. @fuk > 0g ! @fu0 > 0g locally in Hausdorff distance,

3. ruk ! ru0 uniformly on compact subsets of fu0 > 0g,

4. ruk ! ru0 a.e. in R
N ,

5. If xk 2 @fu > 0g, then 0 2 @fu0 > 0g,

6. �p.x0/u0 D 0 in fu0 > 0g,

7. u0 is Lipschitz continuous and satisfies property (2) of Definition 2.2 in R
N with the same

constants as u in a ball B�0
.x0/ �� ˝ .

Proof. The proof follows with similar ideas to those in [1], 4.7 and [2], pp. 19-20. We here use that

�pk.x/uk D fk in fuk > 0g, where pk.x/ D p.xk C �kx/ and fk.x/ D �kf .xk C �kx/ satisfy

pk ! p.x0/ and fk ! 0 uniformly on compact sets of RN . This implies that ruk are uniformly

Hölder continuous on compact subsets of fu0 > 0g. (Notice that some of these arguments were

already employed in the proof of Lemma 2.4).

We will next prove an identification result for the function qu given in Theorem 2.1, which holds

at points x0 2 @redfu > 0g that are Lebesgue points of the function qu and are such that

lim sup
r!0

H
N �1

�
@fu > 0g \ B.x0; r/

�

HN �1
�
B 0.x0; r/

� 6 1: (2.8)

(Here B 0.x0; r/ D fx0 2 R
N �1 = jx0j < rg).

Notice that under our assumptions, H
N �1� a:e: point in @redfu > 0g satisfies (2.8) (see Theorem

4.5.6(2) in [15]).

Lemma 2.6 Assume that u satisfies hypotheses .1/, .2/ and .3/ of Definition 2.2. Then, qu.x0/ D
��.x0/

p.x0/�1
for H

N �1 a.e. x0 2 @redfu > 0g.

Proof. If u satisfies (3) of Definition 2.2, take x0 2 @redfu > 0g such that

u.x/ D ��.x0/
˝
x � x0; �.x0/

˛� C o
�
jx � x0j

�
;

where �.x0/ is the exterior unit normal at x0 in the measure theoretic sense. We assume �.x0/ D eN .

Take �k ! 0 and uk.x/ D 1
�k
u.x0 C �kx/: If � 2 C1

0 .˝/ we have

�
Z

fu>0g

jrujp.x/�2ru � r� dx �
Z

fu>0g

f � dx D
Z

@fu>0g

qu.x/�dH
N �1;

and if we replace � by �k.x/ D �k�.
x�x0

�k
/ with � 2 C1

0 .BR/, k > k0 and we change variables,

we obtain

�
Z

fuk>0g

jruk jpk.x/�2ruk � r� dx �
Z

fuk>0g

fk� dx D
Z

@fuk>0g

qu.x0 C �kx/�dH
N �1;

where pk.x/ D p.x0 C �kx/ and fk.x/ D �kf .x0 C �kx/. From Lemma 2.5, it follows that, for a

subsequence, uk ! u0 uniformly on compact sets of RN , with u0.x/ D ��.x0/x
�
N and moreover,

jruk jpk.x/�2ruk ! jru0jp0�2ru0 a.e. in R
N , with p0 D p.x0/. Thus,

�
Z

fuk>0g

jrukjpk.x/�2ruk � r� dx �
Z

fuk>0g

fk� dx ! �
Z

fxN <0g

jru0jp0�2ru0 � r� dx:
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We now let

�.x/ D min
�
2.1� jxN j/C; 1

�
�.x1; : : : ; xN �1/;

for jxN j 6 1 and � D 0 otherwise, where � 2 C1
0 .B 0

r /, (where B 0
r is a ball .N � 1/ dimensional

with radius r) and � > 0. Then, if x0 is a Lebesgue point of qu satisfying (2.8), we proceed as

in [1, p. 121], and we get

Z

@fuk>0g

qu.x0 C �kx/� dH
N �1 ! qu.x0/

Z

fxN D0g

� dH
N �1: (2.9)

As ru0 D ���.x0/eN�fxN <0g, it follows that

��.x0/
p0�1

Z

B0
r

�.x0; 0/ dH
N �1 D qu.x0/

Z

B0
r

�.x0; 0/ dH
N �1:

Thus, we deduce that for H
N �1-almost every point x0 2 @redfu > 0g, qu.x0/ D ��.x0/

p.x0/�1
.

3. Flat free boundary points

In this section we study the behavior of weak solutions to the free boundary problem P.f; p; ��/

near “flat” free boundary points.

Throughout the section we assume, unless otherwise stated, that f is bounded,p.x/ is Lipschitz

continuous and ��.x/ is Hölder continuous.

As in previous papers, we start by defining the flatness classes.

DEFINITION 3.1 Let 0 < �1; �2 6 1, � > 0. We say that u belongs to the class F.�1; �2I �/ in

B�.x0/ in direction � with power p.x/, slope ��.x/ and right hand side f .x/ if u is a weak solution

to the free boundary problem P.f; p; ��/ in B�.x0/, x0 2 @fu > 0g and

1. u.x/ D 0 if hx � x0; �i > �1�, x 2 B�.x0/,

2. u.x/ > ���.x0/
�
hx � x0; �i C �2�

�
if hx � x0; �i 6 ��2�, x 2 B�.x0/,

3. jruj 6 ��.x0/.1C �/ in B�.x0/.

After a rotation and a translation we may assume that x0 D 0 and � D eN . We will not explicitly

mention the direction of flatness when � D eN .

We may further reduce the analysis to the unit ball by the following transformations:

Nu.x/ D u.�x/

�
; Np.x/ D p.�x/; N��.x/ D ��.�x/; Nf .x/ D �f .�x/: (3.1)

Then, if u 2 F.�1; �2I �/ in B� with power p, slope �� and right hand side f , there holds that

Nu 2 F.�1; �2I �/ in B1 with power Np, slope N�� and right hand side Nf .

Observe that, if 1 < pmin 6 p.x/ 6 pmax < 1, 0 < �min 6 ��.x/ 6 �max < 1, p 2 Lip with

jrpj 6 L1, �� 2 C ˛�

with Œ���C ˛�
.B�/ 6 C � and f 2 L1.B�/ with jf j 6 L2, there holds that

Np, N�� and Nf are in similar spaces in B1 and 1 < pmin 6 Np.x/ 6 pmax < 1, 0 < �min 6 N��.x/ 6

�max < 1, jr Npj 6 L1�, j Nf j 6 L2� and Œ N���C ˛�
.B1/ 6 C ��˛�

.

The first lemma states that, if u vanishes for xN > � , there holds that, in a smaller ball, u is

above a hyperplane for xN 6 �".
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Lemma 3.1 Let p 2 Lip.B1/, �
� 2 C ˛�

.B1/, f 2 L1.B1/ with jrpj 6 L1�, jf j 6 L2�,

Œ���C ˛�
.B1/ 6 C ��˛�

and C ��˛�

6 ��.0/� . Let u 2 F.�; 1I �/ in B1 with power p, slope �� and

rhs f .

Let 0 < " 6 1=2 and 1
2

6 R < 1. There exists �0 D �0.";N;R; pmin; pmax; �min;

�max; L1; L2; C
�/ such that if � 6 �0 there holds that u 2 F.�=R; "I �/ in BR with the same

power, slope and rhs.

Proof. We follow the construction of [2] with the variation of [8]. In this paper, we consider an

arbitrary R instead of R D 1=2 in order to pursue the argument in the next steps.

Let R0 D RC .1 � R/=4. As in these papers, we will prove that, for every 0 < r 6 .1 � R/=8

there exists �0 D �0.r; R; pmin; pmax; �min; �max; L1; L2; C
�/ such that for � 6 �0,

u.�/ > ��.0/Œ��N � 4r� for � 2 @BR0 with �N 6 � .1 �R/
4

: (3.2)

Then, integrating along vertical lines a distance at most R0 and using that jruj 6 ��.0/.1C �/, we

get

u.� 0; �N C ˛/ > u.�/ � ��.0/.1C �/˛

> ��.0/
�

� .�N C ˛/ � 4r � R0�
�

> ��.0/
�

� .�N C ˛/ � "R
�

if 0 6 ˛ 6 R0, r D minf R"
8
; 1�R

8
g and � 6 minf R"

RC1
; �0g.

This implies that, for jxj < R, xN 6 �R",

u.x/ > ���.0/
�
xN CR"

�
:

So that u 2 F.�=R; "I �/ in BR with power p, slope �� and rhs f , and the lemma will be proved.

In order to prove (3.2), we will show that, once we fix 0 < r 6
.1�R/

8
there exists � > 0 such

that, for every � 2 @BR0 with �N 6 �.1 �R/=4, there exists x� 2 @Br .�/ such that

u.x�/ > ���.0/.1� ��/x� N
: (3.3)

Then, by using again that jruj 6 ��.0/.1C �/,

u.�/ > u.x� / � ��.0/.1C �/r > ��.0/Œ�.1 � ��/x� N
� .1C �/r�

> ��.0/Œ��N � r � �� � 2r� > ��.0/Œ��N � 4r�

if � 6
r
�

, that is, we get (3.2).

The existence of a point x� satisfying (3.3) is done by assuming that such a point does not

exist and getting a contradiction if � is large depending on r; R and the constants in the structure

conditions. The inequality that will allow to get this contradiction will be achieved if � is small

depending on the same parameters. Such inequality comes from the construction of two barriers in

the following way:

Let � 2 C1
0 .B 0

1/ given by

�.y/ D
(

exp
�

� 9jyj2

1�9jyj2

�
if jyj < 1

3
;

0 if jyj >
1
3
:
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Let s > 0 be maximal such that

B1 \ fu > 0g � D WD fx 2 B1 W xN < � � s�.x0/g:

Then, as 0 2 @fu > 0g there holds that s 6 � .

First, we let v 2 W 1;p.�/.D n Br .�// be the solution to

8
ˆ̂̂
<
ˆ̂̂
:

�p.x/v D �L2� in D n Br .�/;

v D 0 on @D \ B1;

v D ��.0/.1C �/.� � xN / on @D n B1;

v D ���.0/.1 � ��/xN on @Br .�/:

(3.4)

Since the boundary datum coincides with ��.0/.1C�/.��xN �s�.x0// on @D, it has an extension

� 2 W 1;1.D n Br.�// and therefore the solution v exists by a minimization argument in � C
W

1;p.�/
0 .D n Br .�//.

As we are assuming that (3.3) does not hold for any x� 2 @Br .�/ and, since u D 0 if x 2 @D\B1

and jruj 6 ��.0/.1C �/, there holds that u 6 v on @.D n Br .�//. Now, recalling Lemma 2.1, we

get �p.x/u > f�fu>0g > �L2�, then comparison of weak sub- and super-solutions gives

u 6 v in D n Br .�/:

Now, let z 2 @D\@fu > 0g\fjz0j < 1=3g. Then, there exists a ballB contained in fu D 0g such that

z 2 @B . By the definition of weak solution and, since ��.z/ > ��.0/�C ��˛� jzj˛�

> ��.0/.1��/,
we deduce that

��.0/.1 � �/ 6 ��.z/ 6 lim sup
x!z

u.x/>0

u.x/

dist.x; B/
6 jrv.z/j: (3.5)

We will get a contradiction once we find a barrier from above for v in the form w D v1 � ��v2

with jrv1j 6 ��.0/.1C C3�/, jrv2j > c��.0/ > 0, v1 > 0, v2 > 0 close to z and v1 D v2 D 0

on @D \ B1 close to z. In fact, if such a barrier w exists, by (3.5) there holds that

��.0/.1 � �/ 6 jrv.z/j 6 jrw.z/j D jrv1.z/j � �� jrv2.z/j 6 ��.0/
�
1C C3� � c��

�

and this is a contradiction if � is large depending only on C3 and c. Since the constants C3 and c

will depend only on r; R; pmin; pmax; �min; �max; L1; L2 and C �, the lemma will be proved.

As in [8] and [16], the idea of the construction of v1 and v2 is that they will be such that

w D v1 � ��v2 will satisfy
��.0/

2
6 jrwj 6 2��.0/ (3.6)

if � is small depending on those constants. Then,

�p.x/w D jrwjp.x/�2
h X

ij

bij .x/wxi xj
C

X

j

bj .x/wxj

i

with bij D ıij C .p.x/ � 2/
wxi

wxj

jrw j2
and bj D pxj

log jrwj. There holds that

ˇ1j�j2 6

X

ij

bij �i�j 6 ˇ2j�j2 8� 2 R
N (3.7)
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with ˇ1 D minf1; pmin � 1g, ˇ2 D maxf1; pmax � 1g and, with � D maxfj log�minj; j log�maxjg C
log 2, b D .b1; � � � ; bN /,

jbj 6 �L1� 6
�L1�max

C �
� D C0�; (3.8)

if � 6
C �

�max
, with C0 D �L1�max

C � .

Thus, the idea is to construct v1 in such a way that

2

3
��.0/ 6 jrv1j 6

3

2
��.0/

and

T v1 6 �S�1L2

�max

C �
� D �M� in D;

with S D minf
�

�min

2

�pmin�2
;
�

�min

2

�pmax�2
; .2�max/

pmin�2; .2�max/
pmax�2g for any operator

T D
X

ij

bij .x/@xi xj
C

X

j

bj .x/@xj

with fbij g satisfying (3.7) with ˇ1 D minf1; pmin � 1g, ˇ2 D maxf1; pmax � 1g and fbj g satisfying

jbj 6 C0�

with C0 the constant in (3.8).

Then, v2 will be a function satisfying

T v2 > 0 in eD n Br.�/

for any such an operator T with

0 < c��.0/ 6 jrv2j 6 C��.0/

for some constants c; C depending only on R; r . Here eD is a smooth domain contained in D and

containing D n B.1�R/=10.@B
0
1 � f0g/. In this way, once we fix � > 0 there holds that w satisfies

(3.6) if � is small and therefore,

�p.x/w 6 �L2� D �p.x/v in eD n Br .�/:

The functions v1 and v2 are also constructed in such a way that w > v on @
�eD n Br .�/

�
.

As in the previously cited papers, we let

d1.x/ D �xN C � � s�.x0/ and v1.x/ D ��.0/
1

�1

�
1 � e��1d1.x/

�
in D

with �1 D C1� and 1 D 1C C2� . Then, jrv1j 6 ��.0/.1C C�/.1C C2�/ with C depending

only on � (in particular, jrv1j 6 ��.0/.1CC3�/ with C3 depending only on C2 and �). Moreover,

Dxi xj
v1 D ��.0/1e

��1d1
�
Dxi xj

d1 � �1d1xi
d1xj

�
. Thus,

T v1 6 1e
��1d1

�
N 2�maxˇ2kD2�kL1� � �minˇ1�1 C �maxC0.1C C3�/�

�

6
�
2N 2�maxˇ2kD2�kL1 C 4�maxC0 � e�2C1�minˇ1��

6 �M�
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if � 6 �.C1; C2; C3/ and C1 > C1.�min; �max; ˇ1; ˇ2; C0;M /. C1 is fixed from now on.

On the other hand,

2

3
��.0/ 6 ��.0/.1C C2�/e

�C1�.1C�/
6 jrv1j 6 ��.0/.1C C3�/ 6

3

2
��.0/ (3.9)

if � 6 �.C1; C2; C3/.

The constant C2 (and therefore also C3) will be fixed now in order to guaranty that w > v on

the boundary of D n Br .�/.

First, on @D \ B1 we have v1 D 0.

Observe that

v1.x/ > ��.0/.1C C2�/e
�2C1�d1 > ��.0/

�
1C C2

2
�

�
d1 > ��.0/.1C 4�/d1

if C2 > 8 and � 6 �.C1; C2/.

Now, on @D n B1 we consider two cases:

(a) jx0j >
1
3

. Then, �.x0/ D 0 and d1 D � � xN . Thus,

v1.x/ > ��.0/.1C �/.� � xN /:

(b) jx0j < 1
3

. Then, jxN j >
q

2
3

and

v1.x/ > ��.0/
�
1C 4�

��
� � xN � s�.x0/

�

> ��.0/.1C �/.� � xN /C ��.0/
�
3.� � xN / � .1C 4�/

�
�

> ��.0/.1C �/.� � xN /C ��.0/
�p
6 � .1C 4�/

�
�

> ��.0/.1C �/.� � xN /

if C2 > 8, � 6 �.C1; C2/ and
p
6 � .1C 4�/ > 0.

Finally, if x 2 @Br .�/ and, since r 6
.1�R/

8
, there holds that xN < 0, so that

v1.x/ > ��.0/.1C 4�/
�
� � xN � s�.x0/

�

D ��.0/
�

� xN C .1C 4�/
�
� � s�.x0/

�
� 4�xN

�

> ���.0/xN :

Therefore, we can fix C2 D 8 for our construction of v1.

Now, we construct v2 in eD n Br .�/ with eD as described above. We take d2 such that

d2 2 C 2.eD n Br .�//; d2 D 0 on @eD; 0 6 d2 6 1 in eD n Br .�/

and, moreover

0 < Qc 6 jrd2j 6 QC in eD n Br .�/

with QC; Qc depending only on r; R.

Then, we take

v2.x/ D ��.0/
2

�2

�
e�2d2.x/ � 1

�
:
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First, we fix �2. Then, 2 is fixed so that v2 6
.1�R/

8
��.0/, that is,

2 D .1 � R/

8

�2

.e�2 � 1/ :

Thus, there exist constants depending only on Qc; QC ;�2; R such that

0 < c��.0/ 6 jrv2j 6 C��.0/:

Now, we fix �2 so that T v2 > 0 in eD n Br .�/ for any operator T as above.

There holds

T v2 > 2

�
�2�minˇ1 Qc2 � ˇ2�maxkD2d2kL1 � QCC0��max

�
> 0

if �2 > �2.�min; �max; ˇ1; ˇ2; Qc; QC ;C0/. (Recall that Qc and QC depend only on r; R).

Now, in order to finish our proof we need to see that w D v1 � ��v2 > v in eD nBr .�/. For this

purpose, it only remains to show that the inequality holds on @Br .�/, that is, we have to prove that

w.x/ D v1.x/ � ��v2.x/ > ���.0/.1� ��/xN on @Br .�/:

Recall that v2 6
.1�R/

8
��.0/. Thus,

w.x/ D v1.x/ � ��v2.x/ > ��.0/.�xN � .1 � R/

8
��/ > ���.0/.1 � ��/xN

since xN 6 � .1�R/
8

for x 2 @Br .�/.

And we get a contradiction as discussed above.

The following lemma gives a control of the gradient of u from below on compact sets of B�
1 .

Lemma 3.2 Let p; ��; f; �; u as in Lemma 3.1. For every "; ı > 0, 1
2

6 R < 1, there exists �0

depending on ";N; ı; R; pmin; pmax; �min; �max; L1; L2; C
� such that, if � 6 �0 there holds that

jruj > ��.0/.1 � ı/ in BR \ fxN 6 �"g:

Proof. The proof is entirely similar to the one of Lemma 6.6 in [8]. Let R < R0 < 1. As in [8] we

use a contradiction argument. In our case by Lemma 3.1, we have that the functions uk 2 F. 1
k
; 1I 1

k
/

in B1 satisfy

�pk.x/uk D fk in K �� B�
R0 ;

if k is large depending on K. Here jfkj 6 L2�k , 1 < pmin 6 pk.x/ 6 pmax < 1, jrpkj 6 L1�k

and C ��k
˛�

6
��

k
.0/

k
. Thus, by the regularity estimates in [14], for a subsequence, ruk converges

uniformly on compact subsets of B�
R0 . And the proof follows as in [8].

Now we can prove one of the main results that states that, flatness to the right (u vanishing for

xN > �) implies flatness to the left in a smaller ball.

Proposition 3.1 Let p; ��; f; �; u as in Lemma 3.1. Let 1=2 6 R < 1. There exist �0 D
�0.N;R; pmin; pmax; �min; �max; L1; L2; C

�/, C0 D C0.N;R; pmin; pmax; �min; �max; L1; L2; C
�/

such that, if � 6 �0 there holds that u 2 F.�=R;C0� I �/ in BR with the same power, slope

and rhs.
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Proof. The proof follows as the one of Theorem 6.3 in [8]. We let R0 D R C .1 � R/=4 and

R00 D RC .1 �R/=2. In our case, since jruj >
��.0/

2
in BR00 \ fxN 6 �.1 �R/=8g if � is small

and jruj 6 2��.0/, there holds that u satisfies

T u D jruj2�p.x/f .x/ in BR00 \
˚
xN < �.1 � R/=8

	

for an operator as the one considered in Lemma 3.1.

Then, as in [8] (see also [2]) we take

w.x/ D ��.0/.1C �/.� � xN / � u.x/

that satisfies

T w D ���.0/.1C �/bN � jruj2�p.x/f .x/ in BR00 \
n
xN < � .1 �R/

8

o

and, using thatw > 0 in B1 \fxN 6 �g, taking � 2 @BR0 \fxN 6 �.1�R/=4g, applying Harnack

inequality in B.1�R/=8.�/ and using that the right hand side is bounded by C� for a constant C

depending only on R;pmin; pmax; �min; �max; L1; L2 and C � we get, as in [2, 8],

w.�/ 6 eC��.0/�:

Then, the proof follows as in [8].

Finally, we can improve on the control of the gradient.

Lemma 3.3 Let p; ��; f; �; u as in Lemma 3.1. For every 1=2 6 R < 1, 0 < ı < 1 there exists

�ı;R and Cı;R depending also on N;pmin; pmax; �min; �max; L1; L2; C
� such that, if � 6 �ı;R there

holds that

jruj > ��.0/.1� ı/ in BR \ fxN 6 �Cı;R�g:
Proof. It follows exactly as the proof of Theorem 6.4 in [8].

Observe that the scalings Npk.x/ D pk.yk C 2dkx/, N��
k
.x/ D ��

k
.yk C 2dkx/ and Nfk.x/ D

2dkfk.yk C 2dkx/ satisfy the same structure conditions as the functions pk , ��
k

and fk that are

independent of k in the contradiction argument.

Now, in order to improve the flatness in some possibly new direction we perform a non-homo-

geneous blow up.

Lemma 3.4 Let uk 2 F.�k ; �k I �k/ in B1 with power pk , slope ��
k

and rhs fk such that 1 <

pmin 6 pk.x/ 6 pmax < 1, 0 < �min 6 ��
k
.x/ 6 �max < 1, jrpkj 6 L1�k , jfk j 6 L2�k ,

Œ��
k
�C ˛� 6 C ��˛�

k
with C ��˛�

k
6 ��

k
.0/�k , �k ! 0 and

�k

�2
k

! 0 as k ! 1.

For y 2 B 0
1, let

FC
k
.y/ WD sup

˚
h = .y; �kh/ 2 @fuk > 0g

	
;

F�
k .y/ WD inf

˚
h = .y; �kh/ 2 @fuk > 0g

	
:

Then, for a subsequence,

(1) F.y/ WD lim sup z!y

k!1
FC

k
.z/ D lim inf z!y

k!1
F�

k
.z/ for every y 2 B 0

1:

Moreover; FC
k

! F; F �
k

! F uniformly; F is continuous; F .0/ D 0 and jF j 6 1:
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(2) F is subharmonic.

Proof. (1) is proved exactly as in Lemma 7.3 in [1].

In order to prove (2), we take g a harmonic function in a neighborhood of B 0
r .y0/ �� B 0

1 with

g > F on @B 0
r .y0/ and g.y0/ < F.y0/ and get a contradiction. We define the sets ZC.�/;Z�.�/

and Z0.�/ as in the previous papers. That is,

Z WD B 0
r .y0/ � R; ZC.�/ WD

˚
.y; h/ 2 Z =h > �.y/

	

and corresponding definitions for Z�.�/;Z0.�/.

Observe that we may assume that H
N �1

�
Z0.�kg/ \ @fuk > 0g

�
D 0. If not, we replace g by

g C c0 for some small enough constant c0.

In fact, let c1 > 0 small such that g.y0/ < g.y0/ C c < F.y0/ for 0 < c < c1. Since by

Theorem 2.1 H
N �1.D \ @fuk > 0g/ < 1 for everyD �� B1, we see that

ˇ̌˚
.y; h/ 2 Z =�kg.y/ < h < �k.g.y/C c1/

	
\ @fuk > 0g

ˇ̌
D 0;

which implies that
R c1

0
Hk.c/dc D 0, forHk.c/ D H

N �1
�
Z0.�k.gC c//\ @fuk > 0g

�
. Then, we

can take c0 2 .0; c1/ such that Hk.c0/ D 0 for every k, and now replacing g by g C c0 we have

H
N �1

�
Z0.�kg/ \ @fuk > 0g

�
D 0.

In the following we denote ZC D ZC.�kg/ and similarly Z� and Z0.

Now, by using the representation formula (Theorem 2.1) and proceeding as in [1], Lemma 7.5,

we get

Z

fuk>0g\Z0

jruk jpk.x/�2ruk � � dH
N �1 D

Z

@fuk>0g\ZC

quk
dH

N �1 C
Z

fuk>0g\ZC

fk dx:

Since quk
> 0 and quk

.x/ D ��
k
.x/pk .x/�1

H
N �1 � a:e: on @redfuk > 0g,

Z

@fuk>0g\ZC

quk
dH

N �1
>

Z

@redfuk>0g\ZC

��
k

pk�1
dH

N �1

> min
n�
��

k.0/.1� C ���˛�

k /
�p

C

k
�1
;
�
��

k.0/.1� C ���˛�

k /
�p�

k
�1

o
H

N �1
�
@redfuk > 0g \ZC

�

(3.10)

where C �� D C �

�min
, pC

k
D supB1

pk and p�
k

D infB1
pk . Recall that pC

k
� p�

k
6 L1�k .

On the other hand,
Z

fuk>0g\ZC

fk dx > �L2�k

ˇ̌
fuk > 0g \ZC

ˇ̌
: (3.11)

Finally,

Z

fuk>0g\Z0

jrukjpk.x/�2ruk � � dH
N �1

6 max
n�
��

k.0/.1C �k/
�p

C

k
�1
;
�
��

k.0/.1C �k/
�p�

k
�1

o
H

N �1
�
fuk > 0g \Z0

�
: (3.12)

From now on, in order to simplify the computations, we assume that ��
k
.0/ > 1. The final result

will be the same if not.
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By (3.10), (3.11) and (3.12),

��
k.0/

p�
k

�1
.1 � C ���˛�

k /p
C

k
�1

H
N �1

�
@redfuk > 0g \ZC

�

6 L2�k

ˇ̌
fuk > 0g \ZC

ˇ̌
C ��

k.0/
p

C

k
�1
.1C �k/

p
C

k
�1

H
N �1

�
fuk > 0g \Z0

�
:

Therefore,

H
N �1

�
@redfuk > 0g \ZC

�

6 ��
k.0/

p
C

k
�p�

k

� 1C �k

1 � C ���˛�

k

�p
C

k
�1

H
N �1

�
fuk > 0g \Z0

�

C L2�k

��
k
.0/p

�
k

�1.1 � C ���˛�

k
/p

C

k
�1

ˇ̌
fuk > 0g \ZC

ˇ̌
: (3.13)

Now, we use the excess area formula Lemma 7.5 in [1] (withEk D fuk > 0g [Z�) that states that,

since F.y0/ > g.y0/,

H
N �1

�
@redEk \Z

�
> H

N �1.Z0/C c�2
k (3.14)

for k large.

Therefore, since there holdsZ \ @Ek D
�
ZC \ @fuk > 0g

�
[

�
Z0 \ fuk D 0g

�
and (3.14), we

obtain

H
N �1

�
ZC \ @redfuk > 0g

�
> H

N �1
�
Z \ @redEk

�
� H

N �1
�
Z0 \ fuk D 0g

�

> H
N �1

�
Z0

�
C c�2

k � H
N �1

�
Z0 \ fuk D 0g

�

D H
N �1

�
Z0 \ fuk > 0g

�
C c�2

k :

(3.15)

From here, using the facts that

��
k.0/

p
C

k
�p�

k

� 1C �k

1 � C ���˛�

k

�p
C

k
�1

� 1 6 C0

�
�k C �˛�

k

�

and
L2�k

��
k
.0/p

�
k

�1.1 � C ���˛�

k
/p

C

k
�1

6 C1�k ;

together with jfuk > 0g \ ZCj 6 jB1j 6 C , H
N �1.fuk > 0g \ Z0/ 6 H

N �1.Z0/ 6 C , (3.13)

and (3.15), we get

c�2
k 6 CC0.�k C �˛�

k /C CC1�k 6 C2.�k C �˛�

k /:

This is a contradiction to our assumptions that C ��˛�

k
6 ��

k
.0/�k and

�k

�2
k

! 0.

The following lemma was proved in [2] with c D 1. The result is obtained by rescaling the h

variable.

Lemma 3.5 Let w.y; h/ be such that

(a)
PN �1

iD1 wyi yi
C c whh D 0 in B1 \ fh < 0g with c > 0.
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(b) w.y; h/ ! g in L1 as h % 0.

(c) g is subharmonic and continuous in B 0
1, g.0/ D 0.

(d) w.0; h/ 6 C jhj.
(e) w > �C .

Then, there exists C0 depending only on C , N and c such that, for every y 2 B 0
1=2

,

Z 1=2

0

1

r2

�
–

Z
–

@B0
r .y/

g.z/dH
N �2

�
dr 6 C0:

Then, we have

Lemma 3.6 Let uk; pk ; �
�
k
; fk ; �k; �k as in Lemma 3.4. Let FC

k
; F �

k
and F as in that lemma. There

exists C D C.N; pmin; pmax; �min; �max/ such that, if y0 2 B 0
1=2

,

Z 1=4

0

1

r2

�
–

Z
–

@B0
r .y0/

�
F � F.y0/

�
dH

N �2
�
dr 6 C: (3.16)

Proof. The proof follows the lines of the previously cited papers. The idea is that the function

2
�
F.y0 C 1

2
y/ � F.y0/

�
will take the place of the function g in Lemma 3.5.

We write down the proof for the reader’s convenience since we cannot assume that ��
k
.0/ D 1

and we have a right hand side in the equation that was not present in the previous papers. We let

y0 2 B 0
1=2

and consider the functions Nuk.y; h/ D 2uk.y0 C 1
2
y; �kF

C
k
.y0/C 1

2
h/ in B1. From the

fact that uk 2 F.�k ; �kI �k/ in B1 we deduce that Nuk 2 F.4�k; 4�kI �k/ in B1.

In fact, we denote .x0; xN / D .y0 C 1
2
y; �kF

C
k
.y0/C 1

2
h/ and recall that jFC

k
j 6 1 . Then we

have for y 2 B 0
1, h > 4�k that xN > �kF

C
k
.y0/C 2�k > �k implying that Nuk.y; h/ D 0.

On the other hand, for y 2 B 0
1, h < �4�k we have xN < �kF

C
k
.y0/�2�k 6 ��k . This implies

that Nuk.y; h/ D 2uk.x
0; xN / > �2��

k
.0/ŒxN C �k� > ���

k
.0/ŒhC 4�k�.

Finally, we see that jr Nuk.y; h/j D jruk.y0 C 1
2
y; �kF

C
k
.y0/C 1

2
h/j 6 ��

k
.0/.1C �k/ and we

conclude that Nuk 2 F.4�k; 4�kI �k/ in B1.

Observe that by this change of variables the function FC
k
.y/ has been replaced by 2

�
FC

k
.y0 C

1
2
y/ � FC

k
.y0/

�
.

Thus, from now on we may assume that uk 2 F.4�k; 4�kI �k/ in B1 and y0 D 0. Let

wk.y; h/ D
uk.y; h/C ��

k
.0/h

�k

:

Then, given 0 < ı < 1
2

, we take k > kı so that ��
k
.0/=2 6 jruk j 6 2��

k
.0/ inB1�ı \fh 6 �Cı�kg

with Cı the constant in Lemma 3.3 with R D 1 � ı. We have

Tkwk WD
X

ij

bk
ij .x/wkxi xj

C
X

j

bk
j .x/wkxj

D bk
N

�k

��
k.0/C fk

�k

jruk j2�pk in B1�ı \ fh 6 �Cı�kg: (3.17)

Here bk
ij .x/ D ıij C.pk.x/�2/

uk xi
ukxj

jruk j2
and bk

j .x/ D pkxj
log jruk j. Therefore, Tk is a uniformly

elliptic operator with ellipticity and bounds of the coefficients independent of k. Namely, they satisfy
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(3.7) and

jbkj 6 NC0�k

(see (3.8)).

On the other hand, the right hand side satisfies

bk
N

�k

��
k.0/C fk

�k

jrukj2�pk 6 K0

�k

�k

! 0 as k ! 1: (3.18)

We will divide the proof into several steps.

(i) We prove that there exists a constant C > 0 such that kwkkL1.B�
1

/ 6 C .

In fact, recall that uk 2 F.4�k; 4�kI �k/ in B1 so uk.0; 0/ D 0 and jruk j 6 ��
k
.0/.1C �k/. On the

other hand, there holds that uk.y; h/ D 0 if h > 4�k . Therefore,

uk.y; h/ 6 ��
k.0/.1C �k/.4�k � h/

so that, if �K 6 h 6 0,

wk.y; h/ 6 4��
k.0/.1C �k/ � ��

k.0/
�k

�k

h 6 C:

On the other hand, if h < �4�k , since uk 2 F.4�k; 4�kI �k/ in B1, by (2) in Definition 3.1,

wk.y; h/ D
uk.y; h/C ��

k
.0/h

�k

> �
��

k
.0/.hC 4�k/ � ��

k
.0/h

�k

D �4��
k.0/:

Finally, if �4�k 6 h 6 0,

wk.y; h/ > �
��

k
.0/.1C �k/.4�k � h/ � ��

k
.0/h

�k

D �4��
k.0/.1C �k/C

��
k
.0/.2C �k/h

�k

> �C:

(ii) Uniform bounds of first and second order derivatives.

Recall that wk satisfies (3.17) that is uniformly elliptic with ellipticity constants and bounds of the

coefficients independent of k in B1�ı \ fh < �Cı�kg. By step (i) we then have

k wkkC 1;˛.K/ 6 CK 8 K �� B�
1 : (3.19)

and, for every 1 < q < 1,

k wkkW 2;q.K/ 6 CK 8 K �� B�
1 : (3.20)

Hence, for a subsequence that we still call wk , there exists w 2 C 1;˛ \W 2;q such that wk ! w in

C 1.K/ and weakly in W 2;q.K/ for every K �� B�
1 :

(iii) Determining the equation satisfied by w.

Let cij D ıij C .p0 � 2/ıiN ıjN where pmin 6 p0 6 pmax is the uniform limit of the sequence of
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functions pk (for a subsequence). Then, bk
ij ! cij uniformly on compact subsets of B�

1 . In fact, by

the uniform estimates of the gradient of wk we have that

ˇ̌
ruk.y; h/C ��

k.0/eN

ˇ̌
D

ˇ̌
r

�
uk.y; h/C ��

k.0/h
�ˇ̌

6 CK�k (3.21)

if k > kK and K �� B�
1 .

Let ��
0 D limk!1 ��

k
.0/ (for a subsequence). Then, by (3.21) ruk ! ���

0eN uniformly on

compact subsets of B�
1 . Since ��

0 > �min > 0, there holds that

ukxi
ukxj

jruk j2 ! ıiN ıjN

uniformly on compact subsets of B�
1 . And we have proved the convergence.

On the other hand, jbk
j .x/j 6 C0�k . Therefore, by passing to the limit in (3.17) we get

X

ij

cijwxi xj
D 0 in B�

1 : (3.22)

(iv) Bounds of w.

Recalling that jrukj 6 ��
k
.0/.1C �k/, we get

@

@h
wk.y; h/ > �

��
k
.0/.1C �k/ � ��

k
.0/

�k

D ���
k.0/

�k

�k

: (3.23)

Thus, for h < 0,

wk.0; h/ 6 ��
k.0/

�k

�k

jhj ! 0 as k ! 1: (3.24)

Passing to the limit, we find that

w.0; h/ 6 0 for h < 0:

(v) Let us see that w.y; h/ ! ��
0F.y/ as h ! 0�, uniformly in B 0

1�ı
for every 0 < ı < 1.

First, as in [2, 8], we can prove that

wk.y; �kh/ � ��
0F.y/ ! 0 uniformly in B 0

1�ı � Œ�K;�2Cı � (3.25)

for everyK > 2Cı and every 0 < ı < 1. We omit this proof, that relies heavily on Proposition 3.1

(see [2] for the proof).

In order to get the result, following the ideas in [2, 8], we construct a barrier. First, for ı > 0 we

let ˝ı a smooth domain such that

B�
1�2ı � ˝ı � B�

1�ı :

For " > 0 small, we let g" 2 C 3.@˝ı/ such that kg"kC 3.@˝ı/ 6 C with C independent of " and ı

and

��
0F � 2" 6 g" 6 ��

0F � " in @˝ı \ @B�
1�3ı \ fh D 0g

g" 6 ��
0F � " in @˝ı \ fh D 0g

g" 6 w � " in @˝ı \ fh < 0g:
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Then, we let �" the solution to

(P
ij cij�"xi xj

D 1 in ˝ı

�" D g" on @˝ı

with cij as in (3.22).

On one hand, if k > k."; ı/,

�" 6 wk on @˝ı \ fh < �2Cı�kg:

On the other hand, since k�"kC 2.˝ı/ 6 C , there holds that, for K > 2Cı and k > k."; ı;K/,

�" 6 wk on ˝ı \ fh D �K�kg:

Recall that, by Lemma 3.3, we have

jrukj >
��

k
.0/

2
in B1�ı \ fh < �Cı�kg

and there holds (3.17) and (3.18). Therefore,

Tkwk 6 K0

�k

�k

6
1

2
in ˝ı \ fh < �K�kg

if k > k0.

Let us see that

Tk�" >
1

2
in ˝ı \ fh < �K�kg (3.26)

if K is large independently of " and k is large independently of " andK . In fact, for x 2 ˝ı ,

Tk�" D
X

ij

cij�"xi xj
C

X

ij

�
bk

ij .x/ � cij

�
�"xi xj

C
X

j

bk
j .x/�"xj

> 1 � kD2�"kL1

X

ij

kbk
ij � cij kL1 � kbkkL1 kr�"kL1 :

On one hand, kbkkL1 6 C0�k ! 0 as k ! 1. On the other hand, by elliptic estimates up to the

boundary fh D �K�kg, since we have proved that jwk j 6 C ,

kr.uk C ��
k.0/h/kL1.fh6�K�kg/ D �kkrwkkL1.fh6�K�kg/

6 �kC
�k=�k C 1

.K � Cı/�k

6
2C

K � Cı

in ˝ı \ fh < �K�kg:

Then, as
��

k
.0/

2
6 jruk j 6 2��

k
.0/ in that set and pk.x/ � p0 ! 0 uniformly in B1,

kbk
ij � cij kL1.B1\fh6�K�kg/ 6

C

K � Cı

C ok.1/:

We conclude, by takingK large enough independent of k and " and then, k large, that (3.26) holds.
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Therefore, �" 6 wk in ˝ı \ fh 6 �K�kg. By letting k ! 1 we find that �" 6 w in

˝ı \ fh < 0g and then, by letting h ! 0�,

lim inf
h!0�

w.y; h/ > lim
h!0�

�".y; h/ > ��
0F.y/ � 2" for y 2 B 0

1�3ı :

In order to get a bound from above, we recall (3.23) and get,

wk.y; h/ � wk.y;�K�k/ 6 �C �k

�k

jhj if h 6 �K�k:

On the other hand, wk.y;�K�k/ ! ��
0F.y/ uniformly in B 0

1�ı
. Hence, if k is large, and .y; h/ 2

B�
1�ı

\ fh 6 �K�kg,

wk.y; h/ 6 ��
0F.y/C 2"

and we deduce that, for .y; h/ 2 B�
1�ı

,

w.y; h/ 6 ��
0F.y/C 2":

Therefore,

lim sup
h!0�

w.y; h/ 6 ��
0F.y/C 2" uniformly in B 0

1�ı :

Since " is arbitrary, we conclude that, for every 0 < ı < 1,

lim
h!0�

w.y; h/ D ��
0F.y/ uniformly for y 2 B 0

1�3ı :

(vi) Final step.

We apply Lemma 3.5 to the functionw and recall that when writingw.y; 0/ in the original variables

we get 2
�
F.y0 C 1

2
y/ � F.y0/

�
. So, the result is proved.

Corollary 3.1 Let uk; pk ; �
�
k
; fk ; �k; �k and F as in Lemma 3.4. There exists a constant

C D C.N; pmin; pmax; �min; �max/ and, for every 0 < � < 1 there exist c� D
c� .N; pmin; pmax; �min; �max; �/, a ball B 0

r and ` 2 R
N �1 such that

c� 6 r 6 �; j`j 6 C; F.y/ 6 ` � y C �

2
r for jyj 6 r:

Proof. The result is a consequence of Lemma 3.6 and the proof follows as Lemmas 7.7 and 7.8

in [1].

Now, we apply the corollary to a weak flat solution u if � is small enough.

Lemma 3.7 Let p 2 Lip.B�/, �
� 2 C ˛�

.B�/, f 2 L1.B�/ such that 1 < pmin 6 p.x/ 6

pmax < 1, 0 < �min 6 ��.x/ 6 �max < 1 with jrpj 6 L1, jf j 6 L2 and Œ���C ˛�
.B�/ 6 C �.

Let 0 < � < 1. There exists �� D �� .�;N; pmin; pmax; �min; �max; L1; L2; C
�/ such that, if

u 2 F.�; � I �/ in B� in direction �

with power p, slope �� and rhs f and, if C ��˛�

6 ��.0/� , � 6 �� and � 6 ���
2 there holds that

u 2 F.��; 1I �/ in B N� in direction N�
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with the same power, slope and rhs and

c�� 6 N� 6 ��; j� � N�j 6 C�:

Here c� and C are the constants in Corollary 3.1.

Proof. It follows as Lemma 7.9 in [1] by applying Corollary 3.1 to Nuk.x/ D 1
� k
uk.�kx/.

Now, in order to improve on the gradient in the flatness class, we find an equation to which

v D jruj is a subsolution.

Lemma 3.8 Let p 2 W 1;1.˝/ \ W 2;q.˝/ with 1 < pmin 6 p.x/ 6 pmax < 1 in ˝ and

f 2 L1.˝/ \W 1;q.˝/ for some q > 1.

Let u such that �p.x/u D f and 0 < c 6 jruj 6 C in ˝ . There exist D D fDij g, B D fbj g
and G such that

Ňj�j2 6

X

ij

Dij .x/�i �j 6 Ň�1j�j2 for every � 2 R
N ; x 2 ˝;

kBkL1.˝/ 6 NC ; kGkLq .˝/ 6 NC

with

Ň D Ň.pmin; pmax; c; C / > 0;

NC D NC.pmin; pmax; c; C; kf kL1.˝/\W 1;q.˝/; kpkW 1;1.˝/\W 2;q.˝//

such that v D jruj satisfies

divDrv C B � rv > G (3.27)

weakly in ˝ .

Proof. We start with some notation. For x 2 ˝ , � 2 R
N , we let A.x; �/ D j�jp.x/�2�. First

we observe that, by the arguments in Theorem 3.2 in [7], u 2 W
2;2

loc .˝/ and then, by using the

nondivergence form of the equation, we deduce that u 2 W
2;t

loc .˝/ for every 1 6 t < 1 (see

Lemma 9.16 in [17]).

Then, taking � 2 C1
0 .˝/, letting �xk

as test function and integrating by parts, we get

Z
f �xk

D
Z

@A

@xk

.x;ru/r�C
X

ij

Z
aij .x;ru/uxj xk

�xi
(3.28)

where aij .x; �/ D @Ai

@�j
.x; �/.

Observe that (3.28) actually holds for any � 2 W 1;p.x/
0 .˝/.

Then, we take � D uxk
 with 0 6  2 C1

0 .˝/ arbitrary. Hence, by using the ellipticity of aij

and after summation on k, we get

Z
f�u C

Z
f hru;r i >

X

i;k

Z
@Ai

@xk

.x;ru/uxi xk
 

C
X

i;k

Z
@Ai

@xk

.x;ru/uxk
 xi

C
X

i;j

Z
aij

X

k

uxk
uxj xk

 xi
:
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Now, we denoteD D .Dij /withDij D jrujaij , we use that vxj
D

P
k

uxkxj
uxk

jruj
and we integrate

by parts the second terms on the left and right hand sides. In fact, since

@Ai

@xk

.x;ru/ D jrujp.x/�2 log jrujuxi
pxk

;

we get

d

dxi

h@Ai

@xk

.x;ru/
i

D jrujp.x/�2
�

log jruj
�2
uxi
pxk

pxi

C jrujp.x/�2 log jrujuxi
pxkxi

C jrujp.x/�2 log jrujuxi xi
pxk

C .p.x/ � 2/jrujp.x/�3 log jrujuxi
pxk

vxi
C jrujp.x/�3uxi

pxk
vxi
; (3.29)

so we obtain

�
Z

hrf;rui >

Z
hDrv;r i C

X

i;k

Z
@Ai

@xk

.x;ru/uxi xk
 

�
X

i;k

Z
d

dxi

h@Ai

@xk

.x;ru/
i
uxk

 �
X

i;k

Z
@Ai

@xk

.x;ru/uxi xk
 

D
Z

hDrv;r i �
X

i;k

Z
d

dxi

h@Ai

@xk

.x;ru/
i
uxk

 :

(3.30)

Then, by replacing (3.29) in (3.30), it follows

�
Z

hrf;rui >

Z
hDrv;r i �

Z
jrujp.x/�2

�
log jruj

�2hru;rpi2 

�
Z

jrujp.x/�2 log jruj
X

i;k

uxi
uxk

pxkxi
 �

Z
jrujp.x/�2 log jrujhru;rpi�u 

�
Z D

jrujp.x/�3
�
.p.x/ � 2/ log jruj C 1

�
hru;rpi ru;rv

E
 :

Finally, since jrujp.x/�2
�
�uC .p.x/ � 2/

P
i;j

uxi
uxj

jruj2
uxi xj

C log jrujhru;rpi
�

D f ,

�
Z

jrujp.x/�2 log jrujhru;rpi�u D �
Z
f log jrujhru;rpi 

C
Z ˝

.p.x/ � 2/jrujp.x/�3 log jrujhru;rpiru;rv
E
 

C
Z

jrujp.x/�2
�

log jruj
�2hru;rpi2 :

Hence, v satisfies (3.27) with

Dij D jrujp.x/�1
�
ıij C .p.x/ � 2/

jruj2 uxi
uxj

�
;

B D jrujp.x/�3hru;rpi ru;
G D hrf;rui � f log jrujhru;rpi � jrujp.x/�2 log jruj

X

i;k

uxi
uxk

pxkxi
:



REGULARITY IN AN INHOMOGENEOUS FBP FOR THE p.x/-LAPLACIAN 227

REMARK 3.1 A similar lemma to Lemma 3.8, valid for the case f � 0, was established in reference

[6] (Lemma 2.2).

Now, we get an estimate on jruj close to the free boundary.

Lemma 3.9 Let p and f as in Lemma 3.8 with q > maxf1;N=2g and �� 2 C ˛�

.˝/ with 0 <

�min 6 ��.x/ 6 �max < 1 in ˝ and Œ���C ˛�
.˝/ 6 C �. Let u be a weak solution to P.f; p; ��/ in

˝ and let x0 2 ˝ \ @fu > 0g with B4R.x0/ � ˝ , R 6 1. Assume that, for every r 6 R,

u 2 F.�; 1I 1/ in Br .x0/ in some direction �r ;

with power p, slope �� and rhs f , with � 6 1=2.

Then, for every x1 in Br .x0/,

jruj 6 ��.x1/C C
� r
R

�

in Br .x1/ if r 6 R; (3.31)

for some constants C and 0 <  < 1 depending only on N , kf kL1.B2R.x0//\W 1;q.B2R.x0//, pmin,

pmax, �min, kpkW 1;1.B2R.x0//\W 2;q.B2R.x0//, ˛
�, C �, q and krukL1.B2R.x0//.

Proof. We let 0 < R0 6 R, " > 0 and define

��
2R0

D sup
B2R0

.x0/

��.x/;

U".x/ D
�
jruj � ��

2R0
� "

�C
:

Let 0 < r 6 R0. Since for every Nx 2 B2R0
.x0/ \ @fu > 0g

lim sup
x! Nx

u.x/>0

jruj 6 ��. Nx/;

then the function U" vanishes in a neighborhood of B2r .x0/ \ @fu > 0g.

We have jruj > �min in fU" > 0g and moreover, arguing as in Lemma 3.8 we see that u 2
W 2;t .B2r .x0/ \ fU" > 0g/ for every 1 6 t < 1. Thus, by Lemma 3.8, U" is a solution to

divDrU" C B � rU" > G

in fU" > 0g \ B2r .x0/ for some functionsD D fDij g, B D fbj g and G such that

Ňj�j2 6

X

ij

Dij .x/�i�j 6 Ň�1j�j2 for every � 2 R
N ; x 2 B2R.x0/;

kBkL1.fU">0g\B2R.x0// 6 NC ; kGkLq .fU">0g\B2R.x0// 6 NC
(3.32)

with Ň D Ň.pmin; pmax; �min; krukL1.B2R.x0///, NC D NC.pmin; pmax; �min; krukL1.B2R.x0//;

kf kL1.B2R.x0//\W 1;q.B2R.x0//; kpkW 1;1.B2R.x0//\W 2;q.B2R.x0///.

Therefore, if eG and eB are the extensions by 0 ofG andB respectively from fU" > 0g\B2r.x0/

toB2r .x0/ and eD is an extension ofD that preserves the uniform ellipticity with the same constants,

there holds that U" satisfies

diveDrU" C eB � rU" > eG (3.33)
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in B2r .x0/ (see, for instance, Lemma 2.1 in [24]).

Let now h".r/ D supBr .x0/ U" and V D h".2r/� U". Then,

diveDrV C eB � rV 6 �eG in B2r .x0/:

Moreover, V > 0 in B2r .x0/. By the weak Harnack inequality (see [17]),

inf
Br .x0/

V C r2�N=qkeGkLq.B2r .x0// > c –

Z
–

B3r=2.x0/

V

with c D c.N; Ň; keBkL1.B2R.x0//; q/.

Now, since by the flatness condition, u (and therefore U") vanishes in the ball B 1��
2

r.x0 C
1C�

2
r�r / for some direction �r , there holds that V D h".2r/ inB 1��

2
r.x0 C 1C�

2
r�r / and therefore,

h".2r/ � h".r/C r2�N=q NC > Oc
�1 � �

2

�N

h".2r/ > Nc h".2r/

since � 6 1=2, with Nc D Nc.N; Ň; keBkL1.B2R.x0//; q/ < 1 and NC the constant in (3.32). We pass to

the limit as " ! 0 and we conclude that

h.r/ 6
�
1 � Nc

�
h.2r/C r2�N=q NC ; (3.34)

if r 6 R0 with h.r/ D supBr .x0/

�
jruj���

2R0

�C
. Since 2�N=q > 0, there exist Q 2 .0; 1/, QC > 0

depending only on N; q; Nc; krukL1.B2R.x0// and NC such that

h.s/ 6 QC
� s

2R0

� Q

if s 6 2R0. This implies

sup
B2r .x0/

jruj 6 sup
B2R0.x0/

��.x/C QC
� r

R0

� Q

; (3.35)

if r 6 R0 6 R, and the Hölder continuity of ��.x/ gives, for x1 2 B2R0
.x0/,

sup
B2R0.x0/

��.x/ 6 ��.x1/C C �.4R0/
˛�

: (3.36)

We now take r 6 R, R0 D r1=2R1=2 and x1 2 Br .x0/ and obtain, from (3.35) and (3.36),

sup
Br .x1/

jruj 6 sup
B2r .x0/

jruj 6 ��.x1/C C
� r
R

�

;

for  D minf ˛�

2
; Q

2
g and C depending only on QC , C �, Q and ˛�, which proves (3.31) and completes

the proof.

Let us show that a point x0 in the reduced free boundary of a weak solution is always under the

assumptions of Lemma 3.9.
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Lemma 3.10 Let p 2 Lip.˝/ with 1 < pmin 6 p.x/ 6 pmax < 1, �� 2 C.˝/ with 0 <

�min 6 ��.x/ 6 �max < 1 and f 2 L1.˝/. Let u be a weak solution to P.f; p; ��/ in ˝ and

x0 2 ˝ \ @redfu > 0g.

There exists �0 > 0 such that, if � < �0, there exists r� > 0 such that, for every r 6 r� ,

u 2 F.�; 1I 1/ in Br .x0/ in direction �.x0/;

with power p, slope �� and rhs f . Here �.x0/ denotes the exterior unit normal to˝ \ @fu > 0g at

x0 in the measure theoretic sense.

Proof. Assume for simplicity that x0 D 0 and �.x0/ D eN . Let R > 0 be such that B4R � ˝ .

Given 0 < " < 1
2

, there exists r" 6 R such that

jfu > 0g \ BC
r j

jBr j < " if r 6 r"; (3.37)

and also a constant cN > 1 so that

jBC
r n f0 < xN < �rgj > jBr j.1=2� cN�/ > "jBr j if � <

1=2� "
cN

: (3.38)

Let r 6
r"

2
and suppose there exists Nx 2 .BC

r n f0 < xN < �rg/ \ @fu > 0g. Then, supB�. Nx/ u >

cmin�, if � 6 �0 D minfr0; Rg, with cmin and r0 the constants corresponding to D D B2R in the

definition of weak solution.

Then, if r 6 �0, there exists x1 2 NB�r=2. Nx/ such that u.x1/ > cmin�r=2, implying that

u.x/ > cmin�r=2�L��r=2 > 0 in B��r=2.x1/ � BC
2r ;

if � 6 minf1; cmin

2L
g, where L is the Lipschitz constant of u in B2R. As a consequence,

jfu > 0g \ BC
2r j

jB2r j > .��=4/N ;

which contradicts (3.37) if .��=4/N > ". Finally, we fix �0 D .2cN /
�1, take � < �0 and choose

0 < " < 1
2

satisfying

4

�
"1=N < � <

1=2� "

cN

:

Then, letting r� D minf r"

2
; �0g and r 6 r� , we observe that .BC

r nf0 < xN < �rg/\@fu > 0g D ;
by the above discussion, and that we cannot have u > 0 in BC

r n f0 < xN < �rg because of (3.37)

and (3.38). Therefore we conclude that u 2 F.�; 1I 1/ in Br with power p, slope �� and rhs f ,

for every r 6 r� .

Now, we get a result that holds at free boundary points satisfying a density condition on the zero

set. This is the situation when u comes from a minimization problem as was the case in [1, 2, 8], for

instance.

Lemma 3.11 Let p and f as in Lemma 3.8 with q > maxf1;N=2g and �� 2 C ˛�

.˝/ with

0 < �min 6 ��.x/ 6 �max < 1 in ˝ and Œ���C ˛�
.˝/ 6 C �. Let u be a weak solution to

P.f; p; ��/ in ˝ and let x0 2 ˝ \ @fu > 0g with B4R.x0/ � ˝ , R 6 1. Assume that
ˇ̌
Br .x0/ \ fu D 0g

ˇ̌

jBr.x0/j
> c0 > 0 if r 6 R: (3.39)
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Then, for every x1 in Br .x0/,

jruj 6 ��.x1/C C
� r
R

�

in Br .x1/ if r 6 R; (3.40)

for some constants C and 0 <  < 1 depending only on N , pmin, pmax, �min,

kf kL1.B2R.x0//\W 1;q.B2R.x0//, kpkW 1;1.B2R.x0//\W 2;q.B2R.x0//, ˛
�, C �, q, krukL1.B2R.x0//

and c0.

Proof. The proof is exactly as that of Lemma 3.9, the only difference being that instead of the

flatness condition we use the density condition (3.39).

Now, with the ideas in the proof of Lemma 3.9 we can improve on the gradient.

Lemma 3.12 Let p 2 W 1;1.B�/ \ W 2;q.B�/ with 1 < pmin 6 p.x/ 6 pmax < 1 in B�

and f 2 L1.B�/ \ W 1;q.B�/ with q > maxf1;N=2g, kpkW 1;1.B�/\W 2;q.B�/ 6 eL1 and

kf kL1.B�/\W 1;q.B�/ 6 eL2. Let �� 2 C ˛�

.B�/ with 0 < �min 6 ��.x/ 6 �max < 1 in B�

and Œ���C ˛�
.B�/ 6 C �.

Let 0 < � < 1. There exist �� , c� , C , QC and Q such that, if

u 2 F.�; 1I �/ in B� in direction �

with power p, slope �� and rhs f and, if � 6 �� , � 6 ���
2 and QC� Q

6 �min� , there holds that

u 2 F.��; �� I �2�/ in B N� in direction N�

with the same power, slope and rhs and

c�� 6 N� 6
1

4
�; j� � N�j 6 C�:

The constants depend only on N , pmin, pmax, �min, �max, eL1, eL2, ˛�, C �, q. The constants �� and

c� depend moreover on � .

Proof. We will apply Lemma 3.7 inductively, and we will obtain the improvement of the value �

with an argument similar to the one in Lemma 3.9.

In fact, if �� is small enough, we can apply Proposition 3.1 to Nu.x/ D 1
�
u.�x/ and we get

u 2 F.C0�; C0� I �/ in B�=2 in direction �;

with power p, slope �� and rhs f . Then for 0 < �1 6
1
2

we can apply Lemma 3.7, if again �� is

small, and we obtain

u 2 F.C0�1�; 1I �/ in Br1� in direction �1; (3.41)

with the same power, slope and rhs, for some r1; �1 with

c�1
6 2r1 6 �1; and j�1 � �j 6 C�:

In order to improve the value of � we proceed as in the proof of Lemma 3.9. In fact, we let R0 D
R D r1�, x0 D 0 and repeat the argument leading to (3.34), with r D r1�. In the present case we
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use the fact that, because of (3.41), u vanishes in the ball B r1�

4
. r1�

2
�1/. We also use that, in B�,

jruj 6 ��.0/.1C �/ 6 2�max. We obtain

sup
Br1�

�
jruj � ��

2r1�

�C
6

�
1 � Nc

�
sup

B2r1�

�
jruj � ��

2r1�

�C C NC.r1�/2�N=q ;

with

��
2r1� D sup

B2r1�

��.x/;

and constants 0 < Nc < 1 and NC > 0 depending only on N , pmin, pmax, �min, �max, eL1, eL2 and q. It

follows that

sup
Br1�

jruj 6 ��
2r1� C

�
1 � Nc

�
��

2r1�� C NC
��
4

�2�N=q

6 ��
2r1� C

�
1 � Nc

2

�
��

2r1��;

if we let NC
�

�
4

�2�N=q
6

Nc
2
�min� . Therefore, for O� D 1 � Nc

2
, we get

sup
Br1�

jruj 6 ��
2r1�.1C O��/

6 ��.0/.1C O��/C C �.2r1�/
˛�

.1C O��/

6 ��.0/
�
1C O�� C 1 � O�

2
�
�

D ��.0/.1C �2
0 �/;

if C ��˛�

6
1
2
�min� and �

Q
1 6

1� O�
2

, with Q D minf˛�; 2 �N=qg and �0 D
q

1C O�
2

.

We see that, if �1 is chosen small enough,

u 2 F.�0�; 1I �2
0 �/ in Br1� in direction �1;

with power p, slope �� and rhs f . Moreover, r
Q
1 6 �2

0 .

Then, we can repeat this argument a finite number of times, and we obtain

u 2 F.�m
0 �; 1I �2m

0 �/ in Br1:::rm� in direction �m;

with the same power, slope and rhs, with

c�j
6 2rj 6 �j ; and j�m � �j 6

C

1� �0

�:

Finally we choosem large enough and use Proposition 3.1.

4. Regularity of the free boundary for weak solutions to problem P.f; p; ��/

In this section we study the regularity of the free boundary for weak solutions to problem

P.f; p; ��/.

We prove that the free boundary of a weak solution is a C 1;˛ surface near flat free boundary

points (Theorems 4.1, 4.2 and 4.3). As a consequence we get that the free boundary is C 1;˛ in a

neighborhood of every point in the reduced free boundary (Theorem 4.4).
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We also obtain further regularity results on the free boundary, under further regularity

assumptions on the data (Corollary 4.1).

Among Theorems 4.1, 4.2 and 4.3 the most general one is Theorem 4.3.

Theorems 4.1 and 4.2 require the extra assumptions (4.1) and (4.10), respectively. But, under

these additional assumptions, the constant in the C 1;˛ continuity of the free boundary becomes

universal.

The difference stems from the fact that in Theorems 4.1 and 4.2 the choice of � in the statements

can be done independently of the weak solution u under consideration, whereas in Theorem 4.3

there is a strong dependence on u.

We remark that the Hölder exponent ˛ is universal in the three results.

Our first result holds at free boundary points satisfying a density condition on the zero set. This is

the situation when u comes from a minimization problem as was the case in [1, 2, 8], for instance.

Theorem 4.1 Let p 2 W 1;1.˝/ \ W 2;q.˝/ with 1 < pmin 6 p.x/ 6 pmax < 1 in ˝ and

f 2 L1.˝/ \ W 1;q.˝/ with q > maxf1;N=2g. Let �� 2 C ˛�

.˝/ with 0 < �min 6 ��.x/ 6

�max < 1 in ˝ and Œ���C ˛�
.˝/ 6 C �. Let u be a weak solution to P.f; p; ��/ in ˝ and let

x0 2 ˝ \ @fu > 0g with B4R.x0/ � ˝ , R 6 1. Assume that
ˇ̌
Br .x0/ \ fu D 0g

ˇ̌

jBr.x0/j
> c0 > 0 if r 6 R: (4.1)

Then there are constants ˛, ˇ, N�0, NC and C such that if

u 2 F.�; 1I 1/ in B�.x0/ in direction �

with power p, slope �� and rhs f , with � 6 N�0 and NC�ˇ
6 N�0�

2, then

B�=4.x0/ \ @fu > 0g is a C 1;˛ surface;

more precisely, a graph in direction � of a C 1;˛ function, and, for x; y on this surface,

j�.x/ � �.y/j 6 C�

ˇ̌
ˇ̌x � y
�

ˇ̌
ˇ̌
˛

: (4.2)

The constants depend only onN , pmin, pmax, �min, �max, ˛�, C �, q, kf kL1.B3R.x0//\W 1;q.B3R.x0//,

kpkW 1;1.B3R.x0//\W 2;q.B3R.x0//, R, c0 and the constants Cmax.B3R.x0// and r0.B3R.x0// in

Definition 2.2.

Proof. Let us first get a bound for krukL1.B2r1
.x0// for a suitable 0 < r1 6 R. In fact, we

denote r0 D r0.B3R.x0// and Cmax D Cmax.B3R.x0//, the constants in Definition 2.2. We now let

r1 D 1
4

minf3R; r0g and see that there holds that kukL1.B4r1
.x0// 6 Cmaxr0.

Then, by Proposition 2.1, it follows that krukL1.B2r1
.x0// can be estimated by

a constant depending only on N , pmin, pmax, r1, kf kL1.B4r1
.x0//\W 1;q.B4r1

.x0//,

kpkW 1;1.B4r1
.x0//\W 2;q.B4r1

.x0//, Cmax and r0.

Next, we choose the constants in the statement so that � 6 r1. Then, we can apply Lemma 3.11

in B4r1
.x0/ and get, for x 2 B�.x0/,

jru.x/j 6 ��.x0/C C1�


6 ��.x0/
�
1C C1

�min

�
�
;
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with C1 and  constants depending only on N , pmin, pmax, �min, kf kL1.B2r1
.x0//\W 1;q.B2r1

.x0//,

kpkW 1;1.B2r1
.x0//\W 2;q.B2r1

.x0//, ˛
�, C �, q, krukL1.B2r1

.x0//, c0 and r1.

We let NC and ˇ in the statement satisfying NC >
C1

�min
and ˇ 6  , and take � D NC�ˇ . Therefore

we obtain

u 2 F.�; 1I �/ in B�.x0/ in direction �;

with power p, slope �� and rhs f .

Applying Proposition 3.1 we have that

u 2 F.C0�; C0� I �/ in B�=2.x0/ in direction �; (4.3)

with the same power, slope and rhs, if we choose NC > C �, ˇ 6 ˛�, and N�0 is small enough so that,

in particular, � 6 � and C ��˛�

6 NC�ˇ
6 �min� .

Let x1 2 B�=2.x0/ \ @fu > 0g. Since Lemma 3.11 also gives

jru.x/j 6 ��.x1/C C1�


6 ��.x1/.1C �/ in B�=2.x1/

and hx1 � x0; �i > �C0�
�
2

there holds that,

u 2 F. NC0�; 1I �/ in B�=2.x1/ in direction �;

with power p, slope �� and rhs f , for any constant NC0 > .C0 C 2/.

If we let N�0 small enough, the above choice of NC and ˇ, which implies in particular that � 6 NC0�

and C �.�
2
/
˛�

6 �min
NC0� , allows us to apply again Proposition 3.1 and deduce that

u 2 F.C�;C� I �/ in B�=4.x1/ in direction �;

with the same power, slope and rhs.

We want to apply Lemma 3.12 in B�=4.x1/ for some 0 < � < 1. In fact, we need C� 6 �� ,

� 6 �� .C�/
2 and QC.�

4
/

Q
6 �min� , which is satisfied if we let N�0 6

��

C
, N�0 6 ��C

2, NC >
QC

�min
and

ˇ 6 Q .

Moreover, we want to apply Lemma 3.12 inductively in order to get sequences �m and �m, with

�0 D �=4 and �0 D �, such that

u 2 F.�mC�; �mC� I �2m�/ in B�m
.x1/ in direction �m;

with power p, slope �� and rhs f , with

c��m 6 �mC1 6 �m=4 and j�mC1 � �mj 6 �mC�: (4.4)

For this purpose, we have to verify at each step that

�mC� 6 �� ; �2m� 6 �� .�
mC�/2; QC� Q

m 6 �min�
2m�:

Since �m 6 4�m�0, this is satisfied if, in addition, we let � D 2�ˇ < 1.

Thus, we have that

jhx � x1; �mij 6 �mC��m for x 2 B�m
.x1/ \ @fu > 0g:
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We also have that there exists �.x1/ D limm!1 �m and

j�.x1/ � �mj 6
C�m

1 � �
�: (4.5)

Now let x 2 B�=4.x1/ \ @fu > 0g and choose m such that �mC1 6 jx � x1j < �m. Then

ˇ̌
hx � x1; �.x1/i

ˇ̌
6 C�m�

� jx � x1j
1 � � C �m

�
6 C�m�

� 1

1 � � C 1

c�

�
jx � x1j

and since jx � x1j > cmC1
�

�0 we have

�mC1
6

� jx � x1j
�0

�˛

with ˛ D ˇ log 2

log c�1
�

D log �

log c�

; (4.6)

and we obtain that

ˇ̌
hx � x1; �.x1/i

ˇ̌
6
C�

�˛
jx � x1j1C˛; x 2 B�=4.x1/ \ @fu > 0g: (4.7)

Let us finally observe that the result in the statement follows if we take N�0 small enough.

In fact, (4.7) implies that �.x1/ is the normal to @fu > 0g at x1.

From (4.3), (4.7) and (4.5) with m D 0 we get that B�=4.x0/ \ @fu > 0g is a graph in the

direction � of a function g that is defined, differentiable and Lipschitz in B 0
�=4
.x0

0/. This holds if N�0

is small so that

p
1 � .C0�/2 > 1=2 and C�

�
1C 1

1 � �

�
6 1=2 for � 6 N�0:

With these choices, the Lipschitz constant of g is universal (observe that (4.3) implies that jg.x0/�
g.x0

1/j 6 C0�� if x0; x0
1 2 B 0

�=4
.x0

0/).

In order to see that (4.2) holds we let x; y 2 B�=2.x0/ \ @fu > 0g such that jx � yj < �=8.

We can apply the construction above with x1 D y, so we have sequences �m D �m.y/ with

�0.y/ D �=4, and �m D �m.y/ satisfying (4.4), with �.y/ D limm!1 �m.y/.

Now let m0 be such that
�m0C1

2
6 jx � yj < �m0

2
: (4.8)

We use that

u 2 F.�m0
; �m0

I �m0
/ in B�m0

.y/ in direction �m0
.y/; (4.9)

with power p, slope �� and rhs f , for �m0
D �m0C� and �m0

D �2m0� .

In fact, we have now the following picture: u is under the assumption of the theorem with x0

replaced by y and flatness condition (4.9). Then, with x1 replaced by x, �0.x/ D �m0
.y/ and

�0.x/ D �m0
.y/, (4.5) with m D 0 gives

j�.x/ � �m0
.y/j D j�.x/ � �0.x/j 6

C�m0

1 � � :

Let us notice that, from the choice of ˛ we made in (4.6), �m0
D C��m0 D C�.c

m0

�
/˛. Since, by

(4.4) and (4.8), c
m0C1

�
6 4

�m0C1

�
6

8
�
jx � yj, there holds

j�.x/ � �m0
.y/j 6

C�

1 � �

�
8jx � yj
c��

�˛

:
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Estimate (4.5) also gives

j�.y/ � �m0
.y/j 6

C�

1 � �

�
8jx � yj
c��

�˛

:

We thus get

j�.x/ � �.y/j 6 C�

ˇ̌
ˇ̌x � y
�

ˇ̌
ˇ̌
˛

if x; y 2 B�=2.x0/ \ @fu > 0g; jx � yj < �=8:

Finally, if x; y 2 B�=4.x0/ \ @fu > 0g are such that jx � yj > �=8 we can find points zi 2
B�=4.x0/\@fu > 0g with z0 D x, zk D y, jzi � ziC1j < �=8 for every i and k a universal number.

By applying the last estimate we get (4.2).

So, the theorem is proved.

In the next result we replace the density condition (4.1) of Theorem 4.1 by a flatness condition

at the point, at every scale. In fact, we get

Theorem 4.2 Let p 2 W 1;1.˝/ \ W 2;q.˝/ with 1 < pmin 6 p.x/ 6 pmax < 1 in ˝ and

f 2 L1.˝/ \ W 1;q.˝/ with q > maxf1;N=2g. Let �� 2 C ˛�

.˝/ with 0 < �min 6 ��.x/ 6

�max < 1 in ˝ and Œ���C ˛�
.˝/ 6 C �. Let u be a weak solution to P.f; p; ��/ in ˝ and let

x0 2 ˝ \ @fu > 0g with B4R.x0/ � ˝ , R 6 1. Assume that, for every r 6 R,

u 2 F.1=2; 1I 1/ in Br .x0/ in some direction �r ; (4.10)

with power p, slope �� and rhs f .

Then there are constants ˛, ˇ, N�0, NC and C such that if

u 2 F.�; 1I 1/ in B�.x0/ in direction �

with power p, slope �� and rhs f , with � 6 N�0 and NC�ˇ
6 N�0�

2, then

B�=4.x0/ \ @fu > 0g is a C 1;˛ surface;

more precisely, a graph in direction � of a C 1;˛ function, and, for x; y on this surface,

j�.x/ � �.y/j 6 C�

ˇ̌
ˇ̌x � y
�

ˇ̌
ˇ̌
˛

:

The constants depend only onN , pmin, pmax, �min, �max, ˛�, C �, q, kf kL1.B3R.x0//\W 1;q.B3R.x0//,

kpkW 1;1.B3R.x0//\W 2;q.B3R.x0//, R and the constants Cmax.B3R.x0// and r0.B3R.x0// in

Definition 2.2.

Proof. The proof is exactly as that of Theorem 4.1 the only difference being that instead of using

Lemma 3.11, we make use of Lemma 3.9.

Our last result on the regularity of the free boundary of a weak solution in a neighborhood of a

flat free boundary point holds without the extra assumptions (4.1) and (4.10) of Theorems 4.1 and

4.2. In fact, we get
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Theorem 4.3 Let p 2 W 1;1.˝/ \ W 2;q.˝/ with 1 < pmin 6 p.x/ 6 pmax < 1 in ˝ and

f 2 L1.˝/ \ W 1;q.˝/ with q > maxf1;N=2g. Let �� 2 C ˛�

.˝/ with 0 < �min 6 ��.x/ 6

�max < 1 in ˝ and Œ���C ˛�
.˝/ 6 C �. Let u be a weak solution to P.f; p; ��/ in ˝ and let

x0 2 ˝ \ @fu > 0g.

Then there are constants ˛, N�0 and C such that if

u 2 F.�; 1I 1/ in B�.x0/ in direction �

with power p, slope �� and rhs f , with � 6 N�0 and � small enough, then

B�=4.x0/ \ @fu > 0g is a C 1;˛ surface;

more precisely, a graph in direction � of a C 1;˛ function, and, for x; y on this surface,

j�.x/ � �.y/j 6 C�

ˇ̌
ˇ̌x � y
�

ˇ̌
ˇ̌
˛

:

The constants ˛, N�0 and C depend only on N , pmin, pmax, kf kL1.˝/\W 1;q.˝/,

kpkW 1;1.˝/\W 2;q.˝/, �min, �max, ˛�, C � and q.

Proof. Since

lim sup
x!x0

u.x/>0

jru.x/j 6 ��.x0/;

given N�0 and � 6 N�0, there exists �1 D �1.u; x0; N�0; �; �min/ such that, if � 6 �1,

jru.x/j 6 ��.x0/
�
1C N�0�

2

2

�
; for x 2 B�.x0/: (4.11)

We take � D N�0�
2 and obtain

u 2 F.�; 1I �/ in B�.x0/ in direction �;

with power p, slope �� and rhs f .

Applying Proposition 3.1 we have that

u 2 F.C0�; C0� I �/ in B�=2.x0/ in direction �;

with the same power, slope and rhs, if N�0 is small enough so that, in particular, � 6 � and � 6

�2.C
�; ˛�; �min; �/ so that C ��˛�

6 �min� .

Let x1 2 B�=2.x0/ \ @fu > 0g. From (4.11) and the Hölder continuity of ��.x/ we get

jru.x/j 6
�
��.x1/C C �.�=2/˛

���
1C N�0�

2

2

�
6 ��.x1/.1C �/ in B�=2.x1/;

if � 6 �3.C
�; ˛�; �min; N�0; �/, so that C �.�=2/˛

�

6 �min
N�0�2

4
.

Then,

u 2 F. NC0�; 1I �/ in B�=2.x1/ in direction �;
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with power p, slope �� and rhs f , for any constant NC0 > C0 C 2.

If we let N�0 small enough, so that, in particular, � 6 NC0� , and take � 6 �4.C
�; ˛�; �min; NC0; �/

so that C �.�
2
/
˛�

6 �min
NC0� , we can apply again Proposition 3.1 and deduce that

u 2 F.C�;C� I �/ in B�=4.x1/ in direction �;

with the same power, slope and rhs.

We want to apply Lemma 3.12 in B�=4.x1/ for some 0 < � < 1. In fact, we need C� 6 �� ,

� 6 �� .C�/
2 and QC.�

4
/

Q
6 �min� , which is satisfied if we let N�0 6

��

C
, N�0 6 ��C

2 and � 6

�5. QC; Q; �min; N�0; �/:

Moreover, we want to apply Lemma 3.12 inductively in order to get sequences �m and �m, with

�0 D �=4 and �0 D �, such that

u 2 F.�mC�; �mC� I �2m�/ in B�m
.x1/ in direction �m;

with power p, slope �� and rhs f , with c��m 6 �mC1 6 �m=4 and j�mC1 � �mj 6 �mC� .

For this purpose, we have to verify at each step

�mC� 6 �� ; �2m� 6 �� .�
mC�/2; QC� Q

m 6 �min�
2m�:

Since �m 6 4�m�0, this is satisfied if, in addition, we let � D 2� Q < 1.

Now the proof follows as that of Theorem 4.1, with ˛ D Q log 2

log c�1
�

, and the conclusion is obtained

if � 6 N�0 D minf�1; �2; �3; �4; �5g.

As a consequence of Theorem 4.3 we obtain

Theorem 4.4 Let f , p and �� be as in Theorem 4.3. Let u be a weak solution of P.f; p; ��/ in ˝

and let x0 2 ˝\@redfu > 0g. There exists Nr0 > 0 such thatB Nr0
.x0/\@fu > 0g is a C 1;˛ surface for

some 0 < ˛ < 1. It follows that, for some 0 <  < 1, u isC 1; up toB Nr0
.x0/\@fu > 0g and the free

boundary condition is satisfied in the classical sense. In addition, for every x1 2 B Nr0
.x0/\@fu > 0g

there is a neighborhood U such that ru ¤ 0 in U \ fu > 0g, u 2 W
2;2

loc .U \ fu > 0g/ and the

equation is satisfied in a pointwise sense in U \ fu > 0g.

If moreover rp and f are Hölder continuous in ˝ , then u 2 C 2.U \ fu > 0g/ and the

equation is satisfied in the classical sense in U \ fu > 0g.

Proof. The result follows from Theorem 4.3, by applying Lemma 3.10 at the point x0.

The C 1; smoothness of u up to @fu > 0g, for some 0 <  < 1, follows from the regularity

results up to the boundary of [14] (see Theorem 1.2 in [14]).

We can also obtain higher regularity of @fu > 0g if the data are smoother. We have

Corollary 4.1 Let u, x0 and Nr0 be as in Theorem 4.4. Assume moreover that p 2 C 2.˝/, f 2
C 1.˝/ and �� 2 C 2.˝/, then B Nr0

.x0/ \ @fu > 0g 2 C 2;� for every 0 < � < 1. If p 2
CmC1;�.˝/, f 2 Cm;�.˝/ and �� 2 CmC1;�.˝/ for some 0 < � < 1 and m > 1, then

B Nr0
.x0/ \ @fu > 0g 2 CmC2;�.

Finally, if p, f and �� are analytic, then B Nr0
.x0/ \ @fu > 0g is analytic.

Proof. As in Theorem 8.4 in [1], Theorem 6.3 and Remark 6.4 in [2] and Corollary 9.2 in [8], we

use Theorem 2 in [19].
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In fact, we apply this theorem with our equation seen in the form F.x; u;Du;D2u/ D 0, with

F.x; s; q;M/ D jqjp.x/�2
h X

ij

.ıij C .p.x/ � 2/
qiqj

jqj2 /Mij C
X

j

pxj
.x/ log jqjq

j

i
� f .x/;

in a neighborhood of the free boundary where jruj >
�min

2
, and boundary condition in the form

g.x;Du/ D 0, with

g.x; q/ D jqj2 � ��2
.x/:

Already in [1] it was observed that Theorem 2 in [19] holds with u 2 C 2 in fu > 0g and u 2 C 1;

up to @fu > 0g, even though the result in [19] is stated with u 2 C 2 up to @fu > 0g.

5. Application to a singular perturbation problem

In this section we apply the regularity results obtained in the previous section to a singular

perturbation problem we studied in [25]. Our regularity results apply to limit functions satisfying

suitable conditions that are fulfilled, for instance, under the situation we considered in [26].

For a different application of these regularity results we refer to our work [26].

We next consider the following singular pertubation problem for the p".x/-Laplacian:

�p".x/u
" D ˇ".u

"/C f "; u"
> 0 (P".f

"; p"/)

in a domain˝ � R
N . Here " > 0, ˇ".s/ D 1

"
ˇ. s

"
/, with ˇ a Lipschitz function satisfying ˇ > 0 in

.0; 1/, ˇ � 0 outside .0; 1/ and
R
ˇ.s/ ds D M .

We assume that 1 < pmin 6 p".x/ 6 pmax < 1, krp"kL1 6 L and that the functions u" and

f " are uniformly bounded.

In [25] we proved local uniform Lipschitz regularity for solutions of this problem, we passed

to the limit ." ! 0/ and we showed that, under suitable assumptions, limit functions are weak

solutions to the free boundary problem: u > 0 and

(
�p.x/u D f in fu > 0g
u D 0; jruj D ��.x/ on @fu > 0g

(P.f; p; ��/)

with ��.x/ D
�

p.x/
p.x/�1

M
�1=p.x/

, p D limp" and f D lim f ".

Before giving the precise statement of one of the results we proved in [25], we need the following

definitions

DEFINITION 5.1 Let u be a continuous nonnegative function in a domain ˝ � R
N . Let x0 2

˝ \@fu > 0g. We say that x0 is a regular point from the positive side if there is a ball B � fu > 0g
with x0 2 @B .

DEFINITION 5.2 Let u be a continuous nonnegative function in a domain ˝ � R
N . Let x0 2

˝ \ @fu > 0g.

We say that condition (D) holds at x0 if there exist  > 0 and 0 < c < 1 such that, for

every x 2 B .x0/ \ @fu > 0g which is regular from the positive side and r 6  , there holds that

jfu D 0g \ Br.x/j > cjBr .x/j.
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DEFINITION 5.3 Let u be a continuous nonnegative function in a domain ˝ � R
N . Let x0 2

˝ \ @fu > 0g.

We say that condition (L) holds at x0 if there exist  > 0, � > 0 and s0 > 0 such that for every

point y 2 B .x0/ \ @fu > 0g which is regular from the positive side, and for every ball Br.z/ �
fu > 0g with y 2 @Br .z/ and r 6  , there exists a unit vector Qey , with h Qey; z � yi > � jjz � yjj,
such that u.y � s Qey/ D 0 for 0 < s < s0:

In [25] we obtained the following result:

Theorem 5.1 Let u"j be a family of solutions to P"j
.f "j ; p"j

/ in a domain ˝ � R
N with 1 <

pmin 6 p"j
.x/ 6 pmax < 1 and p"j

.x/ Lipschitz continuous with krp"j
kL1 6 L, for some

L > 0. Assume that u"j ! u uniformly on compact subsets of ˝ , f "j * f ��weakly in L1.˝/,

p"j
! p uniformly on compact subsets of ˝ and "j ! 0.

Assume that u is locally uniformly nondegenerate on ˝ \ @fu > 0g and that at every point

x0 2 ˝ \ @fu > 0g either condition (D) or condition (L) holds.

Then, u is a weak solution to the free boundary problem: u > 0 and

(
�p.x/u D f in fu > 0g
u D 0; jruj D ��.x/ on @fu > 0g

(P.f; p; ��/)

with ��.x/ D
�

p.x/
p.x/�1

M
�1=p.x/

and M D
R
ˇ.s/ ds.

REMARK 5.1 In [26] we proved that if u"j , f "j , p"j
, "j , f and p are as in Theorem 5.1 and

u"j ! u uniformly on compact subsets of ˝ with u"j local minimizers of an energy functional,

then u is under the assumptions of Theorem 5.1.

As a first application of Theorem 4.4 we obtain the following result on the regularity of the free

boundary for limit functions of the singular perturbation problem P"j
.f "j ; p"j

/.

Theorem 5.2 Let u"j , f "j , p"j
, "j , u, f and p be as in Theorem 5.1. Assume moreover that

f 2 W 1;q.˝/ and p 2 W 2;q.˝/ with q > maxf1;N=2g.

Let x0 2 ˝ \ @redfu > 0g. Then, there exists Nr0 > 0 such that B Nr0
.x0/ \ @fu > 0g is a C 1;˛

surface for some 0 < ˛ < 1. It follows that, for some 0 <  < 1, u is C 1; up to B Nr0
.x0/ \

@fu > 0g and the free boundary condition is satisfied in the classical sense. In addition, for every

x1 2 B Nr0
.x0/ \ @fu > 0g there is a neighborhood U such that ru ¤ 0 in U \ fu > 0g,

u 2 W 2;2
loc .U \ fu > 0g/ and the equation is satisfied in a pointwise sense in U \ fu > 0g.

If moreover rp and f are Hölder continuous in ˝ , then u 2 C 2.U \ fu > 0g/ and the

equation is satisfied in the classical sense in U \ fu > 0g.

Proof. The result follows from the application of Theorems 5.1 and 4.4 above.

We also obtain higher regularity from the application of Corollary 4.1.

Corollary 5.1 Let u, x0 and Nr0 be as in Theorem 5.2. Assume moreover that p 2 C 2.˝/ and

f 2 C 1.˝/, then B Nr0
.x0/ \ @fu > 0g 2 C 2;� for every 0 < � < 1. If p 2 CmC1;�.˝/ and

f 2 Cm;�.˝/ for some 0 < � < 1 and m > 1, then B Nr0
.x0/ \ @fu > 0g 2 CmC2;�.

Finally, if p and f are analytic, then B Nr0
.x0/ \ @fu > 0g is analytic.
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