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Interface dynamics in a two-phase tumor growth model
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We study a tumor growth model in two space dimensions, where proliferation of the tumor cells
leads to expansion of the tumor domain and migration of surrounding normal tissues into the exterior
vacuum. The model features two moving interfaces separating the tumor, the normal tissue, and
the exterior vacuum. We prove local-in-time existence and uniqueness of strong solutions for their
evolution starting from a nearly radial initial configuration. It is assumed that the tumor has lower
mobility than the normal tissue, which is in line with the well-known Saffman—Taylor condition in
viscous fingering.
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1. Introduction

In this paper, we study free boundary dynamics arising in a model of avascular tumor growth which
is adapted from [37].

1.1 A two-species model of tumor growth

Consider two species of cells in R?, one being actively growing tumor cell and the other being
inactive normal cell. Spatial densities of tumor and normal cells, each denoted by m and n, satisfy

d;m —div (umV p) = mG(p), (1.1)
d;n —div(vnVp) =0, (1.2)
m+n<l. (1.3)

Here p, v > 0 denote mobilities of the tumor and normal cells. p is the pressure generated by the
cells, serving as a Lagrange multiplier for the constraint m + n < 1. It satisfies

—div ((um 4+ vn)Vp) =mG(p) ifm+n=1, (1.4)
p=0 ifm+n<l. (1.5)

See, e.g., [6,40,42]. In (1.1) and (1.4), G(p) represents pressure-dependent proliferation rate of the
tumor cell. In the spirit of [37], we assume that
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1. G € C0, +00).
2. G(-) is decreasing.
3. G(0) > 0 and G(ppr) = O for some pyr > 0.

In short, (1.1)—(1.5) models the scenario where the tumor keeps growing and where two species
of cells migrate with different mobilities, according to the Darcy’s law [7], under the pressure they
generate together.

Mathematical analysis of strongly-coupled competitive systems such as (1.1)—(1.5) can be
challenging [3, 4, 6, 11, 29, 33]. To the best of our knowledge, existing analyses of such problems
are carried out either in one space dimension or with equal mobility of the two species. In contrast,
it is suggested in [37] that the cells moving with different mobilities is an important feature of the
model (1.1)—(1.5). Indeed, the numerical results in [37] show that when u < v, certain radially
symmetric solution is stable, while when © > v a Saffman—Taylor type instability [44] can occur.

1.2 A free boundary problem

In this paper, we study (1.1)—(1.5) with the restriction that m and n are segregated and fully saturated
in their regions. Namely, we assume thatm = yo andn = x S\@ where £2 CC £2 are two time-
varying bounded domains. This gives rise to a free boundary problem that concerns dynamics of
both y := 02 and y := 82, which are interfaces separating the tumor, the normal tissue, and the
exterior vacuum.

First, the equation for p reduces to

—div ((uxe + vig\@)Vp) = 12G(p) in 2, plyg =0, (1.6)
p=0 in°. (1.7)

Then the motion law of the free boundaries are given as follows. From (1.1), we may derive the
normal velocity for y:
Vay = —p—. 1.8
ny K oog (1.8)
Here o denotes the unit outward normal vector of y with respect to §2. This is true heuristically
because in (1.1), m migrates with the velocity field —uV p. Formally, it can be derived by following

the classic approach of studying singularity propagation in conservation laws (see, e.g., [25,
§3.4.1]). See also [34, 40, 42]. Similarly, the normal speed of y can be derived from (1.2):

dp
Vg =—v—"o, 1.9
sV vaafz ( )

where o0 denotes the unit outward normal vector of y with respect to Q.

Our main result is the local-in-time well-posedness of the free boundary problem (1.6)—(1.9).
Inspired by the numerical results in [37], we assume @ < v for the well-posedness. Interestingly,
we will illustrate later that even with this assumption, instabilities may still occur along y without
further geometric assumptions on £2 and £2 (see Remark 2.5). We thus need to restrict ourselves to
the case where the initial configuration is nearly radial (see Figure 1). More precise statement of our
main results can be found in Theorem 2.1 and Theorem 2.3 in Section 2.3.
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1.3 Related works and our approach

The evolution of the inner interface y is similar to the 2-D Muskat problem [2, 41] with viscosity
jump [39, 45], which is concerned with a close-to-flat interface between two fluids driven by the
Darcy’s law. In the case when the more viscous fluid is pushed towards the less viscous one, [45]
establishes global well-posedness for small initial data; in the opposite case, ill-posedness is
shown. With generalized Rayleigh—Taylor condition [23], [39] formulates similar result on the well-
posedness in a more general setup allowing density-viscosity jumps. Note that these rigorous results
agree very well with [44] and the aforementioned numerical results in [37]. They are obtained by
exploring the inherent parabolicity in the interface motion with complex analysis [45] and functional
analytic [39] approaches. However, it is not clear if these approaches can be directly applied here as
our model involves a geometry-dependent source term, whose support touches y.

Notably there is a lot more literature concerning the Muskat problem with density jump [1, 16—
19] or density-viscosity jumps [13—15, 26, 39]. In both of these cases, the smoothing mechanism
is essentially provided by the fact that a heavier fluid sits below a lighter one, where the gravity
naturally damps the oscillation of the interface. In contrast, the smoothing mechanism is much less
explicit when there is only jump in the viscosity across the interface [39, 45].

Motion of the outer interface y is reminiscent of the free boundary arising in the one-phase
Hele-Shaw problem [43], where a blob of fluid is injected into a Hele—Shaw cell or a porous
medium and expands according to the Darcy’s law. Despite its similarity with the Muskat problem
in some aspects, it admits a few other treatments. We direct the readers to [12, 20, 22, 24, 30, 31]
and the references therein. Once again, in our problem, the presence of the source term depending
nonlocally on y and y may hinder direct applications of these approaches.

In this paper, we study the dynamics of both interfaces y and y in a unified framework, adapted
from the study of contour equations in the Muskat problem [15, 26]. We first reduce (1.6)—(1.9),
which involves an elliptic equation for p in a time-varying domain, partially into contour equations
for the interface configurations and quantities along them; see (2.16), (2.17), (2.33) and (2.34). A key
step in this reduction is to represent the transporting velocity over 2 as a sum of three parts, which
arise from the discontinuity of the cell mobilities across y, the zero Dirichlet boundary condition of
p along 7, and the source term in £2, respectively; see (2.12) and also (2.3). Then by linearizing these
contour equations around radially symmetric configurations, we show their parabolic nature under
suitable conditions (cf. Section 2.4). In particular, the interfaces can smooth themselves according
to a fractional-heat-type equation with source terms. After deriving good estimates for these source
terms, we prove well-posedness of the interface motion by a fixed-point argument. Smallness of the
geometric deviation of y and y from radially symmetric configurations helps close the estimates
needed in this argument. See Section 2 for more details.

1.4 Difficulties arising from the source term

This problem features a geometry-dependent source term y o G(p) in (1.6) that is supported up to
the inner interface. It may be tempting to think of it as an innocuous regular term, but in fact, it
changes the dynamics in a crucial way compared to the related problems discussed above.

Firstly, on the technical level, the source term seems to prevent the complex analysis approach
in [45] from being applied here. Secondly, the parabolicity of y relies on the fact that the cell with
lower mobility is displacing the other species, i.e., (1 — v)%b > 0 (cf. (1.8) and Remark 2.4),
in line with the classic Saffman-Taylor condition [44]. Since yoG(p) depends on the domain
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geometry, one can manufacture such £2 and £2, so that the tumor is pushed by the normal tissue along
some part of y under the assumption p < v. This is possible even when both y and y are required to
be graphs of functions over T in the polar coordinate; see Remark 2.5. In this sense, simply assuming
L < v is not enough for proving well-posedness, and it is reasonable to additionally require that y
and y are close to concentric circles (see Figure 1). Then characterization of the parabolicity of y is
based on a good understanding of p. In Section 3, we apply elliptic regularity theory to justify that
given the domain geometry close to a radially symmetric one, the corresponding p should not be far
away from a radially solution. That would be sufficient to guarantee parabolicity in the motion of
y as i < v. Furthermore, these elliptic estimates together with the results in Section 4 and Section
5 will help justify that such parabolicity can be characterized by a fractional heat operator with
exponent %, which plays a central role in our analysis. See Section 2.4 and Section 8.

The source term also poses new difficulty in studying global well-posedness and stability
properties near the radially symmetric solutions. Indeed, as the tumor grows larger, the pressure
becomes more sensitive to the interface geometry. We demonstrate this by a scaling argument.
Suppose at given time 7 > 0, £2 and £2 are close to two concentric discs, and £2 has radius of
order R >> 1. Define pgr(x,1) := p(Rx, R(t — T)) and let 2 and 2z denote the corresponding
dilated version of £2 and £2 according to the scaling. Then (1.6) becomes

—div ((ux2r + VX g0.)VPR) = X2r RZG(PR), (1.10)

with zero boundary data on 082 R, While the boundary motion laws (1.8) and (1.9) remain the same.
In this new problem, the proliferation rate R2G(-) can have a large magnitude where pg is small and
it is sensitive to the pressure. This results in concentration of the source term near the inner interface
and a steep growth of pg there. On the other hand, the total mass of the normal tissue is preserved
due to (1.2), and thus Q R\S2R is extremely thin as R > 1. So in the rescaled problem the source
term is close to both the inner and outer interfaces. It is then conceivable that pg will be highly
sensitive to the domain geometry in the sense that even when the domain is pretty close to being
radial, pg may be highly oscillatory and far from being radially symmetric. Therefore, because of
the source term, nonlinear stability of the interface configurations around radially symmetric ones
becomes a much more subtle issue when it comes to long time asymptotics.

2. Interface motion in an almost radially symmetric geometry

In this section, we will derive equations for the moving interfaces y and y in the case when they
are close to concentric circles. Our main result will be established in terms of these equations.
Parabolicity of these equations will be revealed, which plays a key role in proving the well-
posedness.

2.1 Problem reformulation
Define a potential ¢ to be
@:=upin 2, ¢ :=vpin 2°. 2.1)

So ¢ solves
—Ap =G(p)xe inL2\y, ¢l; =0,
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and ¢ = 0 on £2¢. When L # v, ¢ has discontinuity across y, denoted by

[ply (%) := ¢ly,2(x) —¢ly,ec(x), x €.
(1.8) and (1.9) yield that each cell phase is transported by the velocity field ¥ = —Vg. It has

discontinuity across y in the tangential component, but not in its normal component.
Let I" denote the fundamental solution of the Laplace equation in R?,

1
I'x):=—-——1 .
(x) 1= =3 In|x]

Let D, denote the double layer potential operator associated with y. Namely, with a boundary
potential ¥ defined on y, we define D, ¥ on R? to be

Dy (x) = f oy -V (F(x = )W (y) dy. 2.2)

Y
Note that here the gradient is taken with respect to y. It is well-known that for y and v sufficiently
smooth, say C*(T), [D, ¥/], = —y and D, ¥ is harmonic in R?\y. Then ¢ admits the following
representation: _

¢ =-Dylp] =Dyp+I'xg in2\y, (2.3)
where ¢ is some boundary potential defined along y to be determined in order for the boundary
condition ¢|5 = 0, and where

g=GPxe=Gu'p)xe=0. (2.4)

Assume C 1% (T)-regularity of y and [¢]. Then the representation (2.3) along y takes the average
of ¢ on two sides of y, i.e.,

(Dylgl =Dy + I 9], = 5ha +ohae) = E12p = LT
This implies
[¢] = 24(=Dylp] = D3¢ + I' * g)l,. (2.5)
where
A=E""
m+v

On the other hand, the zero Dirichlet boundary condition of ¢ along y requires that
Jim (=Dy¢)(x) = (Dylel = I" * 8)l7¢0)-
xef2

Assuming C 1% (T)-regularity of 7 and ¢, by the property of the double layer potential, ¢ should
solve

1
~(Dy$)ly + 59 = (Dylp] = T % )l

along 7, i.e.,
¢ =2(Dy¢ + Dylo] = I" x g)ly. (2.6)
Finally, (1.8) and (1.9) become
dp dg
V — , V 5 = —— 27
Y doo Y 30_(2 @7

(2.3)~(2.7) form a closed system.
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2.2 Derivation of contour equations

We consider the case when y and § are close to two concentric circles centered at the origin, with
some radii r < R, respectively. See Figure 1. We parameterize y and y using the polar coordinate,

y(0,t) = f(0,t)(cosb,sinH), (2.8)
7(0,t) = F(0,t)(cos 0,sin0), (2.9)

where 0 € T = R/(2nZ) = [—m, ). Then [¢] and ¢ can be naturally understood as functions
of 8 € T. Next we shall derive equations for y and 7 (or equivalently, for f and F). Since the
derivation will be carried out at a fixed time ¢, for brevity, we will omit the time dependence of
functions in most places.

Note that oo(0) = —y'(0)1/|y’(0)|, where v denote a vector v € R? rotated counter-
clockwise by 7/2. By (2.2), all x € 2\y,

_ [ @) (@)
Dol = 5 [ S e ao .10)
By assuming [¢] € C(T),
_ 1 J (x - V(el))l ’ ’
VDy[e](x) = P a 20 <—m) [p](0) db
_ 1 (x_)/(g/))l rent /
=5 T—|x_y(9/)|2 0] (8)do’. (2.11)
which is a Birkhoff—Rott-type integral [38]. Hence,
u(x) = =Vo(x)
I G i) IR B M et (i) IO
= = @)E ] (09 dO" + —— A FRTTTE (0 db" = V(I x g)(x).

(2.12)

FIG. 1. An illustration of the geometry. The grey region represents the domain of the tumor cells, while the white region
surrounding it is occupied by the normal cells. The solid curves y and y are moving boundaries of the domains. The dashed
circles indicate that y and ¥ are close to two concentric circles with radii 7 and R, respectively. ¥ and y are parameterized
in the polar coordinate as functions of € T = R/(27Z).
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On the other hand, by (2.7) and (2.8),

' (9)] 1 N

=——-u(y(®) -y@. (2.13)
1) f ®)
Although u(y(0)) here should be understood as the limit of (2.12) when letting x — () from
the inside of y, it is safe to simply take x = y () since the normal component of u does not have
discontinuity across y. Define

9 f(O) = u(y(®))-0a(®)-

1 6) -y (@'
Ky (6) = —p.v. T%.w(e’) de, 2.14)
K00 = — [ XOZ7O) gy 2.15)

27 Jo |y(8) — 7(6")2

Let K5, ¥ (0) be defined symmetrically by interchanging y and y in (2.15). Thanks to (2.11)
and (2.12), (2.13) can be rewritten as

1 , 1 , 1
0 f = ——v'(0)-Kylol = —v'(0) - K59 + V(I % )l,(0) -y (O)*. (2.16)
f f f
Similarly,
1. 1. 1 -
0 F = —7/0)- K5/ =27 0) - Ky lo) + VT 5 @0)- 7O @17
These equations are coupled with initial conditions
ft=0)= fo(0). F(r=0)= Fo(0). (2.18)
For future use, we introduce
no.n =290 1 men = F(Z’ Dy, (2.19)
r

They are relative deviations of y and y from radially symmetric configurations.

2.3 Main results

We first introduce some norms that will be used in the rest of the paper.
For this moment, let f = f(6) denote a general function defined on T. With @ € (0, 1), denote

61) — f(6
”f”Ca(T) = sup M

01.60€T, 0,26, 01— 02]%
For k € N, let f® denote the k-th derivative of f with respect to 6. Then define
k
I lexaey = 1f Pleey, and [ fllcka = 3 1fPlea + 1 l¢hu:
Jj=0

We say that f € C**(T) if and only if I/l ¢ker(ry < +o00.
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Fork € Z4 and p € (1, 0), we define

k
1 Wirkpry = 1f Clleoy. and [ Fllwerey = D 1F D Lo
j=0
We say that f € W52 (T) if and only if I/ lwx.rery < +o0.

We also define Wk_%’p('ﬂ‘)-space for k € Zy and p € (l,00) [47, §2.12.2]. Let
{e_’(_A)l/z}t>0 denote the Poisson semi-group on T with generator —(—A)Y/2. For f € L?(T),

let U
N —t(—A4)
Py He f‘

/1l (2.20)

. k— » . .
w L[O.OO)W"!P('JI‘)

We say that [ € Wk_%’p('ﬂ‘) if and only if f € LP(T) such that ”f”W"*%‘p(T) < +oo0.

Our main results are as follows.

Theorem 2.1 Suppose 0 < < v. Let G satisfy the assumptions in Section 1. Suppose fy, Fy €
1
W2 2°P(T) for some p € (2, 00). Let

1 1
r = —/ fo(0)dO, R = —/ Fo(0)do. (2.21)
2 T 2 T
With p« be defined by (3.8), let c« and ¢« be negative constants
1 - r
“= 2 |, G(p«(X))dX, &= s (2.22)

which are negative speeds of interfaces when they turn out to be concentric circles with radii r and
R respectively (see, e.g., (3.13)). Take § such that

R—r R—r

<6< . (2.23)
100R 10R
Define hg and Hy as in (2.19).
Suppose hy and Hy satisfy that, witha = 1 — % and for some & > 0,
| o—e
M i= 57 ol + ol + 87 (Wiollya g + IHoll oy ) < Mo
(2.24)

where My is a small constant depending on p, &, i1, v, R/|¢+|, G and §R?, but not directly on §.
Then there exists T > 0 depending on the above quantities and additionally on 6, such that the
system (2.16)—(2.18) admits a strong solution

f.F € Co,1C*(T) N Lig 1y WP (), (2.25)

with d; f,0; F € C[O,T]C"‘” (T) for any a” < min{%, a}. The solution satisfies that, with h and H
defined in (2.19),

57 o ryzss + 1H e, py25) + 87 (Il gy pyera + 1H g ycra) < Cp.GIM,
(2.26)
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805—6 (”ath“Lﬁ) T]Wl‘p + ”8tH||sz) T]Wl‘p) < C(p,ﬂ, vV, G)M, (227)

and
8 (Whllg,, or + 1 H e i) < Cpo v RIERl. GIM. (228)

REMARK 2.1 In the claim 9, f,0; F € C[O,T]C"‘”(T) (" < min{‘l—‘,a}), we did not pursue the
optimal range of the Holder exponent «”.

REMARK 2.2 We use § to characterize the relative thinness of the gap between y and 7. The
smallness condition (2.24) simply means that /o and Hy need to be small in certain sense compared
with 8. Note that requiring § = (|| g || Lo + || Ho||oe) < 1 in (2.24) seems very natural, as otherwise
the two interfaces may touch or cross each other. It is worthwhile to remark that the right hand side
of (2.24) does not deteriorate as § becomes smaller, in the sense that if all the model parameters
and R are fixed and we let r — R (so that § — 0), then the right hand side does not decrease to 0.
Though § also shows up on the right hand side in the form of §R?, it will be clear later (see (8.43)
in the proof of Theorem 2.1) that M, increases as 8R2 decreases.

In contrast, the smallness of 7 has to depend on § directly: when § < 1, we may need T < 1.

REMARK 2.3 In the 2-D Muskat problem, W 1:% and H 3/2 are considered to be critical and scaling-
invariant semi-norms [26]. Although our problem does not admit any scaling law, considering its
similarity with the Muskat problem, the best thing one can do seems to be proving well-posedness
with initial data being small in W1%°(T)- or H3/?(T)-norms. We note that in Theorem 2.1, the
condition (2.24) on the initial data is proposed in the way that, by interpolation, C !-# "_semi-norms
of ho and Hy are small for some 8’ > 0 depending on p and ¢ (see (8.25) and (8.31)). In other
words, although we are not able to prove well-posedness of our problem with smallness in the
“critical” spaces, partly because of the source term, we manage to do that in all the “sub-critical”
cases, which can be arbitrarily close to the “critical” one — note that p > 2 and ¢ > 0 are arbitrary.

Thanks to the estimates for the local solution, one can apply Theorem 2.1 iteratively and show
that local solutions exist for an arbitrary time period 7 > 0 as long as ko and H are correspondingly
sufficiently small.

COROLLARY 2.2 Under the assumptions of Theorem 2.1, for any 7' > 0, if ho, Ho € W2 pP (T)
satisfy M < 1, where the smallness depends on p, &, u, v, G, r, R and T', the local strong solution
exists up to time 7.

Uniqueness of local solutions can be shown if G is more regular.

Theorem 2.3 Under the assumptions of Theorem 2.1, if in addition, G € CV'[0, +-00), then the
solution is unique.

2.4 Parabolic nature of the interface motion and scheme of the proof

To elucidate the hidden parabolicity of (2.16)—(2.18), we linearize the system around the radially
symmetric configurations.

It is convenient to first derive equations for [¢]" and ¢’ by taking derivative in (2.5) and (2.6).
Assuming y, [¢] € C(T), we have

d
25 PrleDly (0) = —=y'(0)" - Ky lol' (229)
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Indeed, by integration by parts,
(DyleDl, (0) = —%p-V- /T dgr [arg((y(0) — y(0)), +i(y(0) — y(0)),)] - [¢](6') Ao’
=~ 7010 + 5 [ are((46) = y©)), +i(/6) = y©)),) [T @) 8"

2
(2.30)

Here the argument is defined such that its values at 6 = 4 coincide. In the last equality, we need
the assumption y € C!(T). Hence, using the fact that [¢] € C1(T),

d
Dylg)ly = —3lo) + 21@ arg((y(6) = y(8)), +i ((0) = ¥(0"),) - [e] () d¥’
1

d 7 . ’ ren! /
= s [ 3 ({0 = @), +1(:0) =y @)),)) e @) a6
(2.31)

d
d9

This justifies (2.29). Next let
= (cos A,sinf), ey := (—sinh,cosbh). (2.32)
Then [p]’ and ¢’ satisfy
[e) =24 ((f'®)er + f(B)eq) - V(I % @)y + Y () - Ky lo) + V()" - Ky34) . (233)
¢ ==2((F'(O)er + F(0)eg) - V(I x @)y + 7' (O)" - Ky + 7/(0)" - Ky le]). (234

Now we shall linearize the equations (2.16), (2.17), (2.33) and (2.34) around the radially symmetric
configurations, i.e., f = r, F = R, and [¢p]' = ¢’ = 0. The following discussion is only formal
and gives an overview of the analysis carried out in the rest of the paper. Let us begin by collecting
a few facts that will be justified in later sections.

e [t will be clear in Section 4 and Section 7 that
Cxl

er VU *xg)ly ~cx and e - V(I xg)|; ~ Cx := R (2.35)
Here ¢, and ¢, are constants defined in (2.22).
e Let H be the Hilbert transform on T [28], i.e.,
1 0—0 .
HLO) = —p V. / cot () de’. (2.36)
T
Then in Section 5 we shall show
1 1
Yy Ky~ 57—[ and 7Ky ~ 57—[. (2.37)
e Define S to be a smoothing operator on T with a Poisson kernel,
1 1 1—(£)?
SY() = —Pr xy(0) = —f (&) 0 —¢)dE. (2.38)
2r R 27 Jr 1 + (

7 —2(R)coss
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The notation P% will be introduced in Section 6. Then in Section 6 we shall see
1 1
Y- IC),,;q&’ > 57—[&]5’, y’L . le,,;qb’ ~ E&p', (2.39)

- 1 ~ 1
7' Kiylel ~ 57—[8[<p]’, Vit Ks ol ~ —ES[go]’. (2.40)

o The remaining terms in (2.16), (2.17), (2.33) and (2.34) and the error made above are considered
to be smaller or more regular, which will be omitted for this moment.

Putting these facts together, the linearized system can be written as

1
0 f +co = —ZH([fp]’ + S¢), (2.41)
* 1 / /
3, F + cRr = —5 1@ + Slel). (2.42)
[p] = 2Ac. f' + AS¢’, (2.43)
¢ = %T*rF’ + S[e]. (2.44)

See Section 7 and Section 8 for the complete equations.

Combining (2.43) and (2.41), we obtain
Ac* + A

A f +ce=——2(=M)V2F - ’H,S¢’. (2.45)

(2.45) is a fractional heat equation only when Acy > 0. Note that the last term in (2.45) and all
those omitted ones are supposed to be small or regular source terms. Since ¢« < 0, it is natural to
believe that the motion of y can be well-posed only when 4 < 0, i.e., u < v.

Similarly, by combining (2.42) with (2.44),

Cxl Cxl 1
F + — = 2 (—A)V2F — — ! 2.46
F 4 S5 = S (- A)2F - S HSTo) (2.46)

Note that it shows the smoothing of the outer interface not to depend on A, but only on the fact
that c*’ < 0.

REMARK 2.4 The above formal derivation may be localized as long as the interfaces are locally
graphs and sufficiently smooth. By doing so we may be able to show that the local parabolicity
condition for the motion of y is (1 — v) 0o |, > 0, while it is a |y < 0 for the motion of y. The
former condition implies that when the less ‘mobile cells are 1ocally pushing the other one, we expect
well-posedness in the motion of that local segment of y. This is in the same spirit as the Saffman—
Taylor condition [44] (see also the condition for well- posedness in [45]), and it is formulated in a
more general setting in [39]. The parabolicity condition a g 2_|; < 0 indicates that y may stay regular

when it is pushed towards the vacuum, but otherwise it may lose regularity. This fact echoes with
many well-posedness and ill-posedness results on a variety of free boundary problems arising in, for
instance, one-phase Hele—Shaw problems [12, 20, 22, 24, 30, 31] and porous medium equations [8—
10, 32, 48].

In our problem, under the assumption of the almost radial symmetry, the parabolicity
condition (i — v)cx > 0 derived for (2.45) is an approximation of (u — v)a‘?j—’;zb > 0, while the
condition C*Rr < 0 corresponding to (2.46) is an approximation of 3‘3—1’9 |5 <O.
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FIG. 2. A possible example exhibiting ill-posedness of motion of y when y < v. Here £2 consists of a big chuck and a thin
branch; the latter is expected to move towards right. Along a part of ¥, more mobile normal cells are pushmg less mobile

tumor cells, i.e., (Ut — v) Joo GQ |y < 0, making the local evolution of y ill-posed. Note that both £2 and £2 are star- shaped
with respect to the origin, denoted by O, so ¥ and ¥ are still graphs of functions of 8 in the polar coordinate at this moment.

REMARK 2.5 From the above discussion, we can tell that ;& < v is not sufficient for the parabolicity
of the motion of y, since the domain geometry determines how y moves in a nontrivial way. Even
if both £2 and £2 are assumed to be star-shaped with respect to the same point, which means y
and y can be realized as graphs of functions of # in the polar coordinate, we can still manufacture
such domains so that the parabolicity fails along some portion of y. A possible example is shown
in Figure 2, where both £2 and £2 are star-shaped with respect to the origin, denoted by O in the
figure. The tumor domain £2 consists of a big chunk and a thin branch, where the branch is so thin
that it does not significantly affect p. Then it is conceivable that the thin branch will be pushed
towards right under the expansion of the big chunk. So along the part of y where the thin branch
faces the main body of 2, the more mobile normal cells are pushing the less mobile tumor cells
(since u < v), which potentially gives rise to ill-posedness of the motion of y locally.

Given this, in order to guarantee well-posedness of the motion of y, it is then reasonable to
assume y and y are close to concentric circles, in which case the tumor cells should be always
pushing the normal ones.

The parabolicity of (2.45) and (2.46) is sufficient to prove existence of local solutions in
Section 8, and then uniqueness in Section 9. The proof of the local existence uses two layers of
fixed-point arguments. We sketch it as follows.

1. Fix a pair of interface dynamics f and F.

2. First we need to solve for [¢] and ¢’ associated with the domain defined by f and F. To
do that, in Section 7, we apply a fixed-point argument to static equations (7.1) and (7.2) (or
equivalently, (2.33) and (2.34)) with the variable ([¢]’, ¢’). In this argument, we need estimates
for the remainder terms that are omitted in (2.43) and (2.44), which turn out to be small.

3. Once [¢]" and ¢’ are well-defined and their estimates are derived, we use them to bound HS¢’
and HS[p] in (2.45) and (2.46) as well as all the remainder terms omitted there (see (8.1)
and (8.2) for the complete equations). They altogether will be put as the source terms in some
fractional heat equations similar to (2.45) and (2.46) in order to construct a new pair of interface
dynamics, f and F. See (8.32)—(8.34). We then show in Section 8 that the map (f, F) — (f, F)
has a fixed-point, which is a local solution.

4. In this process, bounds for all the remainder terms will rely on estimates derived in Sections 3—6.
See Section 2.5 for what are exactly covered in them.



INTERFACE MOTION IN A TUMOR GROWTH MODEL 203

The proof of the uniqueness boils down to showing that [¢]’, ¢’ and all the remainder terms above
depend in a Lipschitz manner on the interface configurations. Indeed, what we prove is a stability-
type estimate for f and F based on that of the fractional heat equation. We carry out this idea in
Section 9 with a twist in order to slightly reduce complexity of the proof.

2.5  Organization of the paper

In Section 3, we first study the pressure p in an almost radially symmetric geometry by elliptic
regularity theory. In Section 4, we derive estimates concerning gradients of the growth potential
I' x g (cf. (2.3) and (2.4)) restricted to inner and outer interfaces. Section 5 is devoted to proving
estimates for singular integral operators K, and Ky, while Section 6 establishes estimates for
integral operators KC,, 7 and K5 ,,. Section 7 shows well-definedness of [¢] and ¢ as well as their
estimates. Finally, we prove existence of the local solution in Section 8, and uniqueness in Section 9.
Some auxiliary estimates and non-essential lengthy proofs are collected in Appendices.

3. Pressure in an almost radially symmetric geometry

In this section, we focus on the elliptic equation (1.6) and (1.7) for the pressure p in 2. The goal
is to quantify the fact that if £2 and 2 are close to two concentric discs then p should be almost
radially symmetric.

3.1  Geometric preliminaries

First we introduce a diffeomorphism to transform the physical domain into a reference domain
that is perfectly radially symmetric. Given § satisfying (2.23), define a cut-off function ns €
C§°([0, 400)), such that ns € [0, 1] is only supported on [1 — 28,1 4+ 26], ns = L on [l =4, 1 48],
and for some universal constant C,

8|ns| + 8%nf| < C. (3.1)

Let X = (pcosw, psinw) € R? be a point in the reference coordinate, with p = | X|. Define

x(X) = [1+ h(@)ns (2) + H@ns (£)] X = c0x. (3.2)
where & and H are given in (2.19). In other words, x deforms the reference domain in the
radial direction only in annuli around 9B, and dBg. It depends only on y in the annulus
B (1428)\Br1—26), and only on y in BR\Br—2s5); Xx(X) = X elsewhere. We may also write
£(X) as £(p, w). We know that x(X) is a diffeomorphism from R? to itself provided that ¢ (p, )p
is strictly increasing in p for all w € T. This is true if oscillations of y and y in the radial direction
are small with respect to the gap between them, i.e.,

8 (IIkllzoe(ry + 1 H llzoo(my) < 1. (3.3)

Under this assumption, it is clear that x(X) maps B,, Bg, 0B, and dBR to £2, S~2, y and y,
respectively. We denote its inverse to be X (x).
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3.2 Pressure in the reference coordinate

Define
F(X) = p(x(X)).

By (1.6), p in the X -coordinate satisfies

0Xp 0X; - - . ~
- 8_x,-vXk (aa—xiVXjP) = G(p)xB, in Bg, P|3BR = 0.

Here the summation convention applies to repeated indices. We also used the notations

a(X) = pxp,(X) +vxpg\B, (X)

X,  (0X\ _[[ox\"
dx;  \ox /J,; | \ox ki’

which are both functions in X. We may write ¢ = a(p).

and

34

(3.5)

(3.6)

(3.7)

In order to show p is almost radially symmetric, we shall compare it with a radially symmetric

solution p, defined as follows.

Lemma 3.1 Let p. be the H'-weak solution of

—Vx, (aVx, px) = G(p)xB, inBr. pslopg = 0.

Then
1. pa is radially symmetric, i.e., px = p+(p), and px € W (Bg).
2. px € [0, pm] and py is decreasing in p.
3. In BR\ By,
P 1
=—In({=) - — G dx.
per == (8) 5 [ Groax

4, Forp € [0,r],
/ G(p«)dx < Cp? min{l,ul/zrfl},
By
where C only depends on G.
5. Forp e [0,r7],
|V psl(p) < C min {u“p, /f”z}.
Forpe[rT,R],
* < “miniv e, vV re.
[V p4l(p) < €~ min {=1r2, 120717}

(3.8)

(3.9)

(3.10)

(3.11)

(3.12)

Here the constants C only depend on G. Note that V py has discontinuity across 0B;, so we use

|V p«|(r*) to distinguish the gradients taken from two sides of 0B,

Proof. The radial symmetry of p, can be justified by a symmetrization argument in the variational
formulation of (3.8). W **-regularity of p. follows from [36]. The fact that p. € [0, pas] and
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monotonicity of py follows from the maximum principle. (3.9) is obvious since px is harmonic in
BRr\B,.
The first bounds in (3.10)—(3.12) follow from the trivial fact |G| < C and

IVp«l(p) = 10, px(0)| = G(px)dx. (3.13)

)
2ra(p)p JB,nB,

To show the second bounds in (3.11) and (3.12), define G to be the anti-derivative of G with
G(0) = 0. Obviously, G = 0 on [0, pas], attaining its maximum at pys. Since in the polar coordinate,
Ps solves —1d,(pd, px) = pG(p+) on [0, r), by multiplying with p~19,, .,

1o~ 10, pel? 4 1Bppads ps + G(px)dpps = 0. (3.14)

Taking integral in p from 0 to T € [0, r 7] yields

M/O P 10,px* dp + %Iapp*(r)l2 + G(p«(1)) = G(p«(0)). (3.15)
Hence,

19 PxllZ o0,y < 2147 G(PM). (3.16)

By the nature of discontinuity of d,px« across dB,, a(p)d,p« is continuous at p = r. Hence, for
p €[rt, R}, d,p«(p) = ‘:—gapp*|p:,_. This gives the second bound in (3.12). Finally, the second
bound in (3.10) follow from (3.12), (3.13) and the fact that G(p«(p)) is increasing in p. O

In order to derive a bound for (p — p«), we need estimates concerning x(X) and its inverse.
Denote

mo := 87 ||| Loocry + 17|l oo (). (3.17)
Mo := 8| H||Loocry + | H ILoo (- (3.18)

Lemma 3.2 Suppose h, H € W1>°(T) satisfy that mg + My < 1. Then

0X
‘——Id < Cmy, (3.19)
dx L (B (1428 \Br1-25))
X
‘— —1d < CMy, (3.20)
dx Lo (BR\BR(1-25))
and
0X
vXka—" < C(6r) "mo. 3.21)
Xi |Lo°(By(1426)\Br(1—-25))
X,
‘ vxka—’f < C(6R) ™' M. (3.22)
Xi ||Loo(BR\BRr(1-25))

The constants C are all universal.
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Proof. The proof is a straightforward calculation. By (3.2),
ox

a—X=§-1d+X®V§. (3.23)

Its inverse is given by
X
= (82 4 ¢03,0) " (€ + pdp0)1d — X ® VQ)
=M d — (8 + 800,07 X ® VL. (3.24)

On the other hand, since Vy, (an axl ) = Vyx, 8k; = 0, we deduce that

AN
X axl N axl 3)6,' Xk an

0X;
= —8—)5 (8 + 2p0,0) TN (€ + p0o0)Ski — Xk (VE)i) - Vi, (8835 + XiVx; )
0X;
= —a—xj(zz +8p0,0) 7V, (8% + £pd,0). (3.25)
By (3.2),
_ P P
§—1_hn5< )+H175<R), (3.26)
piot = h(@)- L (£) + Hw)- 2o (%) (327)
Thanks to the smallness of m and My,
8 =11+ 1€ + ¢pdpt) — 1] < 1. (3.28)
Hence, by the last line in (3.2),
‘——Id < C(I1 =4l + plVED. (3.29)

We calculate

vz—[h(w) “n5 (£) + Hw) - —ng(”)} + @) s (2) + @) ns (%)] o7 eo.

R
(3.30)
where e, and eg are defined in (2.32). Then (3.19) and (3.20) follow easily.
Similarly, (3.25) implies that
0Xp
Vi ()| < CIVE + G0l < C(VE + 9 a0, (31)
Then (3.21) and (3.22) follow from (3.30) and the calculation
— p .
V(pdpt) = [h@)- L (2) + H@) - 2575 (%)] e
1, o
w1y (£) + @) 15 (5)] o
B (P / L ﬁ |
[h () - rng( )—i—H(a)) R"”‘(R)] o lep. (3.32)

This proves the lemma. O
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By (3.5) and (3.8), (p — p«) solves

Xy 9X; 3 N
— Vx, (a LV, (P — p*)) + c(p — ps)

8)(,' 8xl~
0Xy 90X, 0Xy 0X; .
= Vx, [a (Wa_xj - skj) Vx; p*:| ~ Vi a 3xj Vx, P (333)

in the reference coordinate with boundary condition (p — p«)|ap, = 0. Here

G(p) — G(p*)x
D — P«

c(X):=— 8, =0 (3.34)

r

due to the assumptions on G. Then we can prove stability of the pressure with respect to the domain
geometry around the radially symmetric case.

Lemma 3.3 Under the assumptions of Lemma 3.2,
IV(5 = p)llL2(sr) < Clmo + Mo)SR?)Y2, (3.35)
where C = C(u, v, G).

Proof. We take inner product of (p — p«) and (3.33) and integrate by parts,

/ 0X
a
Br

_JVXJ‘ (p~ - p*)
Xi

a
- 0Xy 0X;
:_L vXk(p_p*)'a(_k_J_Skj)vij*dX
R

2

dXx +/ c|p— ps?dX
By

E)x,- E)x,-
- X, 0X; .
— | (P=P)Vx, 8—k ~a——L[Vx; (P = px) + Vx, psl dX.  (3.36)
Br xi  0x;

By the definition of a in (3.6), the assumptions on G, Lemma 3.2 and Holder’s inequality,

IV = P} 25,y < Clmo(8r®)> + Mo(BR*) NIV (5 = p)lL2(s ) IV Pxll oo (8
+C@r) 'mo-|1p - PllL2(B, (1 425)\Br(1—asp IV (P — Pl L2(BR)
+ CER) ™ Mo - 115 = pxllL2Ba\Bra—ssp IV (P = P L2
+ COr) ' mo - 1P = pelliac, 1 aap)\Brassy - 67221V PallLoo(Br)

+ COR) ™ Mo - 17— PullL2(B\Brar—ssy) - BRIV pallLoo (s,
(3.37)

where C = C(u, v, G). We proceed in two different cases.
CASE 1 If R/2 < r < R, by (2.23) and Poincaré inequality on thin domains,

”ﬁ — D= HLz(BR\Br(l—LS)) < C(R - V(l - 28))”V(15 - p*)”Lz(BR)
S CENIVP = p)ll2(Bg)- (3.38)
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Combining this with (3.37) yields

IV = P} 2(p, < Clmo+ Mo)SRY) 2V (5 = p)llL2spllV PxllLoosy)
+ C(mo + Mo)IIV(5 — P2,y (339
By Young’s inequality, smallness of m¢ and My and Lemma 3.1, the desired estimate follows.

CASE 2 If otherwise r < R/2, by (2.23), 6 = C for some universal constant C > 0. We shall first
derive a bound for || p — p«||Loo(BR)-
Recall that p solves (1.6) and (1.7). Taking inner product of (1.6) and p, we find that

IVpl3, 5 <C | Gppdx<Cl2|<Cr? (3.40)
() o
where C = C(u, v, G). Hence, by Lemma 3.2, in the reference coordinate,
0X; ~
Vx; p <Cr. (3.41)
0x;i L>(Br)

Now consider (3.33). By boundedness of weak solutions [27, Theorem 8.16],

17 — PxllLoo(BR)
0Xy 0X; 0X, 0X;
SC(RI/Z a(—k j—8kj)Vij* + R VXk—k-a—] Xﬁ )
ax,- Bxl- L4(BR) axi axi L2(BR)
(3.42)
Applying Lemma 3.1, Lemma 3.2, (3.41) and the fact § > C,
15 — pellLooBry < CRY(mo(8r*)'* + Mo(SR*)'*) |V pucll oo ()
+ CR(mo(8r) ™" + Mo(SR)™") - r
< C(mo + Mo)(8R?*)"2, (3.43)

where C = C(u, v, G).
‘With this estimate and Lemma 3.1, (3.37) becomes

IV = P2z, < Clmo + Mo)SRAY2IV (5 — pall 2 IV pellLoe s
+ C(mo + Mo)||p — pxllLeBp)IV(P — P)llL2(BR)
+ C(mg + Mo)l|p = plloc(zr) - BRIV pall oo (i)
< Cmo + Mo)SR?) 2|V (5 — p)llL2 ()
+ C(mo + My)*8R>. (3.44)
Then the desired estimate follows from Young’s inequality. O

REMARK 3.1 The above estimate involves SR2. If 71 (||h||zo + | H||L) < 1, by (2.23), there
exist universal constants 0 < ¢; < c5, such that

c11620\ 20| < SR? < 2|20\ 0].

It is noteworthy that |.Qt\9,| is constant in time provided that y and y have sufficient regularity.
This is because the transporting velocity field —V¢ in £2,\£2; is divergence-free.
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3.3 More stability results

For later use, further stability results are presented here for the interface velocities and the pressure,
with respect to the interface configurations.

Fix 0 < r < R and take § as in (2.23). Given two pairs of interface configurations (y1, y1) and
(Y2, V2), let (h1, Hy), (ha, H») be defined as in (2.8)—(2.19). Asin (3.17) and (3.18), we define my ;
and M, ; that correspond to h; and H; (i = 1,2). We additionally introduce for some & € (0, 1),

Mei =8 |hilleo + 8%IIh}l| e (3.45)
My := 87" Hi||Loo + 8% H]|| ¢ (3.46)
Also denote
Amg := 8 hy — ha|lLeory + 1B} — Iyl Lo (ry. (3.47)
AMy := 67| Hy — Ha|lLoo(ry + [ H{ — Hj||Loo(n). (3.48)
Amg := 87 |hy — hallLos(ry + 8%IIh) = Bl ¢y (3.49)
AMy = 87| Hy — Hal|Loo(ry + 8% [ HY — Hyll g (- (3.50)

Then we can show
Lemma 3.4 Suppose (h1, Hy), (ha, Hy) € CH¥(T) x CY¥(T) for some o € (0, %), satisfying that
Jori =1,2, my;+ My,; < 1. Then
10:h1 — Oshallce(ry + 10: Hi — 0; Ha || co (1) < Ca(Amg + AMy,), (3.51)
where Cx = Cy(o, u,v,1r, R, G). Here d:h; and 9, H; are the interface velocities in the radial
direction, normalized by r and R respectively (see (2.13).)

Let p; (i = 1,2) denote the pressure solving (1.6) and (1.7) on the physical domain that is
determined by y; and y;, while p; denotes its pull back into the reference coordinate as in (3.4).
An important intermediate result in proving Lemma 3.4 is the following lemma on C '*-bound for
(p1 — P2), which will be also used when proving uniqueness of the local solution in Section 9.

Lemma 3.5 Under the assumption of Lemma 3.4,
71— P2llLee(Br) < Cs(Amo + AMy), (3.52)
and
171 = P2llcreay + 191 — P2llcragpng,) S Cx(Ama + AMy), (3.53)
where Cy = Cy(at, u,v, 1, R, G).

Their proofs involve lengthy calculation, while they are relatively independent from the rest of
the paper. So we leave them to Appendix B.

4. Gradient estimates for /" * g along interfaces

In this section, we shall derive estimates concerning e, - V(I * g) and eg - V(I" * g) along y
and y, where e, = (cosf,sinf) and eg = (—sin 6, cosf). Aiming at greater generality, instead
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of working with g defined in (2.4), here we shall assume g := go(X(x)) for some gy defined in
the reference coordinate and supported on B(j445)r, Where X(x) is the inverse of x(X) defined
by (3.2). We remark that the support is a slightly larger than the one corresponding to (2.4) (B, in
that case). The motivation for this will be clear in Section 9. Also note that B(1448) C B1—28)R-

4.1  Preliminaries

We introduce Poisson kernel P on the 2-D unit disc and its conjugate Q:

P(s.£) Lo @.1)

§,8) = ————0, .

1+ s2—2scosé
2ssin €
= ——"> 4.2
0(s.8) 1 +s2—2scosé& “2)
Elementary estimates for them as well as their derivatives are collected in Lemma A.1. Define

K8 = — o) 43

§5,6) = ———— =50(s,§), .

1+ s2—2scosé
2(scos& —1)s

J(s.§) = ; —s(1 4 P(s,§)). 4.4)

1 +s52—2scosé

See (4.43) and (4.44) for the motivation of defining these kernels. They have the following
properties.

Lemma 4.1 Let z; € [0,2] (i = 1,2,3,4). Suppose for some w € [0,2] and &€ € T, |z; — w| <
c(|&]+ |1 —w)). Here ¢ is some universal small constant, whose smallness will be clear in the proof.
Then

. Clzi|
|K(zi, )| < (0 F 02 2weosE)i?’ 4.5)
C
G0+ 5 @8] < s +6)
C|Z] —22|
|K(z1,8) — K(22.8)| < 1T w2 — 2weosE’ 4.7
Clzy — 23]
‘—(21,5) ( 275)‘ ‘ ( lvg) S( 2, (1 +w2 ZU)COSE)3/2’ (4’8)
oK 0K oK 0K

‘g(zl,g) - g(Zz,S) - g(z&é) + g(zmé)‘

Clz1 —z2 — 23 + z4] C(lz1 — z2| + |z3 — zal) (|21 — 23] + |22 — z4]) 4.9)
T (1 + w2 —2wcos £)3/2 (1 + w2 —2wcos§)? '

Here C are all universal constants. These estimates also hold if K is replaced by J.
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Proof. We derive that

‘1+zi2—2zicos$ '<|Z,-—w|+2|w—cos§||z__w| 4.10)
i . .

1+w2—2wcosé 1+ w2—2wcosé
When c is suitably small, the right hand side is bounded by % This implies that (1 + z? — 2z; cos §)
are comparable with (1 4+ w? — 2w cos §), and thus they are comparable with each other. Then (4.5)

and (4.6) follow from Lemma A.1 and the assumption z; € [0, 2]. Using the same facts, we can also
derive that

_|2siné(z1 — z2)[z1(1 — z2 cos &) + z2(1 — 21 cos §)]
|K(21.8) = K(22. ) = ‘ (14 22 —2zycos€)(1 + z5 — 2z5 cos §)

C|Zl —22|

< . 4.11
I 4+ w2 —2wcosé “1D)
Moreover, by Lemma A.1,
0K 25 sin£(1 — s2)
— = ;0 = =Q(1+ P), 4.12
ds Q + 50,0 Q+(1+s2—2scos$)2 ot +P) (4.12)
oK K
— =50:0 = s20,P = —— — OK. 4.13
9E $0:Q = 5705 tan € 0 ( )
Then (4.8) and (4.9) follow from
1—2z1)(1—2z3) = (1 —cosé)(1 + 21z
P(1E) = P(ea,§) = 21 — zp) - U Z 22l ZUmcos DU 2122) 0y gy
(I + 27 —2z1cos§)(1 + z5 —2z5cos§)
sing‘((l —z1)+z1(1 — 22))
JE) — LE)=2(z1 — . , 4.15
0(z1,8) — 0(22,6) = 2(z1 — 22) (422 =221 003 E)(1 + 22 — 225 0o E) (4.15)
and Lemma A.1 by a direct calculation as in (4.11).
The estimates for J can be justified similarly. Indeed,
z1z2sin? £ — (1 — zq cos £)(1 — z, cos
J(z1,6) = J(22,8) = 2(z1 — 22) - il Gt} 5)2( 2088) (4.16)
(I + 27 —2zycos§)(1 + z5 —2z5cos§)
and
aJ
-—=—U+qumP=A—P—£L+Q{ 4.17)
as tan &
aJ 2
g = —s50¢ P =570;0 = PK. (4.18)
O

Suppose the inner interface y and the outer interface y are defined by 4 and H through (2.8)—
(2.19), respectively. Let ns be defined as in the beginning of Section 3. With p = rw, let

w(l+ h(@ + &)ns(w))
1+ h(9) '
ro w(l+ h(@ + &)ns(w))

Bw.0.8) = T H0) . (4.20)

b(w,0,§) =

(4.19)
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Additionally, we define

w(1 + h(0)ns(w))

b(w,0) := b(w,,0) = ) , 4.21)
B(w,0) = B(w,0,0) = % i ;rf(?(';‘;(w)) (4.22)

The motivation of introducing these quantities will be clear later in (4.43) and (4.44). In what
follows, we will work with several different configurations of interfaces, determined by /; and
H; (i = 1,2), respectively. We define the corresponding quantities b;, B;, b; and B; as above, with
h and H replaced by h; and H;.

Recall that mg; and My, are defined in (3.17) and (3.18), while Am and AM, are defined
in (3.47) and (3.48). It is straightforward to show that:

Lemma 4.2 Suppose h;, H; € WH®(T) (i = 1,2), with mg; + My; < 1. Then with C being
universal constants, for all w € [0,1 + 48] and & € T,

|bi — bi| < ClnslI€lllh}]|Loo . (4.23)
|b1 — ba| < C(Insll&] + 81 —ns[)Amo < C(|€] + |1 — w|)Amo, (4.24)
|b1 —b2| < C|1 = ns|lh1 — hallLee < C|1 —w|Amy, (4.25)
b1 — by — by + by| < Clnsl|€| Amo, (4.26)
~ Cr
1Bi = Bil < = ns I A zoe, 4.27)
- ~ Cr Cré
|B1 — B2| + |B1 — Ba| < ?(|n3|||h1 —hallLee + [H1 — Ha|[Le) < T(Amo + AM,),
(4.28)
~ . Cr
|By = By — By + Bal < S InslI§1(IA, = Hlos + Iyl | Hy = Hallzce), (4.29)
aéi 8Bi Cr Cr
_— | < — W || 00 H!||poo||F} |00 < — h. oo, 4.30
S0 < Sl (e + N Naoe i oe D) < sl I oo, (4.30)
831 832 Cr
— - —|<—(A AM,), 4.31
29 29 R (Amg + 0) (4.31)

9B, 0B, a§2+332
90 90 90 90

Cr
< ?Insl(llhﬁ — hyllpee + M5e[| Hy — Ha Lo + [|H{ — HyllLoo |} L |E]).  (4.32)
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If in addition, h; € CYP(T) for some B € (0,1), then

Ob; b

=5~ 35| < Clnsl(Aillcslél” + 112 |ED < CluslllAillcslé)’ (4.33)

dby b ,

S0 " | < CI=msly = Byllzce + WhyllLee s = hallzoe) < CI1—=nsldmo,  (434)
and

< ClnslIEP IRy = allgs + ISl pllin = hallzee). (435

Here all the constants C are universal.

Proof. These estimates follow directly from (4.19)—(4.22) and

b whi(® + E)ns(w) (1 + hi(9)) — ;@) w (1 + hi(6 + §)s (w))

== , 436
90 (14 hi(9))* (330
ob;  whi(0)(ns(w) — 1)

— = L , 4.37
06 (1 +hi(9)) @30
9B, _r whi(0+&ns(w)(1 + Hi(0)) — H/(O)w(1 + hi (0 + §)ns(w))

L 5 , (4.38)
9 R (1+ H; ()

B; _r whi (0)ns(w)(1 + H; () — H(O)w(1 + hi (0)ns(w)) 4.39)
0 R (1+ Hi(6))* ' '

‘We omit the details. O

REMARK 4.1 Taking h; = H; = 0 (or hy = H, = 0), we find by (4.24), (4.25) and (4.28) that

b — w| + |bi —w| < CE| + |1 — w]ymo,, (4.40)
~ rw rw Cré rw
|Bi = T2 |+ B = | < S moa + Mog) < € (181 + [1 = ) (o + Moo, @4D)

Here we used the fact that [1 — 7| = Cé forall w € [0, 1 + 48] (c.f. (2.23)). If mo,; + Mo, is

assumed to be suitably small, l;i (w, 0, &) and b; (w, 0) satisfy the assumption of Lemma 4.1, while
Bi(w,0,§) and B;(w, ) satisfy the assumption of Lemma 4.1 with w there replaced by .
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4.2 Estimates along y

Let x = f(#)(cos,sinf) € y. With abuse of notations, let y = x((pcos(f + £), psin(0 + £)))
be an arbitrary point in R?, where the map x is defined in (3.2). Then

o V(v = 5 [ E 0 (x() dy

/ /’““‘” ylsing go(p 6+  dyl
F©@7 + P =21/ @) cost 3p

2
vl :
r(1+48) sin&
7®
- [ 2 (#%) M oo, 6 +8)dp. (442
™ |y\> — 2l cosg op
7®) 7®

Forw € [0, 1+46], |y| = |y(p, 0 +&)| = rw[l + (6 + &)ns(w)]. Note that the third term in (3.2)
does not show up since p = rw < R(1 — 2§). Then (4.42) becomes

r 1+46 5 8|y|
(oI w0),0 = 3= [ € [ KG9 Foleorw 0+ . @4y

Similarly,

1446 P
(er - V(I' % g)) ,0) = /dé/ J(b,§)- %go(rw 0+ ¢&)dw. (4.44)

We first show:

Lemma 4.3 Suppose for i = 1,2, hy € W1®(T) such that mo; < 1. Let Amg be defined
in (3.47). Let x; (X) be the map (3.2) determined by h; (H is irrelevant in this context, and one may
take H = 0 in (3.2) without loss of generality.) Let X;(x) be its inverse. Define g; = go(X;(x)).
Then

I(eo - V(I" % g1)),, (5 = (€0 - V(I % 82)),,, )| Loy < CT8IIn8|AmoligoliLoe,  (4.45)

where C is a universal constant.
In addition, ||(e; - V(I" * g1))y,0) — (er - V(I" * 82))y,(0) | Loo(T) satisfies an identical estimate.

Proof. Let y; = x;(p, 0 + &), with |y;| = p[l + h; (0 + &)ns(p/r)]. We calculate

a'”'( 04 8)— 1 = hi(0 + &) (15 (w) + iy (w)). (4.46)

By Lemma 4.1, Lemma 4.2 and Remark 4.1,

1446
ds[ (KB &) — K(Br.8)) - o0+ 6)du

1+48| —
nsl €] 4 1 = 7518
molgolls [ s/o [+ w?—2wcosg "

< C§|1n8|Amol|go |l Loo- (4.47)
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On the other hand, by (4.46),

1448
/dg/ K(ba £) - (8|y1| - 8'”') 20(rw. 0 + £) dw
T 0

ap ap
1+28 1 )
sC/d ———————— - ||hy — ha|ped” Loo dw
. § s 1= w| + [E] 721 2| llgoll

Combining these estimates with (4.43) yields (4.45). The estimate concerning (e, - V(I" * gi))y, 9)
can be justified in the same way. O

Lemma 4.4 Let h € W'°°(T) such that mg < 1, which defines the map x in (3.2) and g =
g0(X(x)). Then
[ (o - V(I %)), 0) | ooy + I er - VI % 8)), 5 = €0l ooy
< Cr(mod| In8]l1gollLow (B ya) + €8 V&0l 1281 14p) - (449)

where C is a universal constant and

1
=—— X)dX. 4.50
Cgo 27r Jp, go(X) ( )
Proof. We first derive an L°°-estimate of
r 1448
(69 V(I % gO))aB, = e / dé/ K(w,&)go(rw,0 + &) dw, 4.51)
T 0

which corresponds to the case & = 0. Define go(rw) = (27)~! J go(rw, §) d&. Since K(w, ) is
an odd kernel, by Holder’s inequality and Sobolev embedding,

r 1+48 )
|(e.9 - V(I % go))aBrl =1 /TdS/O K(w,g)(go(rw,é‘ + &) —gO(rw)) dw
1+48 1
SC’/ Tl gl rw,-) — go(rw)| Loocr) dw
A T ] B

1448
< Cr/ (1 + 1|1 = wlD |3 g0(rw. )| p2m dw
0

1+48 , 1/2
<Crlt+ il = wllqoisa | [ 7o VeolEagp,,, dv

0

< Cr||eg . Vg0||Lz(Bm+48)). (452)
Now we take in Lemma 4.3 that i; = h and h, = 0, and derive

[ (eq - V(I g))y(e) HLOO(’]I‘) < [(eq - V(I * g))y(a) — (g - V(I % gO))aB, Lo°(T)
+ [[(eo - V(I gO))aB, ||L°°('JI‘)
< Cré|IndlmollgollLee + Crlleg 'Vg0||L2(B,(1+45))~ (4.53)
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Next we study

r 1446
(er -V 80)an, = 57 [ 46 [ 70085000+ 6) = go(rw) du

P ki
+—/ /dé](w,é)go(rw)dw. (4.54)
4 0 T

The first term can be bounded exactly as in (4.52). We use the definition of J in (4.4) to simplify
the second term as

1

’ 1+48 1
/d& J(w,&)go(rw)dw = —r/ wgo(rw)dw = ——— go(X)dX. (4.55)
0 T 0 2nr JB,

A
Then the desired estimate follows. O
Next we derive W 1-P-estimates for (89 V(I * g))y(g) and (er V([ * g))y(e).

Lemma 4.5 Assume hy,h, € CYP(T) for some B € (0,1), such that mo,; < 1. Let Amg be
defined in (3.47), and let g; (x) = go(X;(x)). Then for all p € [2, 00),

(e - V(I % g1),, ) = (e - VI % £2) ., ) lhirr.rry
< CrlgollLooesa apn | (1 4+ 88 Uil es + Wl em)) Amo + 88 i — I s |
+ CrAm0||e9 . Vg0||L2(B(1+4B)r)’ (456)

where C = C(p, B).

Proof. Let y; = x;(p, 0 + &). We take 6-derivative in (4.43).
d
@(66 : V(F * gi))),‘(g)
1+46 P |yl|
= fag [ aw g Ko o §+6)

1148 9K - ; ab; 8|yi|
dg/ dw {g(bi»é)%_g(bi’é)ﬁ}[ o go](rw,$+9)
1+48 ]yl ] [8|y,| ]
d bt»
S/ ( g) <|: a 8o (rw,$+9) 8,0 8o (rw,9)
1+48 K -
ds/ [ (5r.) o % g(b,-,s>]

|:a|y1|gi| |:8|y1|gi|
ap (rw,£+6) ap (rw,0)

—. g L g0 L 0
=1 Jg +Jgs + Jgs (4.57)
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Here we exchanged the integral with the 6-derivative, which can be justified rigorously by a limiting
argument. In Jg( ;, an extra term is inserted without changing its value, since d; K(b;, £) is odd in £.
When deriving i 9.3» we used the fact that

9 |:8|y,~| } [8Iy,| }
O 1ol 20 (4.58)
00 L 0o " louere 0F (rw.£+6)

and then integrated by parts. Note that it is not clear a priori whether these integrands are integrable
at (w, &) = (1, 0), so we need to write them as principal value integrals in the w-variable in the first
place. Yet, it will be clear in the following that all these integrands are absolutely integrable. For
this reason, we omitted the notations for the principal value integral.

We start with bounding J, 9(,11) -J 9(21)
O ;@
J6’,1 - J9,1
1+45 K - K - dby  9by \ [0y
— | d dw | — (b1, &) — — (b, R
[as [ aw (as( L8 =gy 2 g)) 20 90 [ % g°](,w,g+e)
1+45 5K - db; 0by b, b 9
ds/ dw Ny (D 1T B O]
8S 89 89 89 89 8p (rw {;_}_9)
1+45 - abl
[ag [ a (—(bl,s)——(bl,a Tt + o, 5))
[8|y1| }
8o
(rw,£+6)
1+45 K - oK by b
[ag [ au (—(bz,s)——(bz,@)( b _ 2)[ 1] }
ds (rw,£+0)

1448
ds/+ dw—(bz £) 8b2_% [( |1 8|yz|) }
dp (rw,£+6)

1+46 0K - P 9
- Tds/O du (ng,s) —(bz,@) [( 'aij'— 'aypz')go}( "
rw,&+
4.59)

By Lemma 4.1, Lemma 4.2, Lemma A.1 and (4.46),
|J6(',1) J(2)|

< Crllgol /ds/%d b =bal e 18
golie= .45 J, (1 —w| + gp3 eHTles

1448 | 13 I . / . _
nslE1B I, — Byl o + W el — hallzoc)
e oofd [ d

rligollzes | a [ dw (11— wl + &)

1448 5 —b _l; b
+Cr||go||Loo/ds/ dw[' 1 —b1 —ba 1 b
T 0

L (r-wi+lgp*
(161 = b1 + |b2 = b2|)(|b1 — ba| + |b1 —
(11— w|+[§D*

bal)
2 }uhaumu—m
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+ Crlgol /dé/lwd _ambal
r oo w : - m
goliL= .45 J, (T—w|+gp3 '~ PEme

1+46
1
+Crlgoli [ [ dw e sl el s + i
leole J 98 Jy 0 T—wrrepz M Waler o

+( r %) dé dw—. h [ o° l —”8 . ”8+w” }l] —}12 [0

Crilgollizee |:8ﬂ("h/1 les + 1h5llga) Amo + 8% Ihy = Ryl e + (IR e + [y llLee) Amo

— ha|lpee

(4.60)
In the last inequality, when calculating the integrals, we used the facts that ns is supported on

[1 —268,1 4 28] and that ng(1 — ns) is supported on [1 — 28,1 — 5] U [1 4+ 8, 1 + 26]
For J§) and J§'). by (4.57),

gD+ IS = (3D + 1)

1+45 ;
ds/ [ SONL (bl,s)a%—%—lg(bl,a}

| [(aw ) 3|y2|)g0] _[(a|y1| ) a|yz|)go]
o p (rw.£+0) dp (rw.6)

dp
1+48

[ g / duw (aK b5 K (bm) il
([awg ] ~ [3'”'@} )

810 (rw,6+6) 3,0 (rw,0)
r 1+48 K - 9by .
e[ [(gwl,s)——(bz 0) 5+ (G 6o - é(bz,f))]

([a|y2|g ] ~ [amlgo} )
ap (rw,6+6) 3,0 (rw,0)

§
"l /1+4 |:8—K(b2,‘§)a(bl b)) 8K (b g)a(bl bz)]
T 0 S

ad 0
[ |)’2|g] _[ |y2|g0} ‘ (4.61)
9 " Jwetro) o " IGrw.)

We derive in a similar manner.

‘(J(l) (1)) (J(2) (2))‘

1446 dw
$Crfd§/ — . |ns + W]
T 0 (1 —w| + [&])? s

< (Ih1 = hallzoo|go(rw, & + 6) — go(rw, O)] + [lhy — hall s 1€1P | goll oo )
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1+48 |b b2|
+Cr/ds[ BBl g e
|1 —wl| + [E])? !
(Igo(rw. & + 0) — go(rw, 0)| + Ins + wizllE1P 12l s llgollLoo)

1448 |51_52|
+Cr/d§'/ dw ——mF———
T 0 (1 —w|+ &3

~(Igo(rw. & +0) — go(rw, )| + Ins + wilI€1P 12l sl g0l L)

1+48 dw
+Cr/d/ _dw
L e e A

(Igo(rw, £ + 0) — go(rw, 0)| + |15 + wnjlI&P [ ha2ll ¢l g0l Loo)
< CrllgollLoo8? (Ilh1 — hall s + Amo|lhall¢s)

1448
g0 (rw. & + 0) — go(rw., 0)]
+CrA /d / d . 4.62
rdmo | S | A T ) (462

By Minkowski inequality and Hélder’s inequality, with arbitrary s € (3, 3 + ) (for definiteness,
take s = % + ﬁ),

s+ 9 - 02+ )

< CrllgollLee Amo

LP(T)

s J go(rw. & +-)—g0(’w")”im) A
+ CrAm [ w / [/ i|
o . § g1+ (11 —w| + |ED*
1448 lgo(rw, ) s ()
< CrllgollLeeAmo + CrAmO[ dw =
0 |1 —w|
48 laggo(rw, )l L2 m)

< Crligolimdmo + Cramo [ dw Ml
0 |1 —w|

$ CrAmO(”gOHLOO + ||ee : Vg0||L2(B(l+45)r))‘ (4‘63)

See, e.g., [47, §2.5.12 and §2.7.1] for the definition of B, ,(T)-space and the embedding of H'(T)
into it. Combining this with (4.57) and (4.60), we conclude with (4.56). O]

Lemma 4.6 Under the assumptions of Lemma 4.5,

[ (er V(I * gl))yl(g) - (er V(I * gZ))yz(g)”WI.ﬂ('[r)
< CrligollostBiupasm [(1+ 8 (Wileo + I3l ¢0) Amo + 58 1R, — B |
4+ CrAmy||eg - Vg0||L2(B(]+4,;),)v (4.64)

where C = C(p, B).
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Proof. We proceed as the proof of Lemma 4.5. By (4.44) and integration by parts,

d
%(er V(I * gi))yi(g)

48 (57— 9b; 9T ab; | [9]yil
— [ a T (bi &) — (b1 E) e | | = d
[az | [as( 05~ 5 005 | s g"](m,em v
1+45 57 ab; (T9]yil |yl
ds/ 0 by 20 [ g} [ g} dw
ds a0 ap (rw,0+§) ap (rw,0)
o fas [T Yo% Moo |([Dle] o[22 Y
0708 9& dp rw,0+£) dp (rw,0)

1+46 oJ |y
ds/ —(1,5)—[ 'ay'go}( v
rw,

J(’) + 7D+ I8+ 54, (4.65)

Estimates concerning J, r(ll) +J r(lz) +J r(l3) can be derived exactly as in Lemma 4.5. It remains to bound
Jr(j‘) - Jr(j). By Lemma A.1,

/—(s £)dE = {;M’ ifs {01, (4.66)

ifs > 1.

Hence, thanks to Lemma 4.2 and (4.46),

=7 /1 by |:3|J’1|g :| by |:3|y2|g ] dw
= a 0 Yy 0
o 90 L dp " lguwe 90 L 9 " lgue

1) )
Jr,4 - Jr,

Y18by  0bs||8]y1] 0ba | |dly1]  9ly2l
<C S et e 2 - d
rligollz /0 90 90 || op 0 || 7ap  Top |V
< CrlgollLee Amyg. 4.67)
This completes the proof. O

Lemma 4.7 Assume h € CYP(T) for some B € (0,1), such that mg < 1. Define g(x) =
g0(X(x)). Then for all p € [2,00),

[(eo - V(I %)), 0) 1oy + [ (er - VI % 2), 6 lyirtory
< Cr(||g0||L°°(B(1+45),«)m,3 + ||€9 . vg0||L2(B(1+48)r))’ (4.68)

where C = C(p, B). Here mg is defined as in (3.45).

Proof. Asin Lemma 4.4, we first study the case with 7 = 0. By (4.57),

d 1+48
70 —(eg - V(I *go)) /d"g“/ dw —(w £)(go(rw. & + 0) — go(rw, 0)). (4.69)
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Hence, arguing as in (4.63),

[(eo - V(I £0))p, rrr < € /dé/HMd lgolrw.& 4 = o Moy
€ - * ; <Cr w
6 e e v Jo (11— w] + &2

< Crlleg - VgollL2(B( 1 a5),)- (4.70)

Now taking iy = h and h; = 0 in Lemma 4.5, we find that
H (eg - V(I % g))y(e) ||W1~p(1r)
< “ (eo - V(I * g))y(e) —(eg - V(I % gO))aB, ”Wlsp(qr) + H (eo - V(I * gO))aB, “WLP(T)
s Cr||g0||LOO(B(|+45)r)(m0 + Sﬂ ||h/||cﬁ) + Cr”e@ . Vg0||L2(B(1+45)r)' (471)

The estimate for (e, - V(I" * g)), (9) can be derived in exactly the same way. O

4.3  Estimates along y

Next, we derive estimates for e, - V(I" % g) and eg - V(I" * g) along y, with g(x) = go(X(x)). We
calculate as in (4.42) that

I PO |ylsing - go(p.0 +E)  dy]
NI xg) =— [ d i O g
R K A s T A
r 1448 B 8|y|
. dg/ k(5.8 - g, 6 + &) dw, 4.72)
4r Jr 0 ap
and
(e V(I % 2)) g /dsflmJ(é 6. W2 w01 5d “.73)
ey 8)56) 1 i | , 9 go(rw, w. .

Arguing as in Lemma 4.3, we can show:

Lemma 4.8 Under the assumptions of Lemma 4.3,

Cr?
” (89'V(1ﬂ*gl))171 (9)_(69'V(F*g2))}72(0) ||L°°(’]1‘) S T‘ﬂ Ind[(Amo+AMo)l|gollLe. (4.74)
where C is universal. Moreover, ||(e, - V(I" * g1))3,6) — (er - V(I" * €2))3,(0) | Loo(r) satisfies the
same estimate.

We omit its proof here, but only note that | B;| < % and |In(1 — mﬂ < %| In4|.
Then we prove as in Lemma 4.4 that:

Lemma 4.9 Let h, H € W1°(T) such that mg, My < 1, which define the map x in (3.2) and
g = 20(X(x)). Then

H (eo - V(I g))y(e) ”LOO(’]T) + H (er - V(I" % g))y(e) — Cgo ||L°°(’]I‘)

Cr?
< T((mo + M0)5| 1n8|||g0||L°°(B(1+45)r) + ”69 : Vg0||L2(B,(1+45)))7 (4.75)

where C is universal and

1
Coy 1= ——— go(X)dX. (4.76)
£ 27 R By (1+4s)
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Proof. Let go be as in Lemma 4.4. We proceed as in (4.52) by noticing that K(", ) is an odd
kernel.

r 1448 rw
ooV # g0 = 1= | a6 [ K (56) (ot 6 +6) = gotru) dw
1+468 r
<cCr /0 TE e 180 B i
< C—rZIIEe - Vgoll2 : 4.77)
SR (Br(1+48))

Combining this and Lemma 4.8 with h; = h, H; = H and h, = H, = 0, we argue as in (4.53) to
find that || (eg - V(I" * £))5(6)llLoo(T) satisfies the desired bound.
Similarly,

1448
(er VI w80, = 1 [0 [ 7 () (g0l 0 +6) = goru) dw

r

1+46 rw _
/Tds J (?,5) Go(rw) dw. (4.78)

4 Jo

The first term can be bounded exactly as in (4.77). For the second term, we notice that %f“s) <l1.
By (4.4),

r 1+48 w )
[ [ass () atrwraw
7'2 1+46 1
= ——/ wgo(rw) dw = ——/ go(X)dX. (4.79)
R Jy 27R JB, (1445
Then the desired estimate follows. O

We shall follow Lemma 4.5 and Lemma 4.6 to prove W !*?-estimates concerning (eq - V(I" *
8))y) and (e, - V(I" * g))5(p)-

Lemma 4.10 Assume h;, H; € WH(T) (i = 1,2) such that mo; + Mo; < 1. Let Amg and
AMy be defined in (3.47) and (3.48), respectively. Define g;(x) = go(Xi(x)) as before. Then for
all p € [2,00),

H (66 V(I * gl))yl(g) - (99 V(I * g2))172(0) ”W‘-P(T)
C 2
< Tr”gO”LOO(B(l_,_M)r)(AmO + (mo,1 + mo2)AM)
2

Cr
+ T(An’lo + AM())”ee . Vg0||L2(B(1+48)r)’ (4.80)

where C = C(p).
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Proof. Following (4.57) and (4.72),

d
_(60 : V(F * gl))y(g)

do
1+48 d]yi|
dé/ [ (Bzf) ( ”é)_} [Wgoil(rw,f-‘re)
1+48 yi 9]
dg/ (Bl,é) ([ o go}(rw,ﬁg) [ o °° i|(rw,9)
1+48 0K -~
[ a / [ (B.5) 20 85 %Bif)}

[alyilgo] [8|y1|g ]
dp (rw,E+6) dp rw,0)

N (ORI (O {0
=1 Jg1 + gy + Iy (4.81)

Then we derive as in (4.59) and (4.60) to find that
7)) _ 72
Je 1 Je 1
2 2

Cr Cr
< T”gOHLOO(AmO + AMo) (11 llLoe + Ay lle) + T”gOHLOO Ay — hyllpee. (4.82)

Here we used the fact that |1 — 7| = C§ for all w € [0, 1 + 48]. Moreover, as in (4.61) and (4.62),

(a5 + I = U3 + T2 < —||go||Loo<Amo+8ﬁ ihall s AMo)

gO(”w’g + 9) _go(rw79)|
(11— |+ [€D?

CrZ 1446
R T 0

We proceed as in (4.63) to obtain that

2

- Cr -
|+ 032 = B + T2, < e lgollzos (Amo + 857"zl ¢ AMo)

LP(T)
Cr?
+ T(Amo + AMo)lles - V&ollL2(B(4a5))- (484

Combining this with (4.81) and (4.82), we prove (4.80). O

Lemma 4.11 Under the assumptions of Lemma 4.10,

” (er V(I * gl))il(ﬁ) - (er V(I * g2))172(9) ”Wl.[’(’[[‘)
Cr?
< T(Amo + AMO)(||g0||L°°(B(1+45)r) + ||30 : Vg0||L2(B(1_|_4,g)r))’ (4.85)

where C = C(p).
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Proof. Following the proofs of Lemma 4.6 and Lemma 4.10, we know that it remains to bound
fr(’z) — frﬁ?, where

i p 1+46 a9J 9| y;
e K Rk [ b |go] dw. (4.86)
(rw,0)

ap

Since forall w € [0,1 + 48] and £ € T, B; < 1. By Lemma 4.2, (4.46) and (4.66),

. . 1+4819B, 9B, ||d|y1] 3B, || 9| ]
1) ©2) 1 2 N 2 yil |y2l
JY_JP<c oo — 222 4| =2 - d
rd = Jra| < Crligolle /0 96 00 || op 0 || o0 op |V
Cr?
< THgO”LOO(Amo + AMy). (4.87)
Then by Lemma 4.10, (4.85) follows. O

Lemma 4.12 Assume h, H € W1%°(T), such that mg + My < 1. Define g(x) = go(X(x)). Then
forall p € [2,00),

H (eo - V(I * g));(a) ”Wl.p('][‘) + H (er - V(I g))y(e) HW1~P(T)
Cr?
< T((m() + M0)||g0||L°°(B(1+43)r) + ”89 : vg0||L2(B(1+48)r))» (4.88)

where C = C(p).

Proof. We first study the case with h = H = 0. By (4.81),
d 1+48 rw
len VT wzg, =~ [ a6 [ aw G () (sotrw &+ 6) — o ).

(4.89)

Hence, arguing as in (4.63),

1+48 r ||g0(rw,§ + ) - go(rw, ')”Lp(']l')
eg - V(I * o <Cr | d dw — - u
”( 0 ( gO))E)BR ”WLI' [{r S/o R (1 — %| + €])2

2

,
< o lleo - Voll2(s 4450 (4.90)

The rest of the proof is the same as that of Lemma 4.7. O

5. Estimates for singular integral operators £, and 5

In this section, we shall derive estimates for singular integrals of type y’(8)~* Ky and y'(0) - Ky
(see the definition in (2.14).) Singular integrals involving K5 then follow similar estimates.
For convenience, for § € T\{0}, denote

251n5
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and

Aan*  _ (Ah)?
SO0+  (1+h©®)(1+h0O+8)

We first derive a Holder estimate for y/+ - ICyy for future use.

10,6 + £) =

(5.2)

Lemma 5.1 Fix 8 € (0,1). Assume h € CYP(T), such that mg < 1. Then

V' @Ky Wlies < CIR e lics + 1 llzee |7 | ¢allh o), (5.3)
where C = C(p).
Proof. Using y(0) = f(6)(cos8,sin ),

—f(0) + f(0) f(6 + §) cos§ — f'(0) f(0 + £)sin§
T f(0)> + (0 +8)>—21(0)f(0 +§)cos§

With f(6) = r(1 + h(6)), it can be rewritten as

27y (0)* - Ky = p.v. Y(0 +§) dE.

(5.4)

27y (0)F - Ky

1 ! (f(6 +8) — f(0))
= deE— = 0+¢&d
2/?1” : 2/wr (f(9)—f(9+S))2+f(9)f(9+$)-4sin2§w( D

+py/(f(9+§)—f(9))f(9+§)—f/(9)f(9+§)51115
T (f(O) = fO+85)+ £(O) SO +E)-4sin® &
1 BYRIES
- /w t=5 [ o raaag O+ ods
A Y0 +6)
+1+h(9) /2sm§ T+16.6+6)
| [ Oy
T+h®"" e 2@t 11106 +8)

=: Lo+ L1(0) + L,(0) + L3(6). (5.5)

Y0 +8§)d§

dé§

_I_

dé§

Since || fglles < I fl¢sligliioe + 1/ Leeligl¢s

l
[Lillgs < Csup || ——¥ (0 +§)
ch £eT 1+l Cg
< Csup ||1/fI|Loo +Csup | — || ¥les- (5.6)
E€T 1+l EeT 1+1 Lge ¢

By the Lipschitz continuity of 13 on [0, +00) and the smallness of A,

(An)?
(1+h(0)(14h(6 +8) y

S C(IW g W e ¥ llLoe + I 2o ¥ Nl es)- (5.7

[L1ll¢s < C sup 1 lzee + ClIH | Zec 1¥lles

EeT
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Here we used

(0 + &) = h(®)] ¢

5
’251n5’

Akl gs = <Cllles- (5:8)

S

1 /$
WO + )|l -5 d
25 o I Mlles dn

Take ¢ € T and ¢ > 0 without loss of generality. Write

(L2 + L3)(0 + &) — (L2 + L3)(0)

_( 1 R )/Ah(&%—s)—cos%h’(@—#s). V(0 + e+ §) d
S \1+h@+e) 1+h6)) ) 2sin £ 1+1(0+660+e+§)
1 Ah(O + ) —cos 5 - 1'(6 + ¢)
+1+h(9)/1r 2sin%
( V(0 +e+£) R ACES) )ds
1+10+e0+e+&) 1+100,048)
1 AR(O + &) — Ah(B) — cos E(W' (O + &) — 1 (0 9
+1+h(0)f @ +e ()2.00552(( g) —h'(0)) WE,,()W dt
T sin 3 1+W
N 1 / A0 + &) — Ah(8) — cos E(1'(0 + &) — I (0))
14+ h(0) Jr ZSin%
V(O +§) v (0)
: - = | dé§. (5.9)
‘We derive that
£ _ — Q1
‘Ah(Q—i—s)—cosg-h/(@—i—e) (O et WO +e)dn| (E-sing,,
2 2sin% 2sin%
< CIEP (IR || ¢ (5.10)

and

§

‘Ah(& +6) = Ah(6) —cos > (W' (6 +¢) - h’(@))'

+ [h'(0 +¢&)—h(0)]

~

1 £
s/ K@O+e+n—h0+ndny

2sm5 0

< CeP ||| g (5.11)
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Thanks to (5.7) and (5.8),

vO+e+d YO +9)
1+10+e0+e+E) 1+10,0+8)
eyl N (Ah(0 +))° ~ (Ahy?
S CefllYlles + Cllviiz (The+ (I +h@Te1D) (1 Th@) 1+ ML)
< CeP(IWllgs + 1V lLoe 1P ol [lLo0). (5.12)
and similarly,
v(60 +§) V()

war | S CIEP (Il es + Wl P gl lLoe).  (5.13)

1+10,0+8) 14 7O,

Lastly,

/ AR + &) — Ah(B) — cos & (W' (0 + &) — ' (0)) d
T

&
2sm§

/h(9+s+§)—h(9+s)—h(9+§)+h(9)
pv- | d

3
4sin? %

= C|HI (0 + &) — HK' ()]
< CeP ||| g (5.14)

Note that Hilbert transform is bounded in C#(T).
Combining these estimates with (5.9), we obtain that

(L + L3)(0 + &) — (L2 + L3)(O)| < CP W [l s (1¥cs + W ool | go 1B o). (5.15)
Then (5.3) follows from (5.5), (5.7) and (5.15). L]

Now we turn to a W17 -estimate of y'* - Ky

Lemma 5.2 Fix p € [2,00). Assume h € CYP(T) for some B € (0,1), such that my < 1 with the
needed smallness depending on p. Then

1" @) - Kl < CIR" Lo ¥ llLee (1 + I ll¢p)
+ C(IIh" lLrll¥lles + 17 Lo ll¥llLr),  (5.16)

where C = C(p, B).

Proof. Let Cx and Cy be the constants introduced in Lemma A.2 and Lemma A .4, respectively,
both of which only depend on p. Without loss of generality, we may assume C; = Cx = 1. We also
recall that / is defined in (5.2).
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Using the notation in (5.5), we take 6-derivative of L to derive that

1Lty < C H [wiive o] +c H [ el a0+ 1o
T L? T Lp

S CIW Nz lI¥ e + ClIR oo IA" Lo ¥ llLoe- (5.17)

Thanks to the smallness of &, we may assume |/| < 1. Hence, by Taylor expanding (1 + /)™, we
may rewrite L, in (5.5) as

Ly =Y (=) (1 +h®) " puv. /T(Ah)zj“(l +hO+8)7 % dg =) Ly

j=0 ns =0
(5.18)
By virtue of Lemma A.2,
, i 6+ . . .
p.v. /(Ah)zf“(l +hO+8)7 ‘”(—f) de| < CHPRNEEEA +h) Tyl
T 2sin 3 Lp
< C(C2Ca| 1 oe) I oo ¥ Il
(5.19)
Here C, is a universal constant such that ||(1 4+ h)™!| e < C,. Similarly, by Lemma A 4,
. —j 0
p.V./(Ah)ZJ‘H(l +h(O+8) - v +5) de
T 25in% Wi

< @7+ DCH NI ([ + Y oI e + 101+ B9l 12 )
< C( A+ DGR o) (FIH o 19 o + 1 oo 9 o + 1 oo A" N2r). (5.20)
Hence, with the assumption C+ = Cy,

L2,y

Py, /T(Ah)zf“(l e ey LOED +f) g

251n5

<A+

Ly

BT

+ 11+ AU || 1oo p.v./(Ah)2j+1(1 +h(@+8)’
T

in &
2sin 3 Wlp

< C( + DG |2o0)? (G + DIF Iz oo 1¥ e + I oo ¥ e + 1 oo 1R [12r).
(5.21)

To this end, by assuming ||4’||pce < 1, where the smallness depends on p, we derive from (5.18)
that

IL2llyir1.r < C(IA I ¥ Lo + 1W llLoe A" (|2 7)- (5.22)
Similarly, we write

=ooh’9 —1=h@)) Y5y, [ (A (1 + k(o - ¥O+9, =:oo .
Ls Jgo 0)(~1 - h(0)) pv/T( P o) T e ;}LM
(5.23)
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In order to bound W ?-semi-norm of L3, ;, we need an L°°-bound of the integral above. This is
possible thanks to the Holder regularity of 2’ and 1. Indeed, by the mean value theorem,

) /1/f(9+§)

2tn

P, /T(Ah)zj(l 4RO + ) de

AR (14100 + €)@ + 6= WO (1 +1(0) ¥ (O)]—— a

n3

<C /Tzﬂcl 11 [|Loe)¥ " AR =B (B)] - Cf | ¥ ||z |E| 7t d&
+C /T 1B 17 - JCIH RO + &) — h(O)] - | |Loo ||t dE
+C / W17 - CL 1y (8 + &) — w(O)]|g] " d

< CJCY TN N I ea W lizee + CL IR 17l ]l o) (5.24)

Here C; = 7 introduced in the proof of Lemma A.2; note that [Ah| < Ci||A'||Le. Arguing as
in (5.19)~(5.21),

. [am? (14 ho +0) YOED el <c(c2aim ey vl 629
B 1’12 Lp
Mm@ ey YD,
pva( ) (1+h(0 +8)) yan gW]!p
< CQJ+ D(CECIN ) (G el + 19 e + Lo B I 1),
(5.26)
and hence,
||L3,j||W1,p
- . . 0
< I Lo (1 + 7)™ e [pav. / A (1 +ho +8) 7 - +§>
T 5 oo
+ W14 BO) Ty o [ AR (1416 + ) VL) 4
T 2tan 3 Ir
Wz (1 4+ A ©) ™ lzes |p.v. f (A (1 4+ o + 5) 7 LIED
! n3 wl.p

< C (Gl W lLoo)® =" - GCF I Nl s ¥ lloo + IR oo [Nl g 1A [l
+C - (j + D(CCo ||| 102)>
(G + DI 2o llW e + 1B Lo ¥ ILe + Lj=o A" lLe 1 [|Loe). (5.27)



230 I. KIM AND J. TONG

By (5.23), provided that ||A’|| 1 < 1,
L3l < CUR" e I el linee + 1R e W lles + 1A Lo llY lILr)- (5.28)
Combining (5.17), (5.22) and (5.28), we prove the desired estimate. O
We also prove a W !-P-estimate for y’ - KC, ¥ — 2 H .

Lemma 5.3 Under the assumptions of Lemma 5.2,

YO Kp =310 < C e+ 1 o)
+ C (IR oo lh Lo ¥ ll s + R 2o 19 lr).  (5.29)

where C = C(p, p).

Proof. Using y(0) = f(8)(cos 8, sin 8), by definition,

1 O)f(0) — f'(0) f(0 +§)cos§ — f(6) f(0 +§)sing

VO T =0 | e 6 1 67 27070 + Heost T +i)5 ‘gi)
With f(0) = r(1 + h(0)) and 1(0, 8 + &) defined in (5.2), it can be rewritten as .
0 +£)-2sin? £
2O K = SO [ AL LI SR T
T (0 +5) — fO) + fO)f(0+6) dsin® §

/ f(O+8)—f(0)
— f"(O)p.v.
Soe /T (fO+8E) = F©0)" + fO) SO +8)-4sin*
0) f(6 i
p.v./ S©)1(6 +§sing 46ty
T (f(0+&)— £(0) + f(O)f(O +§&)-4sin®§
G 16,0 +€)
= 211 h(0) (/WS /1+1(9 i+o)" (9”)‘15)
__M® / 7nT V(o +§)
T+ h@ T +10.6+6 1+ h0 +6)
N V/ 16,6 +§) v +8)
PY L THI0.0 48 2unt

=:L1(0) + L2(0) + L3(0) + nHy. (5.31)

- W) (1
Li= 0 (E/deerLl), (5.32)

Y0 +8§)d§

d§

d§ + nHy

Since

we derive by (5.17) that

—_ oo + C||W ||pee | L]l
e el

< C(IW"lLr ¥ llizee + 1R o 19 lILr)- (5.33)

Vil < '
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For 1:2,

~G+n ¥+
P

2sin 5

Ly=Y K@) (-1~ h(e))‘(’“)p.v./(Ah)zf“(l +h(6 +£)) (5.34)
j=0 B

Arguing as in (5.24),

i+ ¥ (0 +§) dt

iné
2sin 3 .00

< C(Cal700) (@) + DI I ol lizes + [ oo ¥l ¢s)- (535

p.v. /T(Ah)zf“ (141 + &)

Moreover, by Lemma A.2 and Lemma A .4,

~G+n ¥ (0 +§) dt
25in%

< C(CZCIA [Fo0) 1 oo ¥ I oo
Lr

p.v. /T(Ah)zf“(l +h(0 +§))

(5.36)
and

~G+o ¥ +8) de

in &
2sin 3 Wip

< CQj +2(CECAIN 700) (G + DIF IZoo ¥ llzoe + 1B o W llLoe + [ oo 9 l|Lr)-
(5.37)

p.v. /T(Ah)zf“ (1410 +§))

Hence,

1Ll < CUR Lo W lgs ¥ oo + 1B oo 1R Lo W ll¢s + 17 7o ¥ lr).  (5.38)

For £3,
Ly =31/ (1+ k@) Y . [T(Ah)”“(l +h(0+ g))‘”*“% dE. (5.39)
Jj=0 2
Since
. @2 (1400 + 0) P EEED e < CC2CIN e W e
an bl Lr

(5.40)
and

_(Hl)wdé

2

p.v. /T (ARNY*2(1 4 h(6 +§))

tan Wi
< CQ2j +3)(CZCa I [700) 1H [l oo

(G + DI Z ol oo + 1B Lo ¥ Lo + 1R Lo W llzee),  (5:41)
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we find that
L3l < C(I1A Lo A" Lo W llzoe 4+ 171 Z oo ¥ lIL7)- (5.42)

Combining (5.31), (5.33), (5.38) and (5.42), we obtain (5.29). O

In order to show uniqueness of the solution in Section 9, we need the following three lemmas,
which are generalizations of Lemmas 5.1-5.3, respectively.

Lemma 54 Fix 8 € (0,1). Assume hy,hy € clLh (T), such that mg,1,mo < 1. Here mgy; are
defined fori = 1,2 as in (3.17). Then

Y1 @)Ky ¥ =50 Ky, ¥l e < Clli=hallcrs L+ 1 [l es + 151 ¢o)? ¥ llcs, (5:43)

where C = C(f).
Lemma 5.5 Fix p € [2,00) and B € (0,1). Assume h; € C8 N W2P(T) (i = 1,2), such that
mo,; << 1 with the needed smallness depending only on p. Then
“V{ (Q)J_ : ICV] I/f - Vé(e)l : ’Cyzw || wl.p
< ClhY = hyllee (L + 1Byl es + 1R5l s ) 1V Dl

+ C(IR e + 1050 )llhs = hallcrs (L + 1Bl ce + 1R51 s ) 1V Dl e

+ Cllhy = hallwree 1Y e, (544
where C = C(p, B).

Lemma 5.6 Under the assumptions of Lemma 5.5,

71O - Ky ¥ = v3(0) - Ky ¥ | i1

AL

" " 2
+ ClIRY = hylee[¥llcs(lhilicre + Ihallcrs) (1 + Ih1licrs + Ihzllcrs)

/ / 3
+ C(Ih{ e + 105N )Wl callhn = halcrs (1 + hilicrs + h2lcre)
+ Cllhy = hallpree [V [ILr (N1 lwi.co + [[R2llprc0), (5.45)

< Clhy = h3llee

where C = C(p, B).

These estimates can be justified by following similar arguments as those in Lemmas 5.1-5.3.
However, since their proofs turn out to be extremely lengthy and somewhat tedious, we shall leave
them to Appendix C.

6. Estimates for integral operators K, 7 and K5 ,,

Recall that the integral operators K, ; and K5 ,, are defined in (2.15), while the Poisson kernel P
on the 2-D unit disc and its conjugate Q are defined in (4.1) and (4.2). For convenience, we denote

Py =P (%) and Q4 =0 (%) 6.1)
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Lemma 6.1 Assume h, H € WH®(T), such that §~'(||h||Le + |H| L) < 1. Denote =
Q2m)~! [ () db. Then

1 _
fer©)-Ky3¥ + —Prx (Y = V)

Loo(T)
1 _
feo®) - Kyg — — Qg (W = ¥)

Cr _
< =87 (bl + |1 loo) [V |zoe. (6:2)

-

Leo(T)

where C is a universal constant.
Proof. With0' =0 4+ £ and D(0,60 + &) := f(0)/F (0 + &), we calculate that
2me (0) - Ky 5¥

er(0)- (yO) —70))
= 0" do
Lo 5@ v
B ) 1 1 1—D(6,0 +§)?
=/©) /T[E_E'1+D(9,9+5)2—2D(9,9+§)cosg]‘”(9+§)dé
=: f(O)" Ur1 + ). (6.3)
where
b= [ P(58) (46 +0 - ) ds =—3 P =) (6.4)
T T \R 2° R ’ '
1
o= [ [P(5:6) - P@.0] w0 + 6 de (©5)

Here we used the fact that P is an even function and has integral 27 on T. /;,; is already in the
desired shape. For [, 5, since
1+ h(0) Cr
l— —————| < —(|hllpe + | H||Loo), 6.6
s S & Wl I, 66
we may assume that D € [0, 1 — C§] for some universal C > 0. Hence, by the mean value theorem
and Lemma A.1,

‘%—D(9,9+§)‘ =%

Cr _
[1r2llLee < ?(”h”L“’ + | H [|zoo) IV ]| oo /T(S2 + €371 dg

Cr _
< ?5 Y(Ikllzos + I Hllzoo) 1]l oo (6.7)

The estimate for fe, - IC, 3 in (6.2) follows.
Similarly, since Q% is an odd kernel,

o 1 D(@,0 + &) -sin§
2mes (0) - Kyyy ==/ (0) /T [+ D@.0 + 57 —2D(0,0 + Eyeost V@ TH5:

=: f(0) '(Ig1 + Ipp), (6.8)
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where
Ioy = — d i J)d = 2 J 6.9
=3 [ Q(5:6) WO +9-¥)ds = 304+ (v — . (©9)
1
o2 =5 [ [0 (5:6) - 0w.o)]wie +o)d (6.10)
Then the estimate for feg - K, 7 in (6.2) can be derived as before. O

Lemma 6.2 Assume h, H € CY%(T) for some o € (0, 1), such that mg + My < 1. Then for
Be L),

1 _
Seo®) - Kyg = - Qg % (W = V)

fer(e) K yl/f‘i‘_P’ * (¥ — W)

CB(T) ‘ CA(T)

l” r _
< o (mo + Mo)[¥lles + 7||l/f||Loo(8 Y(Rlzoe + 1H Ioo) + 1B g + I1H [l ¢a ).
6.11)

where C = C(a, B).

Proof. Let I, 1, 1,2, Ip,1 and Ig» be defined as in the proof of Lemma 6.1.
Consider /,,. For 61,60, € T,

Ir2(61) — 12(62)
= % /T [P(D(62. 6, + §),6) = P(D(61, 61 +£).6)] (¥ (61 + &) — ¥(01)) d&

+ %w(el)/T P(D(s. 0y + £).€) — P(D(61. 6, +£).£) dE

5 [P (5:6) = P0®02+ 6.0 (462 + &)~ wior + ) a

=t L1+ L2o+ 123 (6.12)
Following the argument of (6.6) and (6.7),

LS SG [
aal <€ [ s [~ o | P IVl en s

.
< Cllen [ 5250 10001 (W ew + ) a5

< Cloy —ez|ﬂ;<mo+Mo)||w||¢ﬁ, (6.13)

and similarly,

.
12,31 < Cl6; — 6,/F - =m0+ Mo) [/l - (6.14)
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To handle I », we first note that

/TP(Dwz,ez 1 8).6)— P(D(61.6, +£).£) dE

= /TP(D(Gz, 02 +£).§) — P(D(02,605),§) — P(D(61, 61 +§).£) + P(D(61,61).5) dé.
(6.15)

We may bound the integrands in (6.15) as follows. By the mean value theorem and Lemma A.1,

|P(D(62,0; + £).€§) — P(D(62,62).€) — P(D(61.61 +§).§) + P(D(61.,61).£)|

< WCngqD(ez,ez 1+ E) = D02, 60)| + | D16+ E) — D(O1.61)])
_ CEP

Spre rifles (6.16)

where 8/ € (0,1) is to be determined. Here we used the bound |d;P| < C(§% + £2)~! since
D < 1— Cé (see the proof of Lemma 6.1). Alternatively,

|P(D(92, 62 + f)é) - P(D(eh 61 + 5)5) - P(D(Qz, 92)75) + P(D(el»el)»é:”

< m(ID(Gz, 02 +§) — D(61,61 + £)| + [D(62, 62) — D(61,61)])
C r , ,
Spie "0 = Ol |zoe + [ H [ Lo0). (6.17)

If |6; — 65| = 8, by (6.15) and (6.16),

' [T P(D(602,02 +£).§) = P(D(61. 61 +£).£) d§ s%HHHC-B/S”’*ﬁﬂwl—92|”. (6.18)

Otherwise, if |#; — 62| < 8, we deduce by (6.15) and (6.17) that

Cr _
< 101 = 0P 5P (I oo + | H o).

(6.19)

Recall that B < 135, so we take B/ = w Combining these estimates with the definition of

I, .7 in (6.12), by interpolation inequality,

'/Tp(z)(ez,ez +8).8) = P(D(61, 61 +£).£) d&

Cr — / 14
[Irazl < —-16h = 0212 [V llzoe (87 (Ihllzoe + | Hllzoo) + B o + 1 H lga)-  (6.20)

Combining this with (6.12)—(6.14), we obtain that

Cr Cr _
Hr2llgs < —(mo+ Mo)l[Vll¢s + ?IIWIILoo(S Ylhllzoe + 1H NIzoo) + 1A | o + 1 H [l ¢ar)-
(6.21)
The estimate for /g, can be derived in the same manner. O
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Lemma 6.3 Assume h € WVH(T) and H € W?P(T) for some p € (1,00), satisfying that
mo + My < 1. Then

1 -
Fer(8)- Kyt + 5P v =)

l

W1.p(T)

) _
feo®) - Kyy¥ — — Qg x (¥ - w“w (M
Lp(T

Cr " /
< = (IH Lo ¥z + (mo + Mo)llYll2r).  (622)

where C = C(p).

Proof. Let I, 1, 1,5, Ip,1 and Ig » be defined as in the proof of Lemma 6.1.
We calculate that

1200 =5 [ [P (5:8) - P00 w6+ oras -5 [ a0 w6 +0ds 629

Arguing as in (6.6) and (6.7),
H/ =€) =P85y (9+s)dsu < L5 hllos + 1 H ) ¥ e, (629)

For the second term in I, ,, we derive by Lemma A.1 that

/asP(D,s)aa—gwms)ds
T

_/'®)
f(0)
_S'0) [39(D.§)
fO) Jr 0
1'(6)
70 sQ(D 5) 5% W(9+§)d§
=: Ir,z,a + Ir,z’b + Ir,z,c. (6.25)

DasP(D,E)I/f(é’Jré)déJr/asP(D E)—g Y0 +§)dé
T T

V(O +8dé+ / 3sP(D,§‘)¥W(9 +8)d§

Here %?’E) denotes total derivative of Q(D(6, 0 + £), &) with respect to &.
We integrate by parts in /5 .. Arguing as in (6.24),

I1aalir < Cltle (| [ [00.6)- 0 (5.6)]

tloy w'nu)
Lr
Cr _
< 7llh’llm5 YIlLee + IH L)W lLe + C 1B Lo || Py + HY'[[Lr.  (6.26)
Using the fact that H’ has mean zero on T, we derive that

Py« Hy' = /T (P4 (&) = Py (0) Hy' (6 - ) dE. 6.27)
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By Young’s inequality,

Cr
1Py % HY I < /T |PR® = Pp(n)| de- 19 e < 201 I (628)
Therefore,
Cr ., ,
Mr2allr < Il 9 )L (6.29)
Next we deal with I, 5 . Since
oD F'(0+¢)
— =-D— >~ 6.30
o€ FO+% (6:30)
we find by Lemma A.1 that
F'(6+¢
Loy =— | DOP(D, 0)d
2p == [ DUPD.O TG (e +0)de

=—[T[3Q(D’g)—a 0(D. s>3—D} FV ¢ + 0)ae

a€ & F
9 D 2
- [ P+ 0)a
v 0
__[90(D.§) F'y IP(D.§) F’Zl/f
_ /T—ag (E+9)d§+/T i &+ 0) dt
F/
/3 P(D, é) E 2 (é +0)dE. (6.31)
Arguing as in (6.26)—(6.29),
99(D.§) F w IP(D.§) FQI//
[ L
Cr|F'y Cr || F?y
s R HW‘P R F? ‘WU’

< ?(”H””L”HW”L“ + I H ||zeo|¥lr).  (6.32)

We notice that the last term in (6.3 1), which has not been bounded, is in a similar form as the original
1,5 p. Following (6.31) and (6.32), it is not difficult to argue by induction that for all k € N,

1172.6lLr
Cr . 0D F'*
T OH oo + 1 Vo9 ler) + | [ 0P(D.6) 55 T € + 0) e
LP
S Cr [ d EdE S
H o H'||po — .
T 4 1 e len) + [ 55 (P )

(6.33)
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Here the constants C are uniformly bounded in k provided the smallness of H. Since My < 1, we
take k — oo and obtain

Cr
I 1r26llLr < 7(||1T1’"||Lﬂ||1ﬂ||Loo + | H ||z |1V lIL7). (6.34)

[ 1r,2.c|l» can be estimated in a similar manner, so is ||/ , [~ O

Estimates for the operator Xj ,, can be derived in a similar manner.

Lemma 6.4 1. Under the assumptions of Lemma 6.1,

_ 1 _
H Fey(6) Ky~ = 3= Py %~ )

Leo(T)
1 —
T ”Feg(e) Kyy¥ = =0 * (W = V)

Cr
R

Leoo(T)

57 (I llzee + 1H lzoe) 1 lzee,  (6.35)

<

~

where C is a universal constant.
2. Under the assumptions of Lemma 6.2,

1 _
H Fey(6)- Ky = 5 Pp % (¥ =)

1 _
+ ”Feg(Q)-/Cy,yl// — 0 kWD)

CB(T) CA(T)
Cr Cr _

< 7(’710 + MoV llgs + 7||W||Loo(8 Y(Ihllzoe + 1H |[zo0) + 1 | o + 1H | ¢a)

(6.36)

where C = C(«, B).
3. Assume h € WP (T) for some p € (1,00) and H € W1(T), satisfying that mg + My < 1.
Then

1 _
H Fer(®) Kyl = Pp# (9 - w>HW1 o

+ HFE@(@) Ky — %Q% * (Y — 1&)”

W1.r(T)
Cr, ,
< o (W lLe Y llzee + (mo + Mo)¥/llr).  (6.37)
where C = C(p).

Proof. We derive as in Lemma 6.1.

20 F (0)er(9) - Ky — 2%
1 - 1 0 +
=5 [P (e wero-iaes [[r(FEE20) - () [ve+ o
(6.38)
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and

2nF(0)eg(0) - Ky ¥
- 0
——; [e (g wero-nac+; [[o(fe)-0(Le) | ve+oae
(6.39)

Then the desired estimate can be proved by arguing as in Lemmas 6.1-6.3. O

Lastly, for those convolution terms on the left hand sides of the estimates in Lemmas 6.1-6.4,
we have that

Lemma 6.5 For B € (0, 1), we have

_ 4 _
1Py (0 =Dl < o9 =Pl (6.40)
107 % (¥ =)L < Cl¥ g, (6.41)
and
- dr
[P (¥ —=V)l¢s < R—_HHWHC’B, (6.42)
104 * (W —=P)lles < ClYllgs (6.43)

where these two constants C depend on . Moreover, for p € (1, 00),

_ 4 ,
1Pg % = Dlirs < 1V e (6.44)
195 * (W =)y, <ClIY e, (6.45)
where C depends on p.
Proof. Since
Prx(y—v)= fT(P% (&) = Pg(m) (¥ (0 —§) — V) dé. (6.46)

and Pz (§) = Pz (), we have that

- - drrr -
1Ps % (=)o < Y —Fllzoo / PR®) = Pp(m)ds = =2y =V, (647)
T +r
Since Q r. has integral zero over T, by Lemma A.1,

B
<ClWlen [ 555 d€ < Cllea.

(6.48)

104 % (¥ — )| = ‘/T 04 & (W6~ — y(0) de
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It is straightforward to derive that for 61,6, € T,
[Py % (¢ = 9)(61) — Py, % (= 7)(62)]
= ' /1r (Py,(€) = Py (m)) (¥ (61 — &) — ¥ (62 — §)) dE

< W lesltr — 6:1F. (649)
Moreover, by Young’s inequality,
- 4rr
15 & =Dlirn = (P = Pr) ¥l < g1Vl (6.50)
The estimates involving Q% follows from the fact Q% = HPy. Note that the boundedness

of Hilbert transform on C#(T) can be justified by that of its counterpart on C#(R) with some
adaptation. O

7. Existence, uniqueness and estimates for [¢] and ¢

This section aims at establishing well-definedness, regularity and estimates for [¢], and ¢. The main
approach is to apply a fixed-point argument to the static equations (2.33) and (2.34), by using many
estimates in Sections 3-0.

With the domain determined by r, R, h and H, let p be defined by (3.4) and (3.5), and let the
radially symmetric solution p, be defined as in (3.8). Recall that ¢, and ¢ are defined in (2.22). In
fact, cx = —pu|Vp«(r7)| and ¢x = —v|V p«(R)|, so their estimates can be found in Lemma 3.1.
Also recall that Sy = %P% * ¢ defined in (2.38). Then HSY = % Qr * ¥ thanks to
Lemma A.1.

In the spirit of the linearized equations (2.43) and (2.44), we rewrite (2.33) and (2.34) as

[0 —2A4cs [ — AS¢' = Ryyy (7.1)
¢ +28,F' — Slgl = Ry, (12)

where

Rigy 1= 241" 0) (e, - V(I % )ly —c2) + 241 (O)eq - V(I % g,

1
+24y"(0)L - K, [o] + 24 (y/(e)l Ky — 53¢’) : (7.3)
Ry :=—2F(e, - V(I * )|y —¢x) —2Feg - V(I % g)|5
1
=27/ Ko =2 (7O Kbl + 55T ) (.4

In what follows, we will need to apply the lemmas in Section 4 with go = G(p(X)) xB, (X). For
that purpose, according to (4.50) and (4.76), we define

1 - ~
¢=-7— s G(p(X))dX, ¢=—c. (7.5)

We can show the following relation between ¢ and c.
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Lemma 7.1 Let ¢« and c be defined in (2.22) and (7.5), respectively. Then under the assumption
mo + My < 1,

lc — ¢« < Cr(mo + Mo)(8R*)V/2, (7.6)
where C = C(u, v, G).

Proof. Thanks to the C !-smoothness of G,
lc — c4l gcrl/ |p— p«|dX. (7.7
By

If r = R/2, by Lemma 3.3, Holder’s inequality and Poincaré inequality,
e —cul < ClIp = palliasry < CRIV(F = po)llz2szy < CR(mo + Mo)(R*)'2. (7.8)

Since r and R are comparable, the desired estimate follows.
Otherwise, the estimate follows from (3.43). O]

Then we turn to prove that the static equations (2.33) and (2.34) have solutions [¢]" and ¢’.

Proposition 7.2 Let 8’ € (0,1) and B € (0, %;3,). Suppose h, H € CVF'(T), such that
mo + Mo + ”h/”Cl’/ + ”H/”Cﬁ/ < 1, (7.9)

where the smallness depends on |, v, B and B'. Then there exist unique [¢],¢' € CP(T)
solving (2.33) and (2.34), or equivalently (7.1)—(7.4). They satisfy that

eV les + 19 les < Clexlr(IHlles + 1H les) + Cr2 (8P 111 | gs + (mo + Mo)(1 + SR*)'/?)
=. Nl,ﬂ’ (710)

where C = C(u,v,G, B, B).

Proof. We will first derive a priori estimates for [¢]’ and ¢’, and then briefly discuss the proof of
their existence and uniqueness at the end.

By Lemmas 3.3, 4.4 and 4.7 (with p = (1 — )™ '), the C'-smoothness of G and the smallness
of h,

£ (er - V(I * @)ly —)l¢p + | feg - VI * @)yl s
< |\ flgsller - VU % @)y —cllLee + 1 f Lo ller - VT % @)y o
+ 1 fll¢gelleg - V(I * @)lyllLee + | fllLeelles - VI * )y lyirr.»
< Cr2|H | g5 (mod| 8| + V(5 — p)llz2(s,))
+ Cr¥(mp + V(5 — pe)llL2(8,))
< Cr?(mg + (mo + Mo)(8R?)'?). (7.11)



242 I. KIM AND J. TONG

On the other hand, for 8 € (0, %},,), by Lemmas 5.1, 6.1, 6.2 and 6.5,

1
17O oY o + |V O K0 = 550/
2 B

< ClIH N egslle) llcs + M@l Lo 17l ¢s IR | o)
+ 1/ flesll feo - Kyl + 1 £/ fllLeell feo - Ky 3¢ ll o

1
fer - IC)/,)7¢/ + _S¢/
2 Ch

< Clh lgslle) s + Clmo + Mo + Wl ¢ + IH s 19 I ¢ (7.12)

y

where C = C(8, B’). Hence, by (7.3), Lemma 7.1 and the fact that |A] < 1,
IRy lles < 1AIC(B, B")(mo + Mo + [l ¢or + 1 H Nl @519l ¢
+ CB. BN Nl esllle) lgs + Cr3(mp + (mo + Mo)BR?)V/?),  (7.13)
and thus by (7.1),
2r
e len <141 (77 + COB.BYma + Mo+ Wl + 17 lew) ) 16 e
+ CB. BN Nl gsllle) s + Cleslri |l gs + Cr?(mp + (mo + Mo)(SR*)V/?),  (7.14)

where C = C(u, v, G, B, B) unless otherwise stated.
Similarly, by Lemmas 3.3, 4.9 and 4.12,

[ F'(e,-V(I" % ) = O)slles + 1Feq - VI * &)yl
< || F'llgsller - VI % @)y = EllLee + | F'llLeeller - VI % )15 1l4ir1.p
+ IFll¢slles - VI * @)l5llLee + [|FllLselleg - V(I * )5 llyir1.p
< Cr¥(mo + My)(1 + §R*)V/2, (7.15)

By Lemmas 5.1, 6.4 and 6.5,

1
1760 K58l + |7/ O bl + 35|

S CIH Nl es (9" lcs + 19 Lo 1 H I 61 H || o)
+ IF'/Fll¢ell Feo - Kyylel llee + IIF'/FllrocllFeg - Ky lo) o5

/! 1 I
+ | Fer g0t - 3500

ol
S CIH sl s + C(mo + Mo + 1h | gar + IH [l o) o) I o5 (7.16)
where C = C(8, ’). Combining them with (7.2), (7.4) and Lemma 7.1, we obtain that

IRe llgs < CB. B')(mo + Mo + |1 || s + |1 H Il g ) 0] Il ¢
+ CBBNH | 2619l cs + Cr(mo + Mo)(1 + SRV, (7.17)
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and

2
16l en < (—’ - C(B.B)mo+ Mo+ || oy + ||H/||¢B/)) el s

R+r
+CB.BINH 619l ¢s
+ C|ERIH | g6 + Cr¥(mo + Mo)(1 + R?)'/?, (7.18)

where C = C(u,v, G, 8, 8).

Since |A| < 1 and ¢4 = %c*, by the smallness assumption (7.9), we combine (7.14) and (7.18)
to obtain (7.10).

Let us briefly explain the proof of existence and uniqueness of [¢] and ¢’. Let V denote the
space of C#(T)-functions with mean zero. Take  and H satisfying the assumptions. According
to (7.1) and (7.2), define a map from V' x V to itself by

(], ¢") (2Ac*f/ + ASY' + Ripy. =26+ F' + Slp] + R¢/) . (7.19)

Thanks to the estimates above, one can easily show that the map is well-defined and it is a
contraction mapping provided the smallness of & and H. Then the existence and uniqueness of
([¢]', @) follow. O

Proposition 7.3 Let p' € (0.1), B € (0. {£5;) and p € [2.00). Suppose h, H € C1¥' n w22 (T),
such that
mo 4+ Mo + ||| s + [ H'lopr < 1, (7.20)

where the smallness depends on |, v, p, B and B'. Then [¢] and ¢’ obtained in Proposition 7.2
also belong to WP (T). They satisfy

el e + 19"l
< Clewlr(11 e + I1H" |Lr)
+ Cr2(1+ |1 Lo + 1 H lLo) (8P |1 | g5 + (mo + Mo)(1 + 8R*)'/?)
=: Nz p, (7.21)

where C = C(u,v, p, G, B, B).

Proof. The proof is similar to that of Proposition 7.2.
Let ¢ and ¢ be defined as in (7.5). We proceed as before.

1 (er-V (I % g)ly = lyirrn + [ feo - VI % )yl
<N yrpller - VT % @)y —cliee 4+ 1. f ILeller - VI % @)y llyirr.p
+ 1 e lles - VI * @)lyllLee + [ fllLoelles - VI * @)lyllyirr.»
< Cr2 |\ |e (mod| 8| + V(P — po)llr2cs,))
+ Cr¥(mpg + V(5 — pe)llL2(8,))
< Cr288 ||| s + Cr2(+ | |Le)(mo + Mo)(1 + 8R?)1/2, (7.22)
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where C = C(u, v, p, G, ), and by Lemma 5.2 and Lemma 6.3,

/ / / 4 1 /
1Y @Ky le) i + | V'O - Ky 5¢" = SS¢'|
2 wl.p

S CIA e ) e (14 1A l¢p) + CUR e @) les + 17 Lo lll@]”lLr)
+ 1L ol fea - Kygd'liLee + ILf/fllLell feo - Ky 59 lirr.p
fer Ky 50 + %&p’ .
< C(I"lLr @) Nl es + 1A lLoo )" [l27)
+ ClA" Iz 19 | ¢s + ClIH L= ll¢” |ILr
+ C(I[H" |2 19"l + (mo + Mo)ll¢" |IL»)
< C(mo + Mo)||¢" lLe + C B ||Lo=[¢]” | Lr
+ C(I" lILe + 1 H" |l2) (o) es + 18l ¢s) (7.23)

|

where C = C(p, ). Combining them with (7.1) and (7.3), by Lemma 6.5 and Lemma 7.1

IRyl < C(p. BY(mo + Mo)lI¢"[lLr + C(p. BN |2 lllg]"l|r
+ CUR" IlLe + 1H ILo) @) les + 10"l 6)
+ Cr28P W llgs + Cr2(L+ 1B L) (mo + Mo)(1 + 8RP)'/?, (7.24)

and thus

2|4
o < (355 + COo B+ Mo) ) 167 o -+ Clp. YN el o
O + TH L) (1) s + 191 e)

+ Clewlr Bl + Cr28P |1 | g5 + Cr2(1+ |1 |[Lr)(mo + Mo)(1 + §R?)V/2,
(7.25)

where C = C(u, v, p, G, B) unless otherwise stated.
Moreover,

[ F'(er V(I % &) =gl + | Feg - V(I % 27 ll4i1.0
<N F'llrpller - VI % @)l = EllLee + | Fllsoller - VI * )151lyir1.p
+ 1Fllyirrplles - VI % @)lgllLee + | FllLeelleg - V(I % @)l51l4i1.p
< Cr2(1 + ||H" ||Lr)(mo + Mo)(1 + SR*)V/?, (7.26)
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where C = C(p, G, B), and
~/ 1 / ~/ 1 / 1 /
17 (0)~ - K5d lyirr.o + |7(O) - Ky ple] + 53[“’] ,
wl.p
S CIH" Lo ¢ oo (1 4+ 1 H l¢s) + CIH ILr 19 | ¢s + 1 H I 6" |r)
+ |1F'/Fllyir0llFeg - Ky ylo) Lo + | F'/FllLs || Feg - Ky (0] 1.0
1
Fer - Ky ylol = 58l |
wl.p
< C(mo + Mo)ll[pl”llLr + CIH'||Le<]l¢” |ILr

+ C(IR" Iz + 1 H |l22) (19 | @ + @] Il ¢s) (7.27)
where C = C(p, B). Hence, by (7.2), (7.4), Lemma 6.5 and Lemma 7.1, with C = C(p, G, B),
IRy llLr < C(p, B)(mo + Mo)ll[@]"llLr + C(p, BIIH||Lx 9" |r

+ C(Ih" e + 1 H o) (19l es + @) | e5)
+ Cr2(1+ | H" ||Lr)(mo + Mo)(1 + SR?)V/2, (7.28)

g

and

19 r < (% + C(p. )mo + MO>) ) Ir + Cp.BIH = 1¢”

+ C(I" I + 1 H |lLr) (19 | e + M) ll¢s)
+ CIE«|RIIH" |Lr + Cr2(1 + | H" | Lr)(mo + Mo)(1 + 8R*)'/2. (7.29)
Since |A| < 1 and my + My < 1, we combine (7.25) and (7.29) to obtain that

Il@l" e + ll¢" e
< C(IW"lLe + I1H  |l2) @) | + 119 Il¢s) + Clexlr (1A ILe + 1H  ||L»)
+Cr28B 1 || gp + Cr2( + | ||Lr + I1H” o) (mo + Mo)(1 + 8R?)Y/2, (7.30)

where C = C(u, v, p, G, B). Applying Proposition 7.2 yields the desired estimate.

To prove [¢]’, ¢’ € WL-P(T), we simply define V to be the space of mean-zero C# N W1-2(T)-
functions. One can show that the map in (7.19) is well-defined from V x V to itself and it is a
contraction mapping, provided smallness of 4 and H . O

Lemma 7.4 Under the assumptions of Proposition 7.3,

IRy lles + IRy lles < Clealr (10 s + I1H I ¢sr)”
+ Cr2 (8|0 | o5 + (mo + Mo)(1 + 8R®'?), (7.31)
and
IRty llyir1.o + IR 1.
< Cleslr (A" e + HH Lr) (18 s + I1H | ¢5)
+ Cr2(L+ A" Lo + [H" |Lo) (8P I lgs + (mo + Mo)(1 4 5R*)'/?)

=: Nz,p, (7.32)

where C = C(u,v, p, G, B, B).
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Proof. The estimates immediately follow by combining (7.13), (7.17), (7.24) and (7.28) with

Proposition 7.2, Proposition 7.3 and Lemma 3.1.

8. Local existence

In this section, we prove existence of local solutions of (2.16)—(2.18).

8.1 Preliminaries

Inspired by (2.45) and (2.46), we may rewrite (2.16) and (2.17) as

. Ac 1+ 4 1
g+ & = Ly 2 - S RSy 4 SRy,
r r 2r r
G G iy Loy 1
0 H + 5 =4 2H — < 1Sl + o Ra,
where
1 i
Rp:=——=y(0) - KyRipy
S
- (%;/(9) Ky (2Acy '+ ASH') — ziﬂ(zAc* ya AS¢/))
r
1 - 1
+(FI0 ol O +e) = (57O K - S Hse).
and

1
Rip = —57'(60) - Ky Ry
1
— (%)7/(9) - Ky(=2¢+F' + Slg]) — ﬁﬂ(—ZCN'* F'+ S[gz)]/))
1 1 1
+(FV 0l 7O +8) = (£70) Kyl - SHSlel ).

For future use, we also denote

~ 1+ A4 ' ~ 1 ’
Ry = —THS¢ + Ry, Ru:= _ﬁﬂs[(/)] + Ru.

We need estimates for Ry, and Ry .
Lemma 8.1 Under the assumptions of Proposition 7.3,
rIRulyirt.o + RIR# 1o < C N2 p,

where C = C(u,v, p,G, B, B).

O

8.1

(8.2)

(8.3)

8.4)

(8.5)

(8.6)
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Proof. By (7.1), Riy) has zero integral on T. By Lemma 5.3 and Lemma 7.4,
1Y/ ©) - Ky Rigy 1o < ClIRy lyirr.r + CIR 2 IRy s < C Nap. 8.7)

When )’ and v are Holder continuous on T and / satisfies the smallness assumption, one can
rigorously show that

d[1
YKo =4 |3 [tr© =@ as|. 55)
and thus it has mean zero on T. Hence, by Poincaré inequality and (8.7),
1F 1Y 0) - Ky Rigy lyirn.r < Cr'Na . (8.9)
Similarly,
H f wl.p

2 (y’(e) Ky QAcy 1+ ASP') — —7—[(2Ac* f+ AS¢’)) H

ng
(57 -=)

S Crt W |lLo|24ck f" + ASY ¢ + Cr‘lmo||2Ac*f + AS¢'lj1.p
<SCr'Nyp. (8.10)

wi.r

By Lemmas 3.3, 4.4 and 4.7,

£V % 9y v/ () + cxllyirn
SCISf /fllyirrpllea - VT % @)lyllee + CILf "/ fllLeelles - VI * )y llyirr.»
+ ller - VI % Dy llyir.n
S Cr||h" || (mo8| Ind| + V(5 — pe)llL2cs,))
+ Cr(mg + IV(p — pe)llL2B,))
<Cr7'N,,. (8.11)

Finally, by Lemmas 6.1, 6.3 and 6.5,

1
y'(0) - ]Cy,yfp )

|7

wl.p

, 1
feo - Kyyd — 5
+ Crhllyroo [HS 1.

< Cr (I Lo 191z + (mo + M)|@"lLr) + Cr K o ¢/ l1Los
<CrR,, (8.12)

Crotilfer - Ky 59 lyirt.n

Combining these estimates with (8.3), we obtain the estimate for Ry, in (8.6).
The estimate for Ry can be derived in a similar manner. O
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We shall also need bounds for integrals of Ry, and Ry on T.

Lemma 8.2 Under the assumptions of Proposition 7.3,

/th0‘+R‘/RHd9
T T

where C = C(u,v, p,G, B, B).

< C(|[hllLes + [ Hl|Loo) N2, p + Cr?(mo + Mo)(1 + 8R*)'/2,
(8.13)

r

Proof. We shall again use the fact that, provided y’, 7" and ¢ to be Holder continuous on T,

- Ky, G- Kyv), (v -K,59), (7' - Ky,,¥) have integrals 0 on T. (8.14)

This is because they all can be represented as 6-derivatives of certain quantities as in (8.8).
Applying this fact to (8.3),

/ Rpdf = / (l — i) (7/’(9) Ky (Roy + 24cy f1 + Aqu’)) deo
T T\r f

—i—A(—e,-V(F*g)b,+c*)d9+/Tf769~V(F*g)|yd9
1

1 ’ Y
+ A (; - 7) V' (0) - Ky’ do. (8.15)

By (7.1), Poincaré inequality, Lemmas 3.3, 4.4, 5.3, 6.1, 6.5 and 7.1, as well as Propositions 7.2
and 7.3, we derive that

/thO
T

< Crtfalizelly' @) - Kylo) .o

+ Clley - V(I' * g)|y — cxlloe + Cl [|Loolleq - V(I x &)y llLoe
+ Crthllzes (17 oo |l fer - Ky los + |l feo - Ky llLeo)
< CrYAlees (17" Lo @) I ¢s + )" llzr)
+ Cr(mo8|In8| + (mo + Mo)(8R?)'/?)
+ Crt|hllzeo (87 (Ikllzoe + I H L) Lo + 18l ¢5)
< CroY\h|es Nap + Cr(mo + Mo)(1 + 8R?)1/?, (8.16)

where C = C(u, v, p,G, B, B).
The estimate for the fT R can be derived similarly. O

8.2 Proof of existence of local solutions

Now we are ready to show existence of local solutions.

Proof of Theorem 2.1. The proof is an application of the Schauder fixed-point theorem.
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STEP 1 (Setup) Let § be chosen according to (2.23). Also recall that e = 1 — 2, and ¢ > 0 and M
are given in (2.24). We assume M < 1. The exact smallness of M will be specified later.
With 0 < 7' < min{1, §M } to be determined, we define

]WZ"’ N Cpo,r1C*(T) : v, € LE . WHP(T),

[0.7]

Xpr = {v € Lﬁ)’T

U|t=0 =0, ”v”C[o,T]LOO(T) < 8M,

. . . —o+te
”v”Lﬁ)‘T]sz(T) + ”v”C[o’T]CL“(’H‘) + ”vt”l‘[l()),T]Wl'p(T) <6 M} (8.17)

Xum,r is a non-empty, convex, closed subset of {v € Cpo,rjC"*(T) : v, € Lfg’T]Wl’P (T)}. Take

a’ € (0, a) to be determined. Denote
Z = L 1, C (D). (8.18)
By Aubin-Lions Lemma [46], the embedding

{veConC"T): v € Lﬁ)jT]Wl’P(T)} —Z (8.19)

is compact, so Xz, is compact in Z. In what follows, we shall apply Schauder fixed-point theorem
on

Acx Cxl Cx 5 t
Yur = (e_’t(_A)l/zho - % + XM,T) X (ekt(_A)l/zHo - % + XM,T) . (8.20)

which is a non-empty, convex, compact subset of Z x Z.

STEP 2 (Estimates for elements in Yas,7) Take (h, H) € Yy, r. By the definition of X377 and
Lemma 3.1,

_ Ak, A\1/2 lex|T
Illcg ryzoom < He SR HLOO(T) + 5 M < CGM. (821)

By the definition of the W2 pp (T)-seminorm in (2.20),

1
r P _ _
rllzp w2y < (W) 1roll 2 b o gy #8757 M < Cpopv.r/lex)S™ M. (822)
’ *

Moreover, W2 5P (T) — hL*(T) [47, §2.7], where h1:*(T) is the closure of C°°(T) in the C 1*-

topology. So e~ (=AY

2h0 is continuous in ¢ valued in C !**(T) and hence
e pyeram < Iholleraw +84M < C(p)§**M. (8.23)

Applying interpolation to (8.21) and (8.23) yields

1+a—s¢

”h”C[o,T]C-'Lﬁ/(T) < C(G,p)gl— T+a (1+ﬂ’)M_ (824)

Hence, taking
pl=— (8.25)
l4+a—c¢
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we find that
||h||c[0'T]C1,B’(1r) < C(G,p)M. (8.26)
Similarly,
”H”C[()’T]LOO(T) < C(G)SM’ (827)
”H”Lf6 W22 (D) < C(p, R/|c~*|)3—a+sM, (8.28)
”H”C[O.T]CLO‘(T) < C(P)S_OH_SMv (8.29)
and, with the same ' as above,
”H”C[O,T]CIW(T) < C(G, p)M. (8.30)

In what follows, we shall assume M to be suitably small, which depends on p and G, so
that (8.21), (8.23), (8.26), (8.27), (8.29) and (8.30) implies that for (h, H) € Yy,

sup (mia + Mia + | llgp + 1H o) < C(G.p)M < 1. (8.31)
t€[0,T]

STEP 3 (Construction of a map on Yys,7) Inspired by (8.1) and (8.2), for given (h, H) € Yy,1, we
let (h+, Hy) solve
Acx

1 ~

¢ 1 -
3, Hy =§*(—A)1/2HT + R, Hi|i=o = 0. (8.33)

Recall that 7~2h and 7~2H are defined in (8.5), which are uniquely determined by (h, H) via (2.33)
(cf. Proposition 7.3), (2.34), (8.3) and (8.4). Then let

-~ cx t Ex Cxl
(h, H) = (e_Arl(—A)l/zhO _ CT 4y, e TN % 4 HT) . (834

A fixed-point of the map 7 : (h, H) > (ﬁ, H) is then a solution of (8.1) and (8.2).
We shall show that 7 is continuous from Yy, 7 to itself in the topology of Z x Z and then apply
Schauder fixed-point theorem. It suffices to prove that:

e the map 7' : (h,H) +— (hy, Hy) is well-defined as a continuous function on Y7 in the
topology of Z x Z, and
o (hy, Hy) € Xm,r x Xp,1 for properly chosen M and T.

STEP 4 (Continuity of 7’) We choose o’ < a” < min{%, a}. By (8.1) and (8.2),
(Ru Rer) = (rdch + cx + Acs(—A)?h, RI H + ¢4 — éx(—2)VV2H). (8.35)

By (8.31) and Lemma 3.4, provided that M <« 1 which depends on p, G and «”, for any pair
(h1, Hy), (h2, H2) € Ym,T,

IRhy =R llg . cary + IREy = Rialipes, camy

< C@", 110,17, R, G) - dyr((hy, Hy), (ha, Ha)), (8.36)
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where
da”((hl, Hl), (l’lz, H2)) = ||]’11 — h2||Lc>o CI,OZH(’I[‘) + ”H] — H2||Loo Clv“”(’]l‘)' (837)

We abbreviate 1t as dy~ if it incurs no confusion. By takmg h, = H, = 0in (8. 36) which
corresponds to ha = RH2 = 0, we show that Rhl,RHl € L[0 T]C"‘ (’]I‘) So are ha and

RHZ. Following a similar argument, we may apply Lemma 3.4 to different time slices of h; and Hj,
and use the time continuity h;, H; € Cjo,71C Le” (T to prove 7~€hi , 7%1'11‘ € C[O,T]C"‘” (T).

Let (h; 1, H;+) (i = 1,2) be the unique solution of (8.32) and (8.33) in Z x Z corresponding
to (h;, H;) € Yy, 7. By Lemma A.7 and (8.36),

15 = h2tll oy perarm < €@ 0" w07, R G) - dar. (8.38)
On the other hand, let h_i,T = % Sy hiy dB. By (8.32) and (8.36),

”I;I,T - ]/_12,T||C[0~T]Loo(11‘) < Cr_l ”7%’]11 - 7§’]’lz ”C[(),T]Ca”(T) < C(a”, u, Vv, r, R’ G) ° dOt”' (839)

Combining this with (8.38), we use interpolation as well as (8.21), (8.23), (8.27) and (8.29) to derive
that

s = h2tll o pcrarny < C@ @ v, R, G)-dbal=?
<Ccw@.a”, p,pu,v,r,R,G)- da,, (8.40)

where 6 = 7= a,. Similarly, ||H;+ — H257||C[0’T]C1_a/(T) enjoys the same bound. This proves

(Holder) continuity of 7" in Y3z 7 in the topology of Z x Z.
In fact, if one improves Lemma A.7, it can be shown that 7~ is log-Lipschitz continuous in Yas, 7
in the topology of Z x Z. We omit the details although it may be of independent interest.

STEP 5 (Justification of (h+, H+) € Xpm,r X Xp,1) Let B be taken as before, and let § = BT/ <
T f 57 It is not difficult to show that
1+l

IHSY i1 < CUSY lyirp < CEPT DY | . (8.41)

Combining with Lemma 8.1,
1Rilirr + 1R ljrp < Crt (Mo, + 887147 Ny ), (8.42)
Then we derive by Lemma 3.1, Proposition 7.2, Lemma 7.4, (8.22), (8.28) and (8.31) that
||r_17éh||LP Wl,p + ”R_l’]éH”L{(’) T]Wl.p

—1
< Cleulr (||h”||Lf;) er FIH gy ) s (Wl + 1 lex)

O Wy o+ NH Iy o) sup (SP1H e + (mo + Mo)(1 + 8R?)'/2)
: ’ t€l0,T]

_ 1 _
+ CFTHR TP ey r ™ sup (I Nlgs + 1 H |l es)

t€l0,T]

1
+CcsP1 Tl S[upT](Sﬁ 17 | 25 + (mo + Mo)(1 + SR?)1/?)
t€lo,

< O8O M2(1 + SRHY2 + CsB B TVP M(1 + §R?)V2, (8.43)
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where C = C(p, s, i, v, R/|¢«|, G). Here we rewrote the 8- and B’-dependence into dependence
on p and ¢, and used the fact that r /|c.| < R/|C«|. In particular, C does not deteriorate as § becomes
smaller. Hence,

—15 —15 141 —
||r th||sz) T]Wl'p + ”R IRH”L[% T]Wl’p < C(Sﬁ 1+p TI/P + § a+8M)M, (844)

where C = C(p, &, i, v, R/|¢4], G, 8R?).
To this end, applying Lemma A.5 and Lemma A.6 to (8.32) and (8.33), we obtain that
Whslp w2 + 18ehtllLp gt + 1Bl 1ycra
I Hllpp  vr2r + 10 Hellp s + IHtll gy 7y¢10
<C(PrTVP L st M), (8.45)
Here the universal constant C has the same dependence as above. Now we take
< Mu(p.e.p. v, R/|04]. G.6R?) < 1, (8.46)
< Tu(8, p.e v, R/|E4|, G, 8R?) < 1, (8.47)

so that (8.45) becomes

1htlzp o+ 10chtlLe s + At gy o
* ”HT”LfZ).T]Wz'p + HatHT”szxr]Wl"’ + 1 Htllg 7y
<§T*TEM. (8.48)

Note that the smallness needed for M will not be more stringent as § becomes smaller.
Finally, we show (h+, Hy) satisfies the Cjp,71L°°(T)-bound in the definition (8.17) of X7, 7. By
Lemma 8.2, Sobolev inequality and (8.42),

Ir " Rallzoe + IR Razllzoe < Cr>(lhllzee + | H o) Na,p + Clmo + Mo)(1 + 8R*)'/?
+ Cr2(Nap + 8P Ny )
< Cr 3Ny, + 8P 7T 5 Ny p). (8.49)
Following (8.43) and (8.44),

~ ~ _1 _ 1 —
IIf"thllL[l0 Lot ||R_1RH||L[10’T]LOO <CTV P (8P TVP st oMM, (8.50)

Combining this with (8.32) and (8.33), we use the fact e *4"? || Loo_, 100 < 1 to obtain that

1

_1 _ 1 _
Ihsllc ryzoo + I Hillcg qzoemy < CT 77 (88715 T1/P 4 s70Fepr) M, 8.51)

where C = C(p, &, i, v, R/|¢«|, G,8R?). Take Ty in (8.47) even smaller if necessary, so that the
required Cjo,71L°°(T)-bound for (21, Hy) in (8.17) is achieved.
This shows that 7" has its image (h+, Hy) in Xpr,r X X, 7.
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STEP 6 (Existence and estimates) By Schauder fixed-point theorem, the map 7 has a fixed-
point (h, H) € Ya,, which is a mild solution of (8.1) and (8.2). Moreover, the pointwise well-
definedness of 9,/ and 9, H has been readily shown in Step 4, as they are at least in Cjo,7]C o (T),
where o” < min{%, o} is arbitrary. Therefore, (h, H) is a strong solution of (8.1) and (8.2).
Estimates for 4 and H follow from (8.21)—(8.23) and (8.27)—(8.29). For d;h and d; H, we derive

by (8.34), (8.48) and the definition of Wz_%’p (T)-space (2.20),

_Acxk 4o 1/2
19chllep o < 10:e™ 7 CD T hollp v + 10ehtllp s
< COLv.p Okl oy, +5754M, (852
and similarly,
“atH”sz)'T]Wl‘P < C(/’L’ v, p, G)”HO”WZ—%p + 8_a+5M. (853)
L]

8.3 Continuation of the local solutions

A local solution can be extended to longer time intervals as long as f(7') and F(T) still satisfy
the smallness assumption (2.24) on the initial data. We start with the following lemma that links
estimates for f(7) and F(T) when they are treated as new initial datum, with the estimates for f;
and Fy.

Lemma 8.3 Under the assumptions of Theorem 2.1 with M suitably small, let f and F be a local
solution over [0, T). Define f1(0) = f(6,T) and F1(0) = F(0,T). Let

1 1
ry = —/ f](@) d@, R] = —/ FI(Q) d@, (854)
2 T 2 T
and according to (2.19),
S Fr
h(0):=——1, H{0):=——1. (8.55)
1 Ry
Let
- g
= 1_Ll -6 (8.56)
R
Then r1, Ry and 8, satisfy (2.23). Moreover, with some universal constant c=C (p,&, G),
7 U llzoe + 1 H o) + 887 (Il oy oy + I1H1 Ly ) < C(poe GOM.
(8.57)

where M is defined in (2.24) with hy, Hy and 4.

Proof. That ry, Ry and §; satisfy (2.23) is obvious since r, R and § satisfy (2.23).
To show (8.57), we first study 2(7") and H(T). Note that (2.26) readily provides

Y (Ilh(T)llzee + IH(T) ) < C(p, G)M. (8.58)
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A bound for W2 7*?-seminorm of h(T) and H (T) may be derived as follows. Denote hy, =

h—e= PN hoand Hy = H — e 162 Hy By (8.34) and (8.48), they satisfy
Oxhs, 0xHe € WHP([0,T] x T) (8.59)
and
h*|t=0 = H*|t=0 = axh*|t=0 = axH*|t=O =0. (8.60)

We make zero extension of &, and H to the region ¢ < 0O while still denote the extension to be
hs and H,. Then the above properties imply that dy/y, dx Hy € W1P((—o0, T] x T). By trace
theorem (see, e.g., [47, §2.7.2]) and (8.48),

10 A (THI| + 19xHa (Tl .

W= (m) Wb (T)

< C (105hellrt.n oo,y + 105 Hellirt.n (oo,
C (Ihsllzp , iy + 1HsllLp oo
C (I0ehellp , sirney + 10 Halp i)
<C§YtEM. (8.61)

It is noteworthy that the constants C may only depend on p but not on 7. On the other hand, by the
1
definition (2.20) of the W2~ »°?(T)-seminorm,

C*

1/2 1/2
{CD T ho()| +lle” BN Ho(T)|

W2 b () W2 b ()
<ol o g oy + 1Holl oy - (862
Combining this with (2.24) and (8.61), we conclude that
1B e oo gy T I oy ) < CPISTTEM. (8.63)
Thanks to (8.58) and the way ry and R; are defined
‘%—1)+‘%—1 < C(p, G)SM. (8.64)

Assume M, is already small enough, depending on p and G, to guarantee that the right hand side
of the above inequality is sufficiently small and that

16 <681 < ¢l (8.65)
for some universal 0 < ¢; < 1 < ¢,. Hence,
87 (lh1llLeery + I Hillzoory) < €8~ (1A(T)llzoocry + 1H(T)llLoo(my) + C(G)M,  (8.66)

and

s~ (Il + | H

o pores)
< Cp. )8 (10T oy ) + 1Dy ) (B6D

They combined with (8.58) and (8.63) imply (8.57). O

V27 ()
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Proof of Corollary 2.2. We would like to construct a local solution over [0, f] by making successive
continuations.

STEP 1 (Setup) We can always start with fy and Fy satisfying the smallness condition of
Theorem 2.1. To make the notations more systematic, we rewrite r, R and ¢ in Theorem 2.1 as
ro, Ro and 8y, respectively. Let 1o and Hy be defined as in (2.19). Since

0._ ¢—1 —
M® := 85" (IlhollLoo(ny + [ HollLoo(ry) + 65 8(||h0||W2_%,p(T) + ”HO”WZ—%,p(T)) < Mo,
(3.68)

where according to (8.46),
M. := My(p.e.jt.v. Ro/|¢x(ro. Ro)|. G, 80 RY). (8.69)

by Theorem 2.1, there exists a solution ( £°, F°) on [0, #o], where by (8.47),

to < Ti(80, . & it v, Ro/|Ex(ro, Ro)l, G, 8o RS). (8.70)
Define Ty = to.
Suppose we have obtained a solution on [0, Tj_;] for some k € Z, . We define
Jie = f(Tk—1),  Fr(t =0) = F(Tg-1), (8.71)
1 1
ry = —/ fr(0)do, Ry = —/ Fr(0)do. (8.72)
27 T 2 T
Also let
-
(Sk = ]_—rkfl . 8k_1. (873)
Ri—1

With this choice, r, Ry and §y satisfy (2.23). Let hy and Hy be defined by f, Fi, rr and Ry as
in (2.19). Then if

k._ ¢—1 —
M* 1= 5 (koo + | Hllzoocn) + 8272 (el 1 Hil o ) < Mk

5P ()
(8.74)
where
My g := My(p, e, . v, Re/|0x(rk. Ri)|, G, 8k RE). (8.75)
Theorem 2.1 claims that there exists a solution ( f*, F¥) on [0, 7], where by (8.47),
tic < Tu(8. p. & 1o v, Ric/|Cx(rie, Ri)|, G, 8k R ). (8.76)

To this end, we let Ty = Tx_; + %, and define f(t) = f¥(t — Ty—1) and F(t) = FF(t — Tx_y)
for ¢ € [Ty—1, Tx]. Then it is easy to verify that (f, F) is a local strong solution on [0, Ty].

Starting from the initial data, if we are able to make such continuation until 7x > T for some
finite K, then we prove the existence of a strong solution on [0, T']. Otherwise,

1. either (8.74) is first violated for some finite K« (depending on the initial data) with Tk, < T:
2. or we are able to make continuation for infinitely many times but still can not reach 7. This
implies that for all k € N, T;, < T and (8.74) holds, while

klim Ti(8k. po &, b, v, Ric/10x(rie, Ri)|. G, 8k R7) = 0. (8.77)
—>00
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We are going to show that both of them would not occur if we take initial datum /¢ and Hy to be
sufficiently small.

STEP 2 (A priori estimates for configurations staying almost circular) Consider an arbitrary k such
that T < T and (8.74) holds for all numbers from 0 to k. We shall first derive upper and lower
bounds for r; and Ry.

Since (8.74) holds, in which M, is sufficiently small, the inner and outer interfaces at times
T_1,--+, Tx— are all sufficiently close to circles (we use the convention 7_; = 0). In this case, we
must have 7y < Ry as the interfaces can not cross by the proof of Theorem 2.1. Moreover, with
some universal constants ¢ and C,

|21 |M? < < Ry <C |27, |2 (8.78)

The increment of |§2| is due to the growth of the tumor, which provides a naive bound for |£2]
d =~ ~
EIQI < G(0)[£2]. (8.79)

Therefore, for all such k, rx and Ry admit an upper bound that only depends on G, |§2¢| and T.
Since the initial data is assumed to satisfy the smallness condition (8.68), |S}0| is comparable with
R(Z) up to universal constants. Hence, the |QO|—dependence can be rewritten as Ry-dependence. We
note that Lemma 3.1 may provide a better upper bound that depends linearly on 7', but the naive
bound here is enough for this qualitative discussion. On the other hand, because of the growth of
the tumor, |27, _, | = [$2o|. This gives a positive lower bound for r; and Ry that only depends on
|£20|, and thus only on r¢ by the same reasoning as above.

To this end, we note that R/|C«(r, R)| is a continuous function in r, R € R4. The continuity
can be justified using Lemma 3.4 with h; = H; = 0 and h; and H; being small constants. Indeed,
|¢x(r, R)| is the speed of the outer interface when the interfaces are concentric circles with radii
r and R, respectively. Therefore, for all such k, Ry /|C«(rx, Ry)| admits positive lower and upper
bounds depending only on w, v, G, rg, Ry and T.

By Remark 3.1, 8¢ R,% has lower and upper bounds that only depend on |29\ 2o |. This together
with the bound for Ry implies that §; has positive lower and upper bounds only depending on G,
ro, Roand T.

By the proof of Theorem 2.1 (cf. (8.47) and (8.51)), T has continuous dependence on §, R /|C«|
and SR2. Combining all the facts above, there is a universal Twx = Tyx (i, v, G, 19, Ry, f) > 0,
such that for all such k,

T (k. p. &, o v, Ric/|0x(rc, Ri)|, G, 8k RR) = Tiewe. (8.80)

This contradicts with (8.77), so case (2) above is ruled out. y
Similarly, there exists a universal My, = My«(i, v, G, 1o, Ro, T) > 0 such that for all such k,

M. (p.e pu, v, Ri/|éx(rk, Rk)|, G, 8k RY) = Mss. (8.81)

STEP 3 (Estimates for total number of continuations) It suffices to consider the case (1) above.
Thanks to (8.80), if (8.74) always holds, we only need to make continuation for finitely many
times to cover the time interval [0, T]. To be more precise, by choosing the longest possible lifespan
of the local solution in each stage of continuation, we can have Ty > T for some N that admits an
upper bound
N < Nax(pt,v, G, 19, Ro, T), (8.82)
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provided that (8.74) is not violated along the way. In order to make (8.74) hold for Ny« times, we
take M sufficiently small (recall that M is defined by &g, Hy and 8y in (2.24)), such that

C(p,e,G)Nv - M < M,,, (8.83)

where C is given in Lemma 8.3 and M. is intgoduced in (8.81). Note that the required smallness
for M only depends on u, v, G, ro, Ro and T'. With (8.83), it is easy to justify by Lemma 8.3
that (8.74) will always be satisfied before the solution is extended beyond 7.

This completes the proof. O

9. Uniqueness

In this section, we prove uniqueness of the local solution under the additional assumption G € C "1,

9.1 Basic setup

We start with basic setups that will be used throughout this section. Let p € (2,00) and ¢ > 0 as
in Theorem 2.1, and & = 1 — %. Let B’ be defined in (8.25) and B = B’/4 as in the proof of local

existence (see step 5). In particular, § < %;3/ and 8 < %.

Suppose there are two solutions f; and F; (i = 1,2) of (2.16)—(2.18) with regularity and
estimates given in Theorem 2.1. We define #; and H; (i = 1,2) as in (2.19). Let mg;, My,
mg,; and My ; be defined as in (3.17), (3.18), (3.45) and (3.46), respectively, and let Amg, AM,,
Amgy and AM,, be defined in (3.47)—(3.50). By virtue of (2.26), by imposing sufficient smallness

in (2.24) that depends on G, p and ¢, we may assume that for all # € [0, T], y;(t) C B,(14s) and
yi(t) C Bf(1+58)’ and
mo,i + Mo + ||hillgpr + | Hillgpr < 1. 9.1

Later we shall see the smallness needs to depend on p and €.

Let p; solve (1.6) and (1.7) in the (time-varying) physical domain that is determined by f;
and F;. Let x; (X) be the diffeomorphism between the physical and the (time-invariant) reference
domains, determined by h; and H; via (3.2), and let X;(x) be its inverse. Define p;(X) :=
pi(x; (X)) as the pull-back of p; to the reference domain. Let ¢; be the potential defined in (2.1)
corresponding to p;. Let ¢; and ¢; be defined as in (7.5).

The idea of proving uniqueness is to first derive bounds for 7~€hl —7~3h2 and 7~2Hl —7~€H2 (see (8.5))
in terms of k1 — hy and H; — H; by following the arguments in previous sections, and then use
regularity theory of (8.1) and (8.2) to conclude that 4y — h, and H; — H, can only be zero if
they initially are. Such a process would be extremely involved if carried out naively, requiring more
estimates than we currently have. To slightly reduce the complexity, we shall segregate inner and
outer interfaces by a cut-off function in space, which decouples their dynamics in some sense.

With abuse of notation, let n(x) be a time-independent, radially symmetric, smooth cut-off
function on the physical domain, such that n € [0,1] in R?, n = 1 on B,(1435), and n = 0
outside By (144s). Moreover, we need [Vy| < C(r§)~! and [V?n| < C(r§)2 for some universal
C.Fori = 1,2, define

Vi =nei, ¥ =0-nge.



258 I. KIM AND J. TONG

The equation satisfied by y; can be derived from (1.6), (1.7) and (2.1). Proceeding as in Section 2,
Vi = =Dy leil + T * (G(pi) xa, —2Vei Vi — @i An)
= Dy (o] + T * (gy.i (X)) inR*\y;, 9.2)

where we define in the reference coordinate
gv.i(X) = G(pi(X)) x5, (X) — 20V p; (X)Vn(X) — v pi (X) An(X). 9.3)

Note that the last two terms above are only supported on Er(1+45)\B,(1+33), where the
diffeomorphism is identity. Comparing (2.3) and (9.2), we find

—Dyj,¢i + T % 2Ve; Vi +¢; An) =0 in By(1438). 9.4)
Hence, we claim that
W = —Dy.¢i + ' x (2Ve; Vi + @i An)  in £2;. 9.5)

Indeed, we may first assume ¥; = =Dy, @; + I" x (2V; Vi + ¢; An) for some boundary potential
®; to be determined along ;. Then we observe Dy, @; and Dy, ¢; have to coincide in B (;435)
because of (9.4) and the fact ¥; = 0 there. Since Dy, ®; and Dy, ¢; are harmonic inside f)i, this
proves @; = ¢;. For convenience, we also introduce

gwi(X) = 20V pi (X)Vn(X) + v pi (X)An(X). 9:6)

Then (9.5) becomes ~
¥ = —Dy,¢i + I * gui(Xi(x)) in$2;. ©.7)

This also implies
I 8w,i (Xl(-x)) =T % (G(pl))(ﬂ,) - Dyi [(pi] in Bf(1+45)- (98)

Recall that [g;] and ¢; satisfy (7.1)—(7.4). They can be rewritten as (see (2.33) and (2.34))

[pi] —24ci fi = Ry (9.9)
¢ + 26 F = Ry, (9.10)

where

Rigiy = 2450 (er - V(I * gy (X)), — cx)
+24fi(0)eq - V(I * gyi (X)), + 24y - Ky lgil s 9.11)

and

Ry = =2F(@)(er (I x g (X0)], =)

—2F;(0)eg - V(I * gy.i(X))| 271 Kyl (9.12)

7
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On the other hand, following the derivation of (2.16) and (2.17), (8.1)—(8.5) admit the following
new representations,

A 1.
duhi + <5 = (= 2) 20y 4 Ry, 9.13)
r r r
G @ 1 -
3, H; + E* = E*(—A)I/ZH,- + R (9.14)
where
> 1 ’ > 1 / / 1 /
Rn; = Al Ky Rigiy — 2Acs FAL Ky fi = 5 1
1 1
/
+ (—{ee V(I * gy (X0)], —er - V(I * gya (X)), + c*) . (9.15)
1
and
Rbt, = = Ky Ry + 280 (71 - Ky F — ——HF
Hi = —p Vi Ayl 26\ 20 Ao i ~ gtk

F/ ~
+ (Fl'ee V(T *glP,i(Xi))|}7i —e, - V(I % gw,i(Xi))|,7i + C*). (9.16)

(9.13) and (9.14) are coupled with initial data /; (¢ = 0) = h¢ and H;(t = 0) = H,.

9.2 Estimates for differences of two solutions
Next we shall bound Rhl — ha and Ry, — Rp,.
Lemma 9.1 gy ; and gy, are supported in B,(114s), satisfying that
”gW,iHLOO + ”gW,i "Loo < C(V’nR’G)’ (917)
lgy,1 — gy2llLoe + g1 — gwallLee < C(B. . v, 7, R, G)(Amg + AMy), (9.18)
and
lleo - Vgyill2 + lleg - Vgw,illr2
lleo - V(gy,1 — gy.2)llL2 + lleg - V(gw1 — gw2)ll 2

C(ﬂ,V,r,R,G)(mO,i +M0,i)a (919)
CB,u,v,r,R,G)(Amg + AMp).
(9.20)

Proof. Note that p; and p, are harmonic in a neighborhood (whose size depends on r and R) of
the support of Vn, so gradient estimates apply. Then the desired estimates follow from Lemma 3.3
and Lemma 3.5. The assumption G € C 1! is used when proving the last inequality. O

AN/

Proposition 9.2 Assume (9.1) with the smallness depending on p and B (and thus on p and ¢.)
Ilgr) = [@a2'lles < Cr2(IlHy = hylles + Amo + AMp), 921
and
llpr)” = @2 "lle < Cp.e.pp.v. Gr? [ = hyllLe (1 + 8R)'/2
+ Cr2(|lhy = hyllgs + Amo + AMg) (1 + [B{lle + |R5llLe + [|1HY |Lr).  (9.22)
where C = C(p, &, u, v, 1, R, G) unless otherwise stated.
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Proof. We proceed as in Proposition 7.2 and Proposition 7.3. By Lemmas 3.5, 4.3-4.7, 7.1 and 9.1,

| @) (e - V(I * gw,l(Xl))|y1 —cx) — f(0)(er - V(I % gw,z(Xz))\y2 — ) ¢s
< (A = f)er - V(I * gl//,l(Xl))|y] - C*)”C'B
+ | f5(0)(er - V(I gw,l(Xl))|y1 —er - V(I % gw,l(Xz))|y2)||cﬁ
+ [ £ er - V(I % (gy1 — gy2) (X)), || ¢
< Cr2|hy — Ryl ¢ (mo,1 81 I 8| [y 11|00 (B (1445
+ lleg - Vey1llL2B, i 1asy) T (Moa + Mo,1)(8R*)'/?)
+ Cr2||hy = Ry llLee (g llLoo By yasymBa + 16 - VEyallL2(By 4 a)
+ Cr2||hyll¢s - 810 8| Amollgy.allLoo (B, 14 a5)
+ Cr2|Ihy Lo (I8 y.1 oo (B 4 Amp + Amolles - VeyllL2a 4,)
+ Cr2 |yl s (mo281 08|l g1 — gw2llLoo (B yas)
+ lleg - V(gy,1 — gu2)lL2(B, (1445 T 11 — 2]
+ Cr2|hs Lo (llgy, — gallLoo(Byanymp2 + e - V(gy1 = gw2) L2801 a50))
< Cr2||h’1 — h/2||c,g(m,3’1 + My,1) + Cr2||h/2||C5(Amﬂ + AMpg), (9.23)

where C = C(B, u, v, r, R, G). Here we used the estimate by (7.5) and Lemma 3.5 that
C - . - -
1=l < = [ 1630 = G5l dX < Crl = alliia) < Cr(dmo + AMo). ©24)
By
where C = C(B8, 1, v,r, R, G). Similarly,
| f1(B)eq - V(I * gw,l(Xl))|,,l — f2(0)eq - V(I * gw,z(Xz))|y2 | s
< Cr¥(Amg + AMg). (9.25)
On the other hand, by (9.1), Lemma 5.1 and Lemma 5.4,
Iyt Ky lorl =y - Ky [oa] ll ¢
< CBY(I1h1 = hallcrsllle) les + 1051 eslller) = [@2) I ¢s)- (9:26)
Combining these estimates with (9.1), (9.9), (9.11) and Proposition 7.2 yields
IRig11 = Rigovll s

< Cr2|Wy = Wyl s (moy + Moy + Wy ¢ + | Hill¢s) + Cri(Amg + AMpg)
+ CB) M5 eslller] — @2 Il s, (9:27)

and
1] = [p2] s < Cr2|hy — Rylles + CrP(Amg + AMp), (9.28)

where C = C(8,8', u, v, r, R, G). Note that § and B’ essentially depend on p and .
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To show (9.22), we derive as in (7.22) that
| /1O)(er - V(I * gy1(X1)ly, — cx) — f5(0) (e - V(I % gl/f,Z(XZ))|y2 — )| yrp
<A = Bl fer - V(T % gya(XD)], — e oo
+IA = Bl er - V(T * gy (X0)], s
1O (er - V(I 5 gya D), = er - V(I 5 gy X)) s
+ [ £ O)er - V(I * (gy1 — gu2) (X)), yirrn
<A = Blser - V(T gya(XD)], = eu]| oo
+ Cr2||h/1 — h’2||Loo (mg,1 + Mo,1) + Cr2||h’2/||Lp (Amg + AMpg). (9.29)

We shall need an estimate for |le, - V(I" % gy,1(X1))|y, — x| lLoo With explicit r- and R-dependence.
By (9.4), and then (2.11), Lemmas 3.3, 4.4, 6.1, 6.5, 7.1 and Proposition 7.2,

ler - V(I * gy 1 (X)) 1y — x| oo
< e - V(I * (G(p)xa)ly —cx HL°° ller - VPy ¢l llzee
< Jler - V(I * (Glp)xe)) In =1 oo +ler —exl + lleg - Ky 5, 611200
<SC(uv, G, B, Br(IIF Nl gs + 1 H Nl gs + (mos + Mo)(1 +8RHVZ).  (9.30)

Hence,

| A1) (er - V(I * gya(XD)|, —cx) = £3(0)er - V(I % gya(X2))| =€) |10
< C(u.v.G. B. B2 = Wyllee (1 s + 1H les + (moy + Mo)(1 + 8R?)'?)
+ Cr2||hy — hyllLee(mpy + Mo1) + Cr2||RSllLe (Ampg + AMpg). (9.31)
On the other hand,

| f1(@)eg - V(I * gw,l(Xl))|,,1 — f2(0)eq - V(I * gw,z(Xz))|y2 lyir.
< Cr*(Amg + AMpg), (9.32)
and by Lemma 5.2 and Lemma 5.5,

Iyt - Ky o) =v3" - Kpalea] lirr.»
< C(Amo + [IHy =Byl o) (I1AT Il + [R5 1o ) i) [l s
+ C|hY = h3llLelllei] | a6 + CAmoll[1]”||Lr
+ C(IR50Lr ller) = Te2lligs + RSN lllp]” = 2] "llLr).  (9.33)
where C = C(p, ). Combining these estimates with (9.1), (9.9), (9.11), (9.21) as well as
Propositions 7.2 and 7.3, we can show
||7~3[<01]’ - ﬁ[("z]'”Wl.p
< C(p.e.pv. G)r? (W} = 5llLo (11Nl es + IH llgs + (moa + Mo,1)(1 + 8R?)Y/?)
+ Cr2(Ihy =yl s + Amo + AMg) (1 + |[h] Ly + |B5llLr + |H{ |lLr)
+ C(p. Byl 1] = [p2]"llr, (9.34)
and thus (9.22). O]
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Proposition 9.3 Under the assumption of Proposition 9.2,
I — @5l s < Cr2(|H) — Hyll ¢ + Amg + AMy), (9.35)

and

gy — @5l < C(p.e. v, G)r?| HY — HY |lLr (1 + SR*)'/?
+ Cr*(Amg + AMy + | H{ — Hjll¢) (1 + 1R lLr + |1 H{ |Lr + |1 Hy |lLr), (9.36)

where C = C(p, &, u,v,r, R, G) unless otherwise stated.

Proof. We justify as before. By Lemmas 3.5, 4.8-4.12, 7.1 and 9.1,
| F{(0)(er - V(T % gua(X1))|5, — &) = F3(0)(er - V(T * gua(X2)) |5, — &) | ¢
< Cr2||H{ — Hj || o5 (mo,i + Mo) + Cr2| Hy |l g5 (Amg + AMg), (9.37)

where C = C(B, i, v,r, R, G). Here we used the fact that, by (4.76), (7.5) and (9.6), with o being
the unit outer normal vector of 0B, (1 +35),

. 1 - v ap; -
Covi = ~7 % vA(mp:) dX = 3R a—l y = éi,
T By (1448 \Br1+35) T 0Br(1435 20
which yields by (9.24) that
L. Cr?
|c1 —¢a| < T(Am() + AMy). (9.38)

Similarly,

| F1(8)eq - V(I % gu1(X1))|;, — F2(0)eq - V(I * gu2(X2)) |, | ¢
< Cr¥(Amg + AMg). (9.39)
Again by (9.1), Lemma 5.1 and Lemma 5.4,
171 - Ky 1 = 75 - K3 ll e
< CB)(1H1 — Halicrslloilles + 1 Hllgslldy — dalles).  (9.40)
By (9.12), (9.37), (9.39), (9.40) and Proposition 7.2,
IRy — Ry lles
< Cr?|H — Hyll¢s (1Rl s + 1 Hill¢s + mox + Mo) + Cr?(Amg + AMpg)
+ CBHzllcslldr — Pallcs. (94D

where C = C(p, B, i, v, 1, R, G). Combining this with (9.10) yields (9.35).
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In addition, thanks to (9.8),
|F{(0)(e, - V(I x gq/,l(Xl))}yl —Cx) — Fy(0) (e, - V(I gw,z(Xz))|72 — &) |1
< RIHY — H o ller - V(I % gua (X)), — &l
+ Cr?||H{ — Hj||Loo(mo,1 + Mo,1) + Cr?||HY||Lr (Amg + AMpg)
< C(uov, G, B. B2 HY — H Lo (|10 lles + 1H s + (mo,t + Mo,1)(1 + 8R*)'/?)
+ Cr?|H{ — Hyllzoo(mo + Mo1) + Cr?|Hy Lo (Amg + AMpg),  (9.42)

and

[ Fi(®)es - V(I % gua(X0)];, = Fa(®)es - V(I * gw2(X2))|5, [ 1.5
< Cr¥(Amg + AMg). (9.43)

By Lemma 5.2 and Lemma 5.5,

|75 - K50 = 75 Kas i
< C(AMo + | H = Hlles) 1 HY e + [1HS lL2) g7 Nl s
+ C(p. BIH] — Hyllrllg1ll¢s + CAM ¢ || r
+C(p. AIHS e ¢ — dlles + 1HILoellg) — @5 llLr).  (9.44)
Combining (9.42)—(9.44) with (9.35) and Propositions 7.2 and 7.3, we find
||7~3¢; - 7~3¢§||W1.p
< C(p.ecpov. GYP N HY = Hy 1o (10Nl s + [ Hill g + (mo. + Moa)(1 + 8R%)'/)
+ Cr*(|H{ — Hyll¢s + Amg + AMo) (1 + |h]llr + | H{ |Lr + | HYILr)
+ C(p. B HllLoe 19} — 5120 (9.45)
Then (9.36) follows from (9.10) and (9.45). O]

Lemma 9.4 Under the assumption of Proposition 9.2,

1Rty — Rigoylles < Cr2(Amg + AMg)
+ Cr2hy = hallgrs (1l s + IR lles + I H{llgs +mon + Moa), (9.46)

1Ry = Rigay lyirrr < Cpoeo v, G)r?||H] — Hy||Lo
(1K s + 1 Hill s + (mo,x + mop 4+ Mo)(1+ 3R2)1/2)
+ Cr2(|lhy = hyllgs + Amo + AMg) (1 + |R|lLr + IB5|lLr + | H{ |Lr), (9.47)

IRy, — Ry lles < Cr(Ampg + AMp)
+ Cr2|Hy — Hallgrs (10 o6 + | Hillgs + | Hlles + moq + Mo1), (9.48)
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and

IRg; = Ry lyirrr < Clpoec v, G2 | HY = Hl|Lo
(1A llgs + 1H{ll¢s + (mo,1 + Moy + Mo2)(1 + 3R2)1/2)
+ Cr3(||H{ — Hyll¢s + Ampg + AMo) (1 + B llLr + |H{ I + [ HS |Lr), (9.49)
where C = C(p, &, i, v,r, R, G) unless otherwise stated.

Proof. Tt suffices to apply Proposition 9.2 and Proposition 9.3 to (9.27), (9.34), (9.41) and (9.45).
O

Lemma 9.5 Under the assumption of Proposition 9.2,
”’féhl - 7§'hz ”Wl'l’ < C(p7 & W, V, G)r“h/l/ - h/Z/”Lp

“(Ih Nl es + 1Bl es + 1 HYllgs + (Mo, 4+ mo2 + Mo1)(1 + 5R2)1/2)
+ Cr(lIhy = hyll s + Amo + AMg) (1 + A lLr + 1B5)lLr + | HY L), (9.50)

and
IR, — Rety w10 < C(p.e. v, G)R™' ¥ | H{ — HY | L»

(W lles + 1 H s + I Hs @5 + (moy + Moy + Mo2)(1 + 8R?)'?)
+ CRY2(|H) = Hyl g + Amp + AMo) (1 + [|W] |l + | H] lLr + | HY |Lr), (9.51)

where C = C(p, &, u,v,r, R, G) unless otherwise stated.

Proof. We argue as in Lemma 8.1. Note that ,ﬁ’[(ﬂi]/ has mean zero on T. By Poincaré inequality and
Lemmas 5.3 and 5.6,

1, - 1 -
— v Ky Rio 7V — — V5 - Koy R 1
H I V1 Ny gq] I3 Va2 s Royy Igr] -

<C|F=%) W KRl
+ C”fz_l”Wl-OO ”V{ <Ky, 7~z[<171]’ - Vé "Cyzfz[m]’”leP
+ ClLfs iwroo V3 - Ky (Rigyy = Riga1)llyirt o
< Crt Amo | Rigyy lyir .o
+ C(p. Br Ryl es (18] — Kyl + (1AL + [R5 llLo) IRy — ylles + Amo))
+C(p. B IRty — Rigay lyirtr + 1Rpory = Rigay ll s 1A 1Lr). (9.52)
By (9.9) and (9.10),
IRigyles + 1Ry lles < @il e + 1671l cs + Clus v, Gr?(Ihilles + 1 H ll¢s),
(9.53)

IRty it + 1Ry i < M) oo + 167 i1 + C (v, GIr2 (I v + 1H 1. )-
(9.54)
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So by Proposition 7.2, Proposition 7.3 and Lemma 9.4,

1, . 1, .
—y1 - Ky Rioi 7 — — V2 - Ky, Rio,1
I 1 v1 Vo1 5 2 " eya Vo] —_

< Crtamo(lle) lle + 167 e + r2 (AT e + [ H lLr))
+C(p.&, 11,0, G)yr (e lgs + 1911l es + P2 (R les + 1H ¢p))
(I = h5le + (h{llee + 1R ILr) (1B = halles + Amo))
+ C(p.e v, G)r B = Wy llLe (kY lles + [ Hillgs + (mos + moz + Mo)(1 + 8R*)'/?)
+ Cr(|hy = hyll s + Amo + AMg) (1 + |AYllLr + K5 llLe + | HY ILr)
+ Cr(Amg + AMp)||h5]|L»
+ Crllhy = hallgrs (WM les + 15Nl es + 1 H g + mo,1 + Mo IR ||,
< C(p.e v, G)r|h = hyllLe (I ¢s + 1H |l gp + (mo,1 + mo2 + Mo,1)(1 + 5R2)1/2)
+ Cr(Ihy = yllgs + Amo + AMg) (1 + IIh] L + By llr + |HY 7). (9.55)

where C = C(p, e, u, v, r, R, G) unless otherwise stated. Similarly,

1 o 1 1
(i knsi=gmnt) = (o4 Kot = 5|

wi.p

1 1 1
<|5-5| sl + ) WK = KAl
1.1 ' eyl . ey —Yan Z oy
+ A . 173 - Ky (v = 12 410 + C 2 Ky, (f1 — f2) 27'l(f1 f2) HWW
< C(p. BN — hyllLe (moy + moz + 1R ll¢s + 5]l es)
+ C(IIh{ e + 113 lLr) (17 = Bolles + Amo). (9.56)
By (9.24) and Lemmas 4.3—4.7 and 9.1,
ler - V(I % gya(XD) |, —er - V(I * gy2(X2))],, | Lo
< |ler - V(T * gy 1 (X)) ly, —er - V(T % g,,,,l(Xz))|y2 =
+ er - V(I * (gy1 — gw,z)(Xz))|72 |00
< C}"(AH’Zﬁ + AMﬁ) + |c1 — ¢
< Cr(Amp + AMp), (9.57)

and
ler - V(I * gv,,l(Xl))’yl —ep - V(I * gl,,,z(xz))b2 lir < Cr(Amg + AMg).  (9.58)

Note that this term is not of mean zero on T, so we have to bound its L°°-norm and W 1P _seminorm
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in order to prove (9.50). Finally,

5
—269 . V(F % gw,z(Xz))|y2

”%ee V(T gua ()l =

Lo°

sc'ﬁ—ﬁ leo - V(I * gy1(XD)|, || ;00
fi falpe , i
!
e % [(eo - VI % gya(Xi)ly, = ea- V(I % gya(X2)],)] o
LOO
< Cr(moy +mop + Mo,1)(Amg + AMpg), ©-59)

and by proceeding as in (9.29)—(9.31),

fi fa

—eg- V(I % X — ZZep - V(I % X

‘ e (I * gy ( 1))|1,1 5 (I * gyl 2))|),2 .
< C(p.e, v, G)r|B] = W5llo (Il gs + WH I gs + (mo,s + Mo1)(1 + SR?)Y/?)

+ Cr(mpg, + Mo,y + |[RyllLr)(Amg + AMg). (9.60)

Combining these estimates with (9.15), we use the fact |c«| < Cr by Lemma 3.1 to prove (9.50).
To show (9.51), we derive as before.

1
Fl wl.p
< C(p.&, v, G)R™' 2| H} — H|lL»
(I8 lles + 1Hlles + (moy + Moy + Mo2)(1+ SR%)1?)

+ CRTY(|Hy = Hyllgs + Amp + AMo) (1 + A l|Lr + | HY Il + I1Hy |Lr)  (9.61)

~ 1 ~
i =~ ) — — 5! =~ /
Y1 'ICledl] F, V2 ICyszaz

and

1, 1 1 1
— Ky F| — —HF] ) = =7 Ky, F) — —HF}
H(Fl?’l 7141 ZRH 1) (F2V2 7l 2RH Z)HWI-I’
< C(p.B)IH{ - Hé/”Lﬂ(Mo,l + My, + ||H1/||c'ﬂ + ||Hé||c13)
+ C(I1H{ lLr + 1HY lL2) (1 H{ — Hll¢p + AMo).  (9.62)

By (9.38) and Lemmas 4.8—4.12 and 9.1,

|er - V(I * gW,l(Xl))|)7l —er - V(I % guf,z(Xz))|1;2 I o0
+ ller - V(I * gua(X0)) |5, —er - V(I * gua(X2)) |5 it
< CR'r*(Amg + AMpg), (9.63)

/

F F,
‘ —Leg V(I * gW,l(Xl))|171 - ere V(I * guf,z(Xz))ih
L

F

< CR7'r%(moy + Mo + Mop)(Amg + AMpg), (9.64)
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and

F/ F,
Fiee V(I * gw,l(Xl))h;l - ere V(I % guf,z(Xz)){l;z

< C(p,e, u,v,G)R™'r?|H/ — H}||L»
(1K e + 1 Hill s + (mo,1 + Mo,1)(1 + (SRZ)I/Z)
+ CR™'r?(mo,1 + Moy + | HY||Lr)(Amg + AMg). (9.65)

W

Combining these estimates and the fact ¢, < C(u, v, G)R™'r? with (9.16) yields (9.51). O

9.3 Proof of the uniqueness

Now we are ready to prove uniqueness.

Proof of Theorem 2.3. In this proof, we always assume that the constant C has the dependence
C =C(p,&, u,v,r, R, G) unless otherwise stated.

As stated at the beginning of this section, suppose there are two solutions f; and F; (i = 1,2)
of (2.16)—(2.18) with regularity and estimates given in Theorem 2.1. By (9.13) and (9.14), (h; —h3)
and (H; — H;) solve

Acy 1 - -

0l = ha) = == (= 2)Y2(h = ha) + —(Ray = Riy), 9.66)
C 1 - -

0/ (Hy = Hy) = (= 4)"2(Hy = Hy) + 2 Rz, — Rity). (9.67)

with initial condition (h; — h3)|;=0 = (H; — H3)|t=0 = 0.
Let Ty € (0,T), To < 1tobe chosen. By virtue of Lemma A.5 and Lemma A.6, witha = 1— %,

" " " "
17} _h2||L[”O’T0]L1’(']1‘) + | Hy — H; ||L[P0_T0]Lp(qy)

/ ’ i /
0y = Rall ey pcacn + 1H = Hallgg ey

< C(p.p.v,G)
|Acx| ' ;” b ™ hZHL[%,To]Wl'p(T) " E ' E” e HZHL[%%]WLP(T) - 06

Here we first applied change of time variables to normalize the coefficients of fractional Laplacians
in (9.66) and (9.67), and then applied Lemma A.5 and Lemma A.6 to obtain these estimates. To
fulfill the condition of Lemma A.6, we need

. r R
To < min {— ~—} . (9.69)
Acy |Cxl

Note that by Lemma 3.1, the right hand side is bounded from below by some constant depending
only on i, v and G.
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On the other hand, by Sobolev embedding (in space) and Holder’s inequality (in time)

71 = 2l 7 L0 + 1H1 — Hzllcpg gy 2o0(m)

-1 /1
<o)y (1R, =Rl

[0.7p]

|
wiem t E”RH‘ RH2||L['6 . ]Wl,p(']r)) . (9.70)
Denote

N(To) == [[h] = h3ll.e

[0.7Tp]

LP(T) + ”H Hz””L[0 o ]Lr)(']r)
+ ||h/1 - h/2||C[O,TO]CB(’J1‘) + ||H{ - Hé||C[0,T0]C‘9(T)

+ 687k — h2||C[0HTO]L°°(’]1‘) + 87 Hy = Hallcg yooem- (971)

By interpolation and Lemma 9.5, with 8 = (1 — l) Tre +a,

N (To)

1 - - R 1 -
< C(p, p,v,G) (|A *| . ”Rhl _hanL[’f)_TO]W‘vP(T) + E : E”RHI RHz ”sz)r ]WLP(T))

- - 1 - -
6
+CTy (;“Rhl — hanLﬁ)‘To]Wl.p(T) + E“RHI _RH2||Lﬁ),TO]W1'p(T))

< [C(p,e,,u,v,G)

sup (177l ¢s + 15 lles + 1 Hillgs + 1 Hslles
1€[0,Tp]
+ (mo,1 + Mo + Moy + Mo2)(1 + 8R?)V/?)

+ CNT)(Ty"? + 10l 1o + WSNr 1o+ IH] I

[0,T9] [0,Tg] [0.Tp]

+ G T, :|N(T0)

[ex]

r + ” ”L[%T L7 )
9.72)

Here the constants C; and C, have the same dependence as C introduced above.
Now we take T such that Cq T09 <land

2
TV 1
CZ( P + ”h””L[pOT ]L!7 + ”h//”L[,E)T ]LP + ”H””L[p()T ]Lp + ”H””L[OT ]Lp) < 5 (973)

Such Ty relies on p, €, u, v, r, R, G as well as the fixed solutions /; and H;. Then (9.72) becomes

N(TO) < |:C(P» e, U, V, G) | I

sup (IMyllgs + M5l + I Hillgs + I Hallgs

+ 1] N (To)

t€[0,Tp]
+ (mo,1 + moz + Mo + Mop)(1 + 5R2)1/2)
< C(p.e v, G, r/lcs|,6RHM - N(Tp). (9.74)

In the last inequality, we used the estimate (2.26). If we assume M to be suitably small, depending
only on p, &, i, v, G, r/|c«| and 8R?, we obtain that A'(Ty) = 0. Note that here the smallness
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of M has no additional dependence on other parameters compared to that in the proof of existence
of local solutions.

We can continue this process starting from ¢ = Ty and find a second time interval [Ty, Ty + T1]
on which uniqueness holds. By repeating this argument for finitely many times (see (2.28) and the
way we chose Ty above), we can prove the uniqueness of local solution on [0, T]. O

A. Some auxiliary estimates
A.1  Estimates for the Poisson kernel and its conjugate

Lemma A.1 Let Poisson kernel P on the 2-D unit disc and its conjugate Q be defined as in (4.1)
and (4.2), respectively.

1. Let Hg denote the Hilbert transform on T with respect to §. Then for s # 1,
O(s.§) = sgn(1 —s)H P(s. ). (A1)
2. Forall¢§ e Tandall s € [0,2],
PG| 41065 < C(1 =5 + 63712 (A2)

3. For derivatives of P and Q, we have

‘ (s, s)‘ (s C((1=9)+8)", (A3)
‘ 60| +| 5260 < Claingi(a -7 + €7 (Ad)
2 2\—3/2
L 5)‘ . SLee sc- ) @y
Moreover, p 8Q 20 8P
a—s(s,ff) - g g( €)= (A6)
Proof. (A1) can be proved by calculating Fourier transforms of P(s,-) and Q(s, -).
For any s = 0,
1 +52—2scosé = (1 —scos&)? + (ssiné)? = (s —cos £)% +sin’ & = 0. (A7)
If cos& = %,
1452 —2scos& = (14 s)(1 —cos&) + cos&(l —s)?
C(IE7 +[1—s/). (A8)
Otherwise,
1+s5*—2scosé = C(1+5%) = C(E> +[1—s/?). (A9)

Then (A2) follows easily.
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Finally, we calculate that

%_f(s, 9= ?1( lfsizf?ffolgi 1T si C_Oszi st U7 ;S_Sh; ios g (A0
aa_?(s’ 9= i(lz_—s Z)sscizssg)z ’ (A1D)
§;—§;<& =0 zflsf_s?sfﬁfg)z - aa_f ' % (A12)
e

and
83_1;(375) = —Saa—% (Al4)
83_?(375) :s%_i, (A15)
%(&éh—%(g;; +22). Al
Then (A3)—-(A6) follow. 0

A.2  Some Calderon-commutator-type estimates

In this part we shall establish some Calderén-commutator-type estimates used in Section 5. Recall

that 0
AF(0) := L);f@ (A17)

2Sln§

Lemma A.2 Let k = (ky,---,ky) be a multi-index of length n € Z.. Assume hy,--- , h, €
WL(T) and € LP(T) for some p € [2,00). Define

n
. 0 +
My ) =p. [ [Teant - 252 g (A18)
T, 4 2tan 3
n
, 0+
Ny @) = . [ [Tant - L0580 ge (A19)
T4 2sin 3
Then .,
k|42 ki
IMiyllLe + Ny llr < CEF2 Iy lLe [T 14175 (A20)
i=1
where Cy is a universal constant depending only on p. Here |K| := Y 7_, ki.

Proof. The proof essentially follows the classic argument of L”-boundedness of the Calderén
commutator [21, § 9.3]. For completeness, we elaborate it as follows.
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First we notice that sin(¢/2) is not continuous on T at £ . For this technical reason, with abuse
of notations, we introduce an even cut-off function n € C§°([—2,2]), such that n = 1 on [—1,1],
n €[0,1] on [=2,2], and || < C. Write (A18) as

z 0
Myy = p.v. /T [Tcank - l”;T:f)[n(s) +(1-9®)]ds = MO + M. (A21)
i=1 2
2)

It is straightforward to bound le,w as it involves no singularity,

n
ki
1M e < CCMIw e [T IR 1 (A22)

i=1
Here C; = 7/2 comes from the fact that

-1
<Clg™! onT. (A23)

‘2 sin =

2
To derive an L?”-bound for le’lv),, we first show that le’ll) € BM O by mathematical induction.
STEP 1 Fork =0, Mo(,ll) = —nmHn(0) = 0 since 7 is even.

STEP 2 Suppose for some N = 1 and any multi-index k such that |k| < N — 1, we have shown that
le,ll) € BMO and, with some constant Cy that will be specified later,

n
M0 paro < CXTTT 107 (A24)

i=1

It is known that the map V — MIEIV), is associated with the kernel

. (A25)

ll[ (h,-(x) - h,-(y))"f n(x — )

. _‘x—y * x_
i 2sin == 2 tan ==

which is a standard anti-symmetric kernel, vanishing whenever |[x — y| > 2. It can be naturally
understand as a kernel on R with a bound similar to (A24). Hence, by the T'1 Theorem, it is (2, 2)-
bounded. Its operator norm depends linearly [21, § 9.3] on the constant in (A24) and the kernel
constant of (A25), which is bounded by

n
M (K] + 1) [T 1451 (A26)

i=1

This further implies that [21, Theorem 6.6] for all k satisfying |k| < N — 1, and ¢ € L,

n
M) | g0 < CCETHIK + D) + CEHFY 1y liiee TT 10} 5o (A27)
i=1
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Now consider the case when |k| = N. Observe that

K| k|
1 11 d a2
ZSin% 2tan§ k| dé& ZSin% ‘

We integrate by parts in le’ll). For almost all 8 € T,

k|
M 1 k;
)(0) = |k| /[_2 , (—) d [T @ + & - hi@)n @]

2sin £ 3

- |1¥| - H(Ah Vool €) g

£y tp [ anf@nbt e an SO LD g
i=1

[-2,2] 2 sin %

n
oy (L0) (1)
= M;” + Y M.
i=1

(A29)

Indeed, this can be rigorously justified by the fact that 4; are differentiable almost everywhere. It is
straightforward to derive that

n
) ki
M0 o < COMTT I e (A30)
i=1
On the other hand, by (A27),
(L,0)
| M saro
MO k|—1 1
<tim S s + -c] H||h i
O s T n),h S
K| 1 K| nt 2tan Lo
Ck
< T (@Il + €f) ) TT 1 e (A31)

j=1

Hence, with some universal constant C,

1M | 5as0 < C(CH K+ C¥) ]‘[ A (A32)
i=1

Now assuming C, sufficiently large but still universal, such that

C k|
Cc [(C_) k| + 1:| < Cy, (A33)

we conclude with (A24) for |k| = N. By induction, (A24) holds for all multi-indices k.
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To this end, we argue as in (A25)—(A27) to find that ¢ — M(V), is bounded from L? to L2, and
also from L to BM O. By interpolation, it is (p, p)-bounded as well. In particular,

n
MO, < Co(CMF KT+ 1) + )yl TT I8 (A34)
i=1

Combining (A22) and (A34) yields a bound for || My y ||~ that has the same form as in (A34). A
bound for || Nk,y ||z~ can be derived easily since (My,y — N,y ) is an integral with no singularity.
Assuming C, to be even larger if needed, we obtain the desired estimate from (A34). O]

Lemma A.3 Letk = (k1,--- , k) be a multi-index of length n € Z. With p € [2,00), assume
that hy,--- ,h, € W2P(T), and hy 41, € WP (T). Define

- n 0
Wy @) = pov. [ TTeam)#s- ahyer - 2052 g, (A35)
T ;1 2tn
S = oy, [ TTAR - Ay YOO A36
e (6) pv/Tl]J( ) TR (A36)

Then

My llLr + | Ny llLr

< (IR e W lles + ||hn+1||mo|wf ||Lp>1‘[||h’ g
i=1

k ki—1 kn
+ CE g lzoo |9l Los ZnhanLLo---nh;an s e - Loy 1B Lo, (A37)
i=1

where Cyx is a universal constant depending only on p.

Proof. We shall prove (A37) by induction. It suffices to prove it for 4,4, and ¥ being smooth.

STEP 1 Consider k = 0. Note that even in this simple case, the estimate (A37) does not trivially
follow from Lemma A.2.
By integration by parts as in (A29),

My (6)

/
p'
2 Sln 2

~[(n41(0 + ) = hn 1 (0)) Y (0 + 7)]

d[(hn1(0 + &) = hnt1(0)Y (0 + §)]

| — cos &
Z/Tﬁ[ L@+ YO +E) + (i1 (0 +8) — huy1 (0) (0 +6)] d

+ P-V~/ %[%H(@ + YO + &) + (hnr1(0 + &) —hur1(0) Y/ (0 + £)] d§
T 2tan 3
—[(Ans1(0 + 7) — hny1(0))¥ (0 + 7)]. (A33)
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By Sobolev embedding and L?-boundedness of the Hilbert transform,

Moy llir < C(Ihy 4y e ¥ lzee + [hnsillLoe 19 llLr). (A39)
Since

|No,y — Moy < C /T |hn1(8 +§) = hn 1 (0)[|¥(0 + §)| d§, (A40)

it is easy to show that ](’0,1/, satisfies the same estimate as (A39).

STEP 2 Suppose (A37) holds for all multi-indices k satisfying |k| < N — 1, where Cysx > 0 is

some constant to be chosen later. Then consider the case with |k| = N. By integration by parts as
in (A29), for almost all 6 € T,

My ()

) ; |k|k-l} TPV /Tu\hl)kl e (AR (A Al T gr 5(6 “a
+ |k|1+ lp.v.AJj(Ahi)ki 10 ;ijg(e 8 4
e | i]j(Ah,-)"f s 0+ §) ~ b1 0))- %:;) dat

1 1 — (=1)k+1 2 ki
k1 2k [ 106 + 7) = 1 ()" (a1 (6 + 7) = hny1 ()Y (6 + )

i=1

n
ki - 1
=2 K 1 e it do by e Nt gy = A ) Niy)
i=1

1 1— (—k+1 2 ki
Ck[+ 1 2k [ 126+ 7) = 1 (0) (a1 (6 + 1) = huy1 ()Y (6 + ).

i=1

(A41)
By the induction hypothesis (A37),

1Ki Ny s =1, e i L L2

k k;i—1 k
< ki CM R e 1B oo + lhnsillzoe [RWY Le) - I8y b - IR IT" - 1 e
+ ki C M hp || oo [R50 || oo
k k;—1 kji—1 k
D Ak e IR IRl e =+ Mo - Lk, 03177 [l
Jj=1,-n

J#El

k k ki—2 k
ki C¥ B oo RS || oo - 1R 15 b - LIS - G 1 Ty m iy | |
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n
k,
< ki CX ARy llLe ¥ llzee + M llzoe ¥ le) - TG 5

275

n j=1
Kk k k;j—1 k
+ Chi C¥ s lleo W llee Y MRS Re = 1Bl - 1 e - Dk, =03 1] o

J=1

By Lemma A.2,

(N, (1 9y — Pnt1(0) Ny | Lr

n
ki
< CEP2(\ g e (W o + Mg llzos 19 Le) T T 15175 -

i=1
Combining these estimates with (A41), we obtain by Sobolev embedding that

| M,y llLr

n
k ki
< CHUR, A Lo 1 lzee + Mhngallzes | L) T T 1R s
i=1

n
k k ki—1 k
+ CCHlhntallLoo W lLoe D IR NTe -+ 1RGN -+ 1y I T - D > 03 17 Il

i=1

n
ki
+ CEP2 (e 1V lLoe + Whanga lzos 19 o) T T I 1

i=1

n
k ki
+ M TT IR - Mgy o 1 1o

i=1

n
< (CM 4 2 (I le ¥l + Inea oo 19 1Le) [T 1751

i=1

n
k k ki—1 k
+ CCHlhntrllzooll¥lLoe D RNz -+ Mailis == e I T - Mgt =y 1l

i=1
The estimate for Nk,w can be derived easily, since
|Niy — Miy| < CCM ]—[ 175 11 oo fT 1hn41(0 + &) = hp1 (O)||¥ (0 + &)| dE.
i=1

Taking C.x > 0 to be suitably large, we prove (A37) when |k| = N.

This completes the proof.

(A42)

(A43)

(A44)

(A45)
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Lemma A.4 Under the hypotheses of Lemma A.2, we additionally assume hy,--- ,h, € WP (T)
and y € WHP(T).

My llyirr.p + 1Ny llgirr.p

n
ki
< (K| + DCEF e [T

i=1 n

k ki— n
+ (K| + DCE T W lliee IR e - IR IE" - 1 15 - L0y 1A) o, (A46)

i=1
where Cy is a universal constant depending only on p.

Proof. Instead of studying weak derivatives of My y and Ny directly, we turn to difference
quotients first. Without loss of generality, let ¢ > 0 be arbitrary and sufficiently small. It suffices to
prove uniform-in-¢ L?-bounds for e ™! (M y (6 + &) — My, (0)) and e~ (N (6 + &) — Nk (0)).
Write

e (Miy (0 + &) — My (0))
- Z/T(Ahl(e))k‘ o (Ahi—1 (0)) 7 (AR 1 (6 + ©)TH - (Al (8 + €)™
i=1

ki—1

3" (8hi(0)) (Ahi (6 + o))

=0
l—[" gk WO +e+E YO +§)
* [H‘ ol (Ah,(@)) 2tan% a8 (A4D)

k=11 4 (hi(9 +¢€) _hi(e)) V(O +e+§) d

& 2tan%

Applying Lemma A.2 and Lemma A.3,
H g ! (Mk w(0 + &) — My y (9)) ”Ll’

<Zk CH(le™ (hi (0 + &) — hi(0)) llLr W llLoe + e (i (0 + &) — hi () oo [V o)
R IR RSt
+ Y CHe (i (0 + &) — hi(0)) | oo V| oo
i=1

k ki—1 kji—1 k
ki Y AT - I e G e - Wl - Tgg 0y 12 Il

=1,-.n
J#i
+Zc'k'\}g (hi (0 + &) = hi(9)) | oo VIl oo
k ki— n
RS - RIS - Iy e - C Ui = DLggg sy 1A e

+ CMRTT I - e W+ &) =¥ )l

i=1
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z k
< C(KICH + M)y e IR}
i=1

n
k ki—1 kn
+ CIRICHW oo Y IR 5 -+ B - 1l - Doy 17 [l (A48)

i=1

Note that this bound is uniform in e. Hence, My y (6) has weak derivative, with an identical L?-
bound as above. The estimate for Ny y can be derived similarly. Therefore, (A46) holds if Cy is
taken to be suitably large. O

A3 Regularity theory of fractional heat equations

We focus on the following Cauchy problem of fractional heat equation on T with special exponent %
dv = —(=A)"2v + f(1.6), v(0.0) = 0. (A49)

For our purpose, we have that:

Lemma A.5 Suppose [ € Lﬁ)’T]LP(T)for some p € [2,00). Then there exists v € Lﬁ)’T]Wl’p (T)
solving (A49), satisfying that

1/2
loellg, Loy + 1D 20llp 1o < CIS ey, om: (AS0)

where C = C(p).
This immediately follows from [35, Theorem 1]; see also [5, Theorem 4.1].

Lemma A.6 Suppose T < 1 and p € (2,00). Under the assumption of Lemma A5, v €
CiorC¥(T) witha =1 — %, satisfying that

”v”C[o.T]C"‘(T) <Clfllee  poey (AS1)

[0.71
where C = C(p).
Proof. Let P(t, 6) be the Poisson kernel on T, with ¢ being the time variable, solving

0P =—(=A)'?P, P0.0) =8 (A52)

in the sense of distribution. Here &g is the delta measure at 0 € T. Note that P(z, ) is related to
P(s, ), which is defined in Section 4, in the following sense

P(t,0) = %P(e",@). (A53)

Then v can be represented by

v(:,e)zfo /TP(t—t,Q—E)f(t,S)dédt. (A54)
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Take arbitrary 61, 6, € T, such that dy := |6; — 62| < 1. Denote 6 = (61 + 62)/2. Then

lu(z, 01) —v(r, 62)]

$/ ) (1Pt — .60 = O + [Pt — .02 = D) f(z.§)| dEd T
[0.61XTN{(z.6): lt—e|+16—¢|<do}

+ /  PU—t. —E) =Pl 1.0 - | f(r.E)| dEdr. (ASS)
[0,¢]1xTN{(z,8): [t—|+|0—&|=dp}

By the mean value theorem, Lemma A.1 and Holder’s inequality,

|U(I,91) — U(l, 92)|

< C/ _ @l dedt
[0,]1XTN{(x,€): [1—t|+10, —£|<2dy} |t — T| + |61 — ]
n C/ | f(z,8)] dedt
[0,]1XTN{(x,€): [1—t|+]02—E|<2dp} |t — T| + |02 — ]
+ C|6; — 65 |/ (. 8)I dedt

[0,(1XTN{(x.£): [t—t|+16—E[>dg} |t — T|? + |0 — &2

2dy ) 1/p’
< C| fllzrqo,r1xm) (/0 p'~? dp)

) , 1/p’
+ C|01 — 02|l f |l o, 71xT) (/ p' 2P d,O) . (A56)
do/2

Here p’ = (1 — %)_1 € (1, 2). Calculating the integral above yields
[v(z,01) —v(t,02)] < ClO) — 92|a”f”L[1(’)VT]LP(T)~ (A57)

It is then straightforward to justify the case |6, — 65| > 1.

The time-continuity of v in C 1% follows from the absolute continuity of the Lebesgue integral
with respect to translation. O
Lemma A.7 Suppose T < 1and [ € LE’&T]C“(T) for some a € (0,1). Then for all B € (0, ),
there exists a unique v € Cjo,11C LB (T) solving (A49), satisfying that

”v”C[OVT]C"‘-B('Jl‘) < C”f”LOO Ce(T)» (A58)

[0.7]
where C = C(a, B).

Proof. Once again, v can be represented by (A54). It then suffices to bound its C #-seminorm,
which also implies the uniqueness.
For arbitrary 01,6, € T,

dgu(t,601) — dgu(z, 62)

- /o fﬁ“’“ — 16 (5. 01— &) — £(z.01) — f(x,60— £) + f(1,60)) dEdT (AS9)
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Since

|f (2,00 =8) = f(z.01) = f(t.0: &) + f(z,02)| < C| f(z,")]| ¢ min[§]%, |61 — 2]}, (A6O)
by (A53) and Lemma A.1, we have that

t
196v(t.61) — dgv(1. 65)] < / / 196P( — T.O)|E1*P ded - 16, — 6P| £ o0
0 T

& 7€ (D)
t
_e~t—oNe=B-1 5 190. _p,|B .
C [ =e I 0 =0 | s, o
— 6,8 )
< C1O = 0P lygs, cocry (AG1)
Finally, the time continuity of v can be justified by interpolating between the facts that v €
Clo,r1C%(T) and v € Lo(‘;T]C1 '(T) for some B’ € (B, ). O

B. Proofs of Lemma 3.4 and Lemma 3.5

We need several preparatory results.
Let h; and H; be given as in Section 3.3. Let x; (X) (i = 1, 2) denote the diffeomorphism (3.2)
defined by 4; and H;,

N = GX, G0 = 1+h@ns (5) + Hi@mns (%). (B1)

Let p; denote the pressure on the physical domain that is determined by y; and y;, while p; denotes
its pull back into the reference coordinate as in (3.4). By (3.5), (p1 — p2) solves

0Xy 0X; - -
— Vx, ( K Vx, (p1 — Pz))

0x1,; 0x1,
= [0 (G B~ s ) V0
+ (G(p1) — G(p2)) xB, — Vxi aajlk ; oy Vx; (P1 — P2)
‘ [vXk%’; : % — Vx, ;}i" aa)i : } Vx, 2 (B2)

in Bg, with (p1 — p2)|ap, = 0. Here a = a(X) is given in (3.6), and x;; and x,; denote i-th
components of x; and x,, respectively.
We first derive estimates for several ingredients in (B2).

Lemma B.1 Assume h;, H; € W1-°°(T) satisfy that mo; + Mo ; < 1. Then
‘ 0X 0X

—_——— < C(Amg + AM,), (B3)
3x1 8X2 L°(BR)

aXp 0X; 09X 0X;
’ k 0 Xk 0X; < C(Amg + AMy), (B4)
0x1,i 01, 0x2, 02, || poo(p )
ax axX,
Vi o = Vo < C@r)~ (Amo + AMy). (B3)
0x1,; 0x2,i [| oo (B )

where the constants C are all universal.
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If in addition, h;, H; € CY*(T) for some a € (0, 1), such that my; + My ; < 1, then

0X 0X
— T < C@r) *(Amy + AM,,), (B6)
3X1 ax2 Ca(BR)
and
0X; 0X; 0X; 0X;
‘ kU ok T < Cr) " (Amg + AMy). (B7)
Ox1,i 0x1,;  0x2,7 0x2i || ¢ ()

Here C are universal constants only depending on a. All the quantities above are only supported
on By (1428)\Br(1-28) and BR\ BR(1-2).

Proof. The proof is once again a straightforward calculation.
We derive by (3.2) that

X 0X
Gor e = @ttt (@ =) 1d + (VG - 0) X )
(& + 5200p02) = G2+ 8190p00) (o L vl (s
@+ 1Bk @ + byt 2 14T VERTEAD Y
By (3.27),

(63 + £20082) — (&7 + £1p9,80)| < 161 = Galler + & + pD,p8a| + (6111091 — &)
< C87!(Ihy = hallLes + | Hy — Ha|lzoo)
<C

(Amg + AMy). (B9)

Combining (3.28), (3.30) and (B9) with (B8), we find that

X X
I 9n, < C(I1&r =&l + oIV = &2))
+ C|(83 + 200582) — (EF + £1p0,)|(182] + pIVE2])
< C(Amg + AM,y), (B10)

which proves (B3). It is easy to derive (B4) from (B3) and Lemma 3.2.
To show (B5), we use (3.25) to derive that

Xk Xk (ax_, 3X;

B _ . 2 -1 2 )
Ve = Vi gk = (ol = ) @+ bV @ + Gup- 0,60

0X; (82 + £1p0p81) — (83 + £2p0,82)
0x2,i  (§F 4 £1p0p81) (83 + £2p0,82)

0X;
e (3 CopDp02)™ Vi, [+ Cap - Bpl2) = (€ + Cap - Bp00))
(B11)

Vx, (& + 1 - 9,81)

+
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Then by (3.27), (3.28), (3.30), (3.32), (B9) and Lemma 3.2,

0X 0X

<C | = | 9,6+ gt

+ C|(GF + 81p9p81) — (G5 + £200,02) || Vix; (67 + C109,81) |
+ C|Vx; [(83 + £200,82) — (&7 + £190,81)]|

< C@Er)y Y (Amg + AMy). (B12)

0Xy 0Xy
Vx,—— -V
X 0x1,i X 0x2,;

To prove (B6), we start with a Holder estimate of ((2 + £109,81) — (£3 + £2p3,¢2). Using the fact
that || fgll¢a < I/ ll¢allglizee + 1 fllLooligllgas

|63 + 6199550 — (&3 + €200062) | Gz
<161 = Collcagp g (11 + Calloe + 100,81 o)
1161 = Calloe (11 + Call ey + 109581 i)
162l 109581 = PoLallzoe + [1E2llLoe l09ptt = pplallcagsy:  (BI3)

Note that the Holder semi-norms are taken over Bgr with respect to the Euclidean distance in X -
coordinate instead of the (p, w)-coordinate. Using

(6 = 8)(X) = (1 = h2)@)ns (£) + (H1 = H)@)ns (%) (B14)

and the fact that ng (’;’) and ng(%) are supported near 0B, and dBpg, respectively, we find that

- P
161 = Ealleaqy < Cr Nt =halleaqry + Cll = hallz= [ ns ()]

C%(BR)
+ CR™| Hy = Hal| o ey + Cl| Hy = o= [ns (%)
< Cr®|hy = hallgaery + Cllh1 = ha|lLoo (87)™
+ CR_a ”Hl - H2||Cot(1r) + C”Hl - H2||L°°(8R)_a
< C8Y % *Amg + CST"*R™AM,. (B15)

C%(Bp)

In the last line, we applied interpolation inequalities. Setting h; = H; = 0 (or h, = H, = 0), we
obtain estimates for ||¢; ||C-O,(BR).
Similarly, since

po(61 = 52) = (i = ho)@) - 2 (£) + (Hy = H)@) - 20 (£) . (B1O)

we deduce that

19581 = PBpta gy < CE7) ™ Amo + CER) ™ AMs. B17)
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Combining (B15) and (B17) with (B13) yields that

1T + €108p81) = (83 + 208p82) | ¢ (8 )
< Cllé = Gallga(py
+ C8(Amo + AMo) - (1511l ¢y + 1820l ¢ac ) + 109681 ¢a (i)
+ Cll&2ll¢a(Amo + AMo) + Clp3p81 — p3p82ll g (g )
< C@r)~*(Amo + AMo). (B18)

Setting i, = Hy = 0 gives
187 + £100581 [l ¢ar gy < C87) ™ (Mo, + Mo ). (B19)
Thanks to (3.28), it is not difficult to derive that [|({ + £100,¢1) 7! l¢e(p,) has the same bound,

with a different constant C.
In addition, by (3.30),

V(- &) = [(h1 — o)) %ng (2) + 1 — H)(@) %n’s (%)] er

;
+ [ =)@ -ns (£) + (Hf = H @) -ns (£) ] o7 e (B20)
So
1V = )¢y

< Cr¥|\(hy = ha)er|| gy (8r) ™ + Cllhy — hal|Le H;”f? (?)

C%(Bg)

_ _ 1 0
£ CR™(H — Ha)er gy BR)" + ClLHy — Hallzos H i (2)

C(BR)

_ _ 1 o

FCr O, — Kyegllgageyr + I — Hylios ”—ns @)
P A7l (BR)

_ _ 1 0

+ CRIH] = Heallgugr R+ CVH, = W= | s ()]
p Ce(BR)
SCSY(r " %Amg + RT17%AM,). (B21)

Here we used the fact that Amy + AMy < C(Amgy + AM,) by interpolation.
To this end, combining (3.28), (3.30), (B8), (B9), (B15), (B18) and (B21),

X  0X

Fr S CIEE +81p3p80) ieapg (181 = Sallzoe + 10V (1 = &)l

C%(BpR)

+C (16 = Gllgagsy + IV =87 ® Xl ¢asy)
+ C (@3 + £200p82) — (67 + €198 | s
+ C[ (&5 + &208p82) — (&F + £108p81) | oo
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1 + 619956 ey + 12 + E208p82) g
122l eaqay + 18" @ XLl cagy ]
< CEr) ™ *(Amg + AM,,). (B22)

In the last inequality, we needed the assumption my; + My, < 1.
Finally, (B7) follows from (B3), (B6) and Lemma 3.2. O

Lemma B.2 Assume hy, H, € CY%(T) witha < %, satisfying that mg > + My 2 < 1. Then

|72l ety + 2l cra g < Cepwv.r, R.G). (B23)
Proof. By (3.5), p, solves
Xy X, N s X 0X; -
i (a 0x2,; 0x2, X Pz) (P2)1z, i 0x2,i ¢ 0x2,i i B2

in Bg, with p»|sp, = 0. By putting h; = Hy = 0in (B4) and (B7), we obtain that

aX, 0X;
‘ k 209 14 < C(mos + Mo,). (B25)
ax2,i axZ,i Lo°(BR)
X, X,
‘ k 27 < C8r) “(Maz + Ma). (B26)
ax2,i 3x2,i C%(BR)

By assuming mg 2 + My > to be suitably small (ans thus mg > + M > is small by interpolation), we
may have the coefficient matrix satisfy

Xy dX;
8)62,,' sz,i

1
3 min{u, vild <a < 2max{u,vild, B27)

which is symmetric and piecewise C® in Bg. Therefore, by [36, Corollary 1.3] and Lemma 3.2,
1

fora < 3

I P2llcre gy + 192l cre@eg)

X 0X; N 0Xr 03X 3
<Cla,p.v,rR, 3 ! HG(PZ)XBr — Vx; raz—Vx, p2

X2,i 0%2,i | co (g ) Oxz;  0xa Loo
< Clo, v, R.G) (1 + ||V pallLoo(Br))- (B28)

We omit the dependence of C on mg + My and mg» + M > since they can be bounded by
universal constants. The §-dependence of C is encoded in the (r, R)-dependence. By interpolation
inequality, with € > 0 to be chosen and C¢ depending on € and «,

IV p2llLoosr) < €(IP2llcras) + 1721 cre@rig,)) + CellP2llLoear)- (B29)
Taking € suitably small, we conclude from (B28) that
IP2llc1.e gy + 1P2llcre@eong,) S Cla . v.r. R.G)(A + | p2llLooBR))- (B30)

Then the desired estimate follows from the fact p, € [0, pas] (see Section 1). O
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Now we are ready to prove Lemma 3.5.

Proof of Lemma 3.5. In this proof, we shall use C, to denote universal constants with the
dependence Cy = Cy (o, i, v, 1, R, G). Its precise definition may vary from line to line.

STEP 1 (L°°-bound) Rewrite (B2) as

X, 0X; . -
Vx, (a ko Vx; (p1— pz))

8x1,,~ 8x1,l~
G(p1)—G(p ~ 5 X, 0X; - -
+ MXB, <(p1—Dp2) — VXk—k ca—7 Vx; (p1 — P2)
D1 — D2 Ox1,;  Oxy,
Xy 0X; Xy dX; -
— v - Vx,
Xk [a (3X1,i 0x1,;  0xp,; 0x2; X; P2
Xy 0X; Xy 0X; -
v, Xk _ : Vx, fa. B31
+a [ X Brs I X s xas X; P2 (B31)

Arguing as in the proof of Lemma B.2, we may assume the coefficient matrix satisfies

1 0Xr 0X;
—min{u,v}ld < a—k 22J < 2max{u,v}ld, (B32)
2 axl,,- 8)61’,'
and it is symmetric and piecewise C* in Bg. Moreover,
G(p1)—G(p
MXB, <0, (B33)
P1— P2
and ] 5
G(p1)—G(p X X
'M ‘V kg S < C(pov.r R.G). (B34)
P1— D2 Ox1,;  0x1

Recall that (p1 — p2)|ap, = 0. By the L*°-bound of the weak solution [27, Theorem 8.16], together
with Lemma B.1 and Lemma B.2,

|71 — P2llLeo(BR)

0X; 0X; 0X; 0X;
N s L AT
Ox1,i 0x1,;  Ox2; Ox2 L4Bg)
0Xx  0X; X, 0X; ~
+ C(u,v,r,R,G) a[VXk—- L X7 ]] X; D2
8x1,,- 8)61’,' 8)(2’,' 3)(2,,' L2(BR)
< Ci(Amg + AM,). (B35)

This proves (3.52).

STEP 2 (C "*-bound) This part of the proof is similar to that of Lemma B.2.
In addition to (B32), we know that

(axk 0X;  0Xp 0X;

— Vx.p B36
Bxl,i 3x1,,’ 3x2’,’ 3)62,,') X] P2 ( )
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is piecewise C* thanks to Lemma B.1 and Lemma B.2. Applying [36, Corollary 1.3] to (B2), for
1

a<g
47

171 = P2llcrecsyy + 191 — P2llcro@avg;)

- - 0X; 90X, - 5
< ClG(p1) — G(p2)lLeeB,) + C | Vx, I ! IV(P1 = p2)llLe=(Bg)
X1,i OXL,i || Loo(BR)
X, 0X; Xy 0X; )
+C X . — X . V oo
FOx1; 9x1 “0x2;  0x2,i || Loo(my) IVP2llLoen
X, 0X; 00X 0X; -
+ C ( k L K J )VXjPZ
dxp,i 0x1i  Oxz Oxo coBy)
0X; 0X; 00X, 0X; -
+C ( k27 Tk ’)ij.p2 . (B37)
Ox1,i 0x1;  Oxz; Oxo Co(BR\By)
Here the constants
0X; 0X;
C=C|la,u,v,1R, k J . (B38)
axl,i axl,i C%(BR)

By (3.52), Lemma B.1 and Lemma B.2, we simplify (B37) to be

151 — P2llcrecgy + 191 — P2llcre@eng,)
< Cull p1 = P2llLees,) + Ce(8r) 7 mo,1 + Mo )|V (P1 — P2) Lo (Br)
+ Co(8r) Y (Amg + AMy)
+ Cu(Amg + AMp) + C(67) % (Amy + AMy)
< C|[V(p1 — P2)|lLeo(Bg) + Cx(Ama + AMy). (B39)
By interpolation and arguing as in the proof of Lemma B.2,
151 = P2llcrecay + 191 — P2llcre @) < Cs(Amy + AMy + || p1 — P2llLeosg))- (B40)
Now by the L*°-bound (3.52), we conclude with (3.53). ]

Lemma 3.4 follows from Lemma 3.5 immediately.

Proof of Lemma 3.4. Back in the physical coordinate, by (2.13),

1 (1 + hi)er —hieg). T ax,
dhi = ——ui(y(®) -yt = - L. - Vx, pi B41
thi 7 ui (y(0)) - v{(6) AT By, P - (B41)
Here Vy, is taken from the inside of 0B, . Similarly,
v((1 + Hy)er — Hleg), T ax 3
0 H; =~ — [ - -kapl} (B42)
R(l + H,') 8xi,j 3Br

By definition (B1), ¢; = 1 + h;(6) in a neighborhood of dB,, while {; = 1 + H;(6) near dBp.
So (3.30) reduces to
h.(0)r—'esg  ondB,,

Ve = (B43)
H!(0)R'eg ondBg.
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Hence, (3.2) can be simplified as
oxe | (L+hi0)°[(1 + hi(©))8k; — hj(O)ek @ eq ;] on 0B,

— B (B44)
0xij | (1+ Hi () °[(1 + Hi(6))k; — H](B)erx ® eq ;] on dBg.
Now we calculate by (B41) and (B42) that
w [ (4 hi)* + (h)? h i
Iy = —= : V pilag, . B45
1y , [ (1 i I’li)3 €y — (1 +h )2 pl|3Br ( )
v (14 H;)? + (H))? s
0:H; = R’ T+ 1) — -er - Vpilopg- (B46)
In (B46), we used the fact that p;|sp, = 0 and thus V p;|5p, is in the e,-direction.
To prove (3.51), we start with the trivial bound
(U +7:0) ™ cagny < € (B47)

due to the smallness of mo ;, where C is a universal constant. Then we simply use || fg|lcer) <
3”f||C"‘('JI‘) ”g”CD‘(T) to derive that
‘ (L+h)> +(HD?  (1+h2)* + (h))?
(1 +hy)3 (1 + h2)3

CO‘(T)
D N TR co (1+h1)3 ce A+ h)30+h2)? | ca
< Cllhy = hallca + Cllhy + By lcallhy = Ry lice + ClIR5|Igallhy = hallce
< C(a,8,mg,1 + mgp)Amg. (B48)
Similarly,
hy
< C(a,8,mg,1 + mo,2) Amyg,. B49
“ (1 + h1)2 (1 + h2)2 Ca(T) ( a,l a,z) o ( )
Setting h; = 0 or h, = 0 above yields
1+ hy)? + (h)? h
H( )"+ () N < Coma). (B50)
(1 + hl) CO‘(T) (1 + hl) Ca(’]:[‘)

Then it is not difficult to derive from (B45) that
||8th1 — 3;h2||ca(11‘) < C(/,L, r) . C(Ol, 5, My, 1 + ma,z)Ama . ||V[51 ”CD‘(T)
+ C(p,r) - C(8,ma2)IV(p1 — p2)llce(r)

< Cla, p,r, Rymgy + moz,Z)(Ama”Vﬁl”ca(zT,) +IV(p1 — ﬁ2)||ca(F,))~
(B51)

By Lemma B.2 and Lemma 3.5,
0:h1 — 0thallce(r) < Cx(Amg + AMy), (B52)

where Cyx = Cyi (o, 1, v, 1, R, G). Once again, the dependence of Cy on mg,; + My,; is omitted
since it is assumed to be small.
Estimates for (d; H; — d; H>) can be derived from (B46) in a similar manner. O
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C. Proofs of Lemmas 5.4-5.6

In this section, we prove Lemmas 5.4-5.6.

Proof of Lemma 5.4. Let [; be defined as in (5.2) corresponding to 4;. By virtue of (5.5),

27 (y{ (O - Ky ¥ = 150) " - Ky ¥)
1 1 1
=§A(LHI HJ)ww+9ﬁ

ha(0)—h 1(9)‘ / Ahl(Q)—cos%-h’l(Q) v+ &) dt
L+ ha(0)  1+h1(0) Jr Zsing 1+ 14
N /A%—mw»wmémlhﬁ@ww+ag
1+ hy(0) Jr 2sin§ 1+
n [ Ah;(0) —COS -5 (0) (1//(9 +§& v +€)) dt
1+ hy(0) Jr 251n% 1+14 1+
= J14+ Jr+ J3+ J4. (CD)
We start with the integrand of J;.
(- 5)
< Ll e+ | ———— | e
- 1+11 1+1 CBI//L 1+ 1+0Db Lgowc“’
< Cllh - 12||C'5||w||L°° + Cllly - 12||Lg°(||11||c'£ + ||12||C'£)|W||L°°
+ Clily = Lllege vl es- (C2)

We derive that

11—zl Lge
(Ah1)? — (Ahy)?
(1+ @)1 +m@+9)|,

+

(Aha)” 1 - !
(L+m@)(1+hi(0+8) (1+h)(1+h(0+9) )|,
< C(IR Lo + 15 llzeo) Ay = hallpr.co, (C3)

and
l - l -
“ 1 2“05

(Ah1)? — (Aho)?
(1+h1(@)(1+ 710 +8) |z




288 I. KIM AND J. TONG

+

) 1 1
(Ah2) ((1 F @)1+ m O +8)  (1+ha0)(1+h(6 + s)))
< CHy + Wyl gs by = yllzoe + C IR + hyllzoe By — Ryl s
+ C\Hy + By llLee |y — Ry llLee 7]l s
+ Cllhylles i o Iy — hallzes + ClIRS | Z o0 1 — hall s
+ ClRy 3o lh1 = hallzee (W lles + Ih2lles)
< C(IIRllgs + M5 es)lhy = halicrs. (C4)

Taking s, = 0 in the second last step of (C4) yields that

8
CG

Iilles < Clikillesllhillzoe. (C5)
6

Combining these estimates with (C2), we argue as in (5.6) that
[J1ll¢s < C sup

1 1
— 0+
geT (1+11 1+12)¢( i ¢t
< Cllhy = hallcrs (IR llgs + 1Rl e ¥ s (C6)
Next, by taking advantage of (5.10) and (5.15),

hy — hy

1 /Ah1<9>—cos§-ha<9>w(e+s>
1+hy Jr 2sin & 1+14

2

12l ¢s <

d§

Cch 1,00

1 /Ah1(9)—COS§'hﬁ(9)1ﬁ(9+5)dg
T

1+ hy
+‘h2—h1
1+ hy 14 hy 2sin 5 1+

< C(lha = hillgs + b2 = hillLslh2lles) - 1B Nl esll¥ Lo
+ Cllha = hillzee - IWy s (I I cs + 1W oo 1A [l s 1) llLoe).- (C7)
Arguing as in (5.9)—(5.15),
13lles < Cllth = ha) llgs (1 llcs + ¥ e R Nl s 1Y Loe). (C8)

In order to apply the same argument to J4, we need the following estimate.

1Loo

B

yO+8§ vO+8  vE) ¥ ()

+
1 (6)? h(0)%
t+h Ll 1+ (1}&-h1)2 I+ (l%i-hz)2

SClY (O +§) —yv@llh — L

h(6) hy(9)?
(T2 " (T+h)?
O AQs (In- Ih6)?
(1+m@) (1 +h@) |\ A+h)?

+ Cly Ol -1

hy(6)?

+ Cly(0)] BEYSE

2

)

(C9)
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Since
' (6)? R, (6)*
(I +h1)?2 1+ hy)?
(AR (0)* =R (0 (Aha(9))” = Wy (6)?
(IT+h)(1+h(0+8)  (+h)(1+ha(6+§))
h(0)*(hi (0 +8) —hi(8))  hy(0)*(ha(60 +§) — h2(6))
(14 h)2(1+ hi(0 +£)) (1 + h2)?(1 4 ha (6 + §))
< CIEP lhy = hallers (0 lles + 1)l @s), (C10)

Ih—1—

<

we apply this and (C3) to (C9) to conclude that

ve+§ vO+85  v(E) N ¥ (0)
1+1 111 7, (6) 1,0
! 2 It dmye U ane

< CIEPIYlles - (I llzoe + 1B Loo) i = | y.co

+ Cll¥liLes - 61 A1 — hallcrs (1Y Nl gs + 5]l ¢s)

+ ClYloe (I llzee + [R5 llzoo) 1h1 = hallwroe - [E1P (IR oo I Nl e + IR5 N zoe 1l cn)
< CIEPIVIca iy llgs + 5l e)lihy = hallcrs. (C1D

Now we proceed as in (5.9)—(5.15).

[J4(0 + &) — J4(0)]

<' 1 1 / Ah2(9+8)—cos%-h/2(9+s)
T+ ha@+e)  1+ha(0)] ) 2sin§

dé§

‘ V(O +e+$) 3 V(O +e+$)
1+0L0+e0+e+& 14+LO+e0+e+E)

+C/ Ah2(9+8)—COS%-hIZ(9+8)
T

3
- |e|? sup

2sm5

H yOo+§ YO +§)
1+0406.0+& 14+10,06,0+§)

£ g
N Cf Ahy (0 + &) — Aha(0) — cos § (0 + &) — By (9))
T 23in%
v+ o vO+H  yO® v it
1+1,(0.6 + 1+ (0,6 + 1 (6)? 15(6)
i ) 2 D e ooy

c / Ahy (0 + &) — Aha(0) — cos § (50 + &) — hy(0)) d
T

o €
2sm§
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0 6
Vo _ v® | )
L LCO N, R 10,
(1+h1(6))? (1+h2(6))?

By (5.11), (5.14), (C3)—(C6) and (C11),
1740 + &) — Ja(0)| < CPIY sl s (Il e + [R5l ep)llhy — hallcrs. (C13)
Combining (C6)—(C8) and (C13) yield the desired estimate. O

Proof of Lemma 5.5. Let Cy and Cy be the constants in Lemma A.2 and Lemma A .4, respectively,
both of which only depend on p. Without loss of generality, we may assume C; = Cy, = 1.
Following (5.5), we use L,(c') (k = 0,1,2,3) to denote the corresponding quantities defined by #;
(i = 1,2).[; are defined as in (5.2) by A;. Thanks to the smallness of /;, we may assume |/;| < 1,
and that C, > 0 is a universal constant such that ||(1 + 4;)7!||ze0 < Cs.

We start with bounding Lgl) - L(lz). Taking their f-derivatives, we use (C3) to derive that

1 2
(ARESASI .

2Ah) AR, (AR (W] (O) R (0+8) -+ (O)h1 (0+8)+h) (O)h] (B+8))
1 f Th @)+ GFE) (11 @)U +h1 (0+8)
2 | Jr (1+1,(0,6 + £)°
2Ahy AR _ (Ah2)2(h’2(0)+h’2(0+§)+h’2(9)h2(0+§)+h2(9)h/2(9+§))
(A @)+ @F8) (+ha @)1 T (0+E)
- 3 v(O+6)dE
(14 1(0.6 +9)) o
1 1 1
+ 3 - ‘O +8d
WL (g ) ve o

< C(IHy = ByllLee 1R llLe + Ay Lo BT = hyllLe + [R5l Loe I3 Lr lhy — hallwr.co) W[l
+ C(IM NIz + IhallLeo) lhy = hallwr.co ¥l (C14)

As in (5.18), we Taylor expand (1 + /;)~! and rewrite Lgi) as

LO = SN (1 4+ @) 9 Vpv. [ (AP (1 4+ hio + 5y LOED
¢ j§0<>(+(>) pv. [ (Ah)? 11+ b6+ 6) el
=y LY. (C15)
j =0

We derive
-7 (LS — LD
=[(1+m@) = (1 4+ h20) ]

. @+ e) 7 LD g

2sin 3
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+ (1+ ha(8)) VY

2j
DLV, h—h Ah lAh 2j—l‘ h 9 _JM
+ (14 ha() VY
' 241 1 B 1 )
p'V'/T(AhZ) ’ (1 +hi(0+§) 1+ h(0+8)
Jj—1 .
S m@+8) (14 b0+ ) O LEE D g
= 2sin 3

291

d§

(C16)

Note that here in this proof, with abuse of notations, we use / as a summation index, which has

nothing to do with (5.2).
By Lemma A.2, for0 </ <k,

Y +§)
£

sin =

pv. / Ay = ho) (Ahy)! (Ahp)E!
T 2

d§

Lr
k
< CCH(IMyllpoe + I llzee)” 1By = hyllzoo |V |l r -

Letting k = 2j and replacing ¥ by (1 + k1) ™/,

p.v./TA(hl — o) (AR (AR (1 + i (6 + ) - (6 +f)ds

2sin 3 Lo

< C(C2Ca(IM s + 1By ll2o)?) 1Ay = Ry llzee ¥ llLo.

Further taking 7, = O and [ = 2, we find

p.v. /T(Ahl)zf“(l +hi(0+8)7 w d§

2sin 3

Lr
< C(C2CalyIZee) IRy izoe ¥ llr-

Similarly,

2j+1 ! - :
”P'V'/T(A'“)] (1+h1(0+§) 1+h2(9+$))

(1 m @+ ) (1 +ha0 + ) U LEOED

S 5
2s1n5

§

Ly
< C(CZCo|Ihy |00 ) I1hy llLoe 1 — Rl oo |l [l Lr-

(C17)

(C18)

(C19)

(C20)



292 I. KIM AND J. TONG
On the other hand, by Lemma A .4, for 0 </ < k,

VOTE o

iné
sin 3

PV, /T Ay — ho) (Ahy)! (Ahp)E!

Wop
k
< (k+ 2)CTk+2||1/f’||Lp 177 = Ry llLos (1A} llzoe + [1AS [l Loo)

/ ’ k
+ (k +2CE 2 Y llzoo 1BY = By llLe (1) 1Los + 175 llLos)

’ k-1 / 7
+ (k + 2CE2 Y llpe 1By — My llzee (1) 1o + [R5 llLee)” ™ - Dm0y (107 e + 1451lLr).
(C21)

Taking k = 2, and replacing ¥ by (1 + hy) ™/,

e+,

2sin

p.y. /T Alhy — ha)(Ahn)! (AT~ (1 + hy (6 + €) £

2 wi.p
< @Qj +2CT 2GR Lol e + C W IlLo) 1By — Ry llzes (IR} oo + 17| Loe)?
+ @) +2C7 T Wl 18] — K llLe (1)l + 17 le)”
+2j +2C 2 W llLes |1y — by oo
Aoy (1B lzos + A5 NLee) " (IR L + A5 Lr). (C22)

Further taking i, = Oand [ = 2,

. —j 0
p.v./(Ahl)ZH'l(l +hi(0 +§)) = L—?dé
T 2sin 3 Wi
< C( + D(CECaly1700) [G IR Loe 19 e + 19 L) IRy lizee + I lLee A lILr]-

(C23)

Similarly,

2j+1 1 _ 1 )
'p'v'/T(AhZ) ’ (1 +hi(O+E) 1+h(0+68)

(A +h 0 +8) (1 +h0+8) Y.

ve+o .

£
2

2sin Wlp

. 2j+2 2j+1
< Q) +2CH TG

' 1 1 —(j—1-1)
“(Hrhl 1+h2)(1+h1) (Lt 2™ w”vi/w

+CQj +2CT 2P IRy lLe - € Ay = hal|os ¥ ]| Los
< C(j + )(CECall |17 00) 15 lloe - [y = R llzoe [l r
+jllh1 = halles (1 |Loe + [R5 llLeo) W llLe + A1 — hallLos 1 |r ]
+C(j + D(CEC 7o) 115 e - l1h1 = hallLos [l Loe. (C24)
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Combining these estimates with (C16), we use the fact || fgll1., < | flyrcollgllee +
I/ llze=lIgllyir1.» to derive that

1L = L s
< C(j + DS (I = Byllzee + (j + 2)|1h1 — halLeo ||l 1)
A(CC Wy 1 0) 1B oo ¥ Lo
+C(j + 1DC [[hy = hallLes
( + DCECR ) [G IR os 1 e + 19 lLo) 1Y e + (¥ oo 7] l1Lr ]
2j
+C( + DCF Iyl Y (C2Co(llRy oo + IS llLo)) 117y — hyllzee ¥ liLr
2j =0

+CC4 3 (G + D(CEC2 (N, llzee + 17y llze=)?)’
=0

(G IR LW e + 19 L) IRy = hyllzee + ¥ llzoe IA] — 3 |lLr
+ Lgsop W lizeo llhy = Hyllzee (1A lIze + W5 NLe) (17 llzee + [y zee) "]

j—1
+C(j + DC] Iyl Y (CZCallhyFo0) By llzoe by = hallzee ¥ ]2
j—1 1=0
+CCJ Y + D(CECaIM 1 o0) M llee - [17) = Ry llzee 1]z
=0
+jllh = hallLee (1 llzse + 5 lLe) W e + 71 = hallLee ¥ e ]
+(J + DCECollM5NI20) 05l - 171 — hallzee Y]] oo (C25)

Assuming [|h] | < 1,

o0
1 2 1 2
1LY — L < S ILY, — L s
j=0

< C(IWllLrlhy = hallwroo + ¥ oo ] — A5 |lLr)
+ Cll¥ Lol — hallwroo (1A L2 + [R5 1LP). (C26)

We similarly write

LD = S @) (-1 = 1) Vpov, [ ahy (1 + o + ) LD
= 2 HO =) . [ (@)% (14 1,8 + ) atl

o .
= > LY, (C27)
Jj=0
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and

&
2 tan 5

(_1)]+1(Lgl) L(2))
JURIZLY

— [h’l @)1 + h1(6)"U*D —my(0)(1 + hz(e))_ml)] :

/(Af —4))- &J“;)ds, (C28)

ry©)(1 + ha(0)) "V o pv. [ (4]
T tan 3
where (Ah)?
A
A = 14 h; (6 1;(0,0 +§). C29
e R MO RACUREY (€29)
To proceed as before, we need L°°-bounds for the integrals in (C28). We additionally define
h:(0)?
() (C30)

Bi=—"+—.
C 1+ hi(0)
C2C5||h||12 ., where C; = m/2 is introduced in the proof of

It is easy to show that |A4;], | B;|
(C31)

Lemma A.2, and
|4 — Bi| < C|h}l|Loo|1h}l| ¢51E1P.

Hence, by the mean value theorem

veD
v | Al Al 0 B] 0
p. [ 4 o ‘/ WO+~ B () —
[ sccalmizo ||h;||Loo||h;-||c~ﬁ|s|ﬂ el dg

d§

§
3

T
+C/(C12C2||h§||ioo)f Y@+ 8§ —v(O)E 7 dE
Lell¥lles). (€32)

< C(CRC) (IR IRl sl llzos + 1117

We also derive that

p.v./(A{—Aé)wd

T 2tan 3

s/|A{—A§—B{+B{| w dé + B! — B wdg. (C33)
nz 2tan§

Write
Al — A, — B! + BJ
-1 j-1
(A1 — Az — By + By) Y VA 4 (By— By) Y (4 Ay~ — BIB]TTN). (34
1=0 =0
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Since
h/(@)z h/(@)z
Ai—Ay—Bi+Bo=(1+hi®))|h-—"—— = (1+h0)) | I, - —2""—
1 2 1+ By = (1+hy( ))(1 (1+h1(9))2> (1 + ha( ))(2 (1+h2(9))2)
hq
:1+h 2(A; — By)

h(0)? h.(0)?
+ (1 + h2(9)) (11 — I — 10) >+ 2(%) 2), (C35)
(1 + h1(9)) (1 + h2(9))
we use (C10) and (C31) to derive that
|4y — Ay — By + Ba| < CIEP|1hy — hallcrs (1Y Nl s + 175 e) (C36)
Combining this with (C31) and (C34) yields that

4]~ 4~ B + ]
j—1

1 j—1—1
< |A1— A2 — By + Bo| Y (C2Co|Ih}[3e) (CRCalIS 13 o)’
=0

Jj—1 ; /
+C|Bi = Bo| Y I(CTC|lh[1700) ™ - Iy llzoo 1 s €1P - (CRCall I o0 )

=0

Jj—1 . !

; j—2—

+ C|By = Ba| ) (CPCa|lH o) - (G = 1= D(CPCall o)’ ™ - IS llLoollithll o6 1617

1=0

j—1

< CCICY TP -l = hallcrs (171l e + IRl s) (IR I oo + 15117 0) (C37)

Applying this to (C33), we obtain that

0
pr [ (4 ah LD :E)

. . i—1
S CCPC) ™ b = hallcrs(Illes + 1B5les) (17 IZoe + I3 1700)" " W llca.  (C38)

Arguing as in (C17)—(C20),for j = land0 </ <2j — 1,

yO+o

¢
2 tan 3

p.y. / Alhy — ha) (A Aoy (14 1y (6 + 8) 7 -
T o

1 2j—1
< CCYCY (I iz + Wy llzee) ™ 11y = Wyllzeo W llzr. (C39)

; 0
p'v'/TA{'MdE

Sk s ey In Iz v L. (C40)
2

Lp
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and

2j 1 B 1
p'v'/ﬂrmhz) ] (1 Thi@+ 8§ 1+ a8 +s>)

(4@ +5) " (14 a6 + 8)) 0. 1 +§> it
2s1n5 Lo

< CCYTCS Iyl Frollhy = halloo [¥/llLr.  (C4T)

Hence,
p-v. /(A{ - Aé) . _w(Q +§) d
3 / ACERI)
L / Alhy = ha) (AR (AR 1 (14 (@ + ) - =7 d
I=0 ! 2tan § o
- 2j 1 1
] J—
+; P.v./T(Ahz) (1+h1(0+§) 1+h2(9+§))
-(l + h1(0 + g))_l(l +hi(6 + E))_(j_l_l) ] V(0 +f) J
2tan 3 I
< CHCHTNC (IR lzos + Wileee) ™ = ks e )
Similar to (C21)—(C24), for j = 1,
b V'[ Alhy — ha) (@AY (A =1 (14 6+ ) LD g
: 2tan§ Wwl.p

. 2741/ . 1 +1 1 2j—1
< @j + DCF TGS T B e 19l + C 1 e ) Iy = By lzos (17 oo + 175 2oe)™
. ; ; 2j—1
+ 2 + DCF T W llLos 1] = Bylle (17 oo + 75 Lo)™

. j j / / / ’ 2j-2 ” ”
+2j + DCI T W llzeo 1By — By llLes (IR Lo + 1By Loe)™ ™" - (18] e + I1h5]|Lr),
(C43)

Hp /T A VOO,

&
2tan 5

wl.p
< @j + DCYT(GCS R Lo ¥ lle + C 1Y |Lr) 17y 175
+CQj + DCITC [yl k] llLe 1075, (Ca4)
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and

2j 1 — !
“p'V'A(AhZ) J (1 T8 1+h(0 +$))

(4@ +6) " (14 h@+8) 00 LEED 4
ZSin% Wip
: 1 1 . ‘
<@2j+net! ( ——) L+ h) (14 hy)~U717D H hy 17
L [ ey KR U U S i ] I LA

+CQj + DCITCS by — hallLeo W llLos A5 Lo 175117
< CQj +DCY TS 1T - [y = Ry llLos 1l
+ jllhy = hallzeo (IR lizoe + 1By lze) W lie + 1 — hallzee ¥/ l12e]

+CQ2j + DCY T TGS Ihy = hall o[y oo 175 | r- (C45)
Hence,
) ) ]
p.v.[(A{ _Aé).wdg
T 2tan% Wip

pV/ A(l’l] _hz)(Ahl)l(Ahz)Zj*I*l(l +h1(9 + s))*/ . W(e +§) dé
T tal’lz

2j—1
<2
=0

wl.p
Jj—1 . 1 |
2 —
" g p'v'/nrmhz) j (1 TI@+E) T+ h@ +s>)
A+ m@+9)" (1 + o +5) 070 LD 4
2tan 3 Wl

< Cj2Q2j + DCY T W llLe Iy — hallwroo (IR lzoe + IR llzoe)>

+Cj@j + DT W e Iy — hallyroo (I lzoe + 1B llzee)™ ™"

+CjQj + DCH S oo 1] = Hyllo (I 1o + IR lLos) ™"

+Cj2j + DCI T W llees by = hallwree (1] [1Loe + 175 11eo)> (18] e + IS ]Lr).

(C46)
To this end, by (C28),
1L = L 1
—G G (0 +
< R+ h) ™I —RY(L 4 ho) YD1 [ pv. A{@’f(_f)dg
T tan 3 100
: G ¢ (6 +
G A DI+ )0 = )1+ )"0 e [pv. [ 4] 20D g
T 2tan 3 Lp
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W(G +6

IR (4 7)) ™IFD =y (1 ) ™D oo "
2tan 3

p.v.
’]I‘

; NGRS
p.v./T(A{ —Aé)vjz(Tnf)d

wl.p

+ [R5+ ha) U | Lo

2

LOO

v
pr [ 4l - ap T g

2

+(J + DI+ ko) UF 0

p. [ (4] = ah LD g

2 tan 3

Lr

+ A5+ h2) U oo (C47)

wl.p

For j = 0, this can be simplified as

1LY = L 0 < CURY = Bylle + 1Ry 1e iy = hallzee) 1V ]l ¢
+ Cllhy = hallyrcs (I llzoe + Wy llzos) [V 1o
+ Cllhy = hallyrc [V o (C48)

For j = 1, by applying (C32), (C38), (C40), (C42), (C44) and (C46) to (C47), we derive that

ILS = L .o
< c<cf+1||h” —hyllLe + 1Wslle (G + 1DCI 2 hy = ha|lLee)
A(CEC) - IS MR s ¥ D cs
+CG+ DG+ 2>CJ“||h1 — hallwreo (|1} Lo + 15 [lLoo)
CHC W P W e
+CG + DC T hy = hallyieo
@+ DG e Wl + € 1 L) I I
+2j + DC S [l I o 115175 ]
+CCytmg| L
A(CEC)TV by = hallcrs (IRl es + WS les) (G120 + 5112 00) " W |
+CCIPG + DIy )3
JCHTIC (IR NIz + RS llzee)¥ Iy — hallprso 1[I0
+ CCY M Ry llzes - 27 + DCH T (11 oo + (1A [l0e)> 2
[l 1y = hallreo (17 Loe + 17 ]lLo)?
+ ¥/ lLe Ay = hallwroo (17} oo + (17 [loe)
+ W oo 0] = By llLo (I lzoe + 17| zoe)
HIYllzos 1h1 = ha w1 (1A ILe + 17y Lr)] - (C49)
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This together with (C48) and the smallness of 4; implies
o0
1257 = L2 < LS50 = LN wrr + Do ILE) = L s
j=1

< ClhY =y llLe (1 + R lles + 5l ep) 1]l e
+ C(Ih e + 1B5NLe )1y = hallcrs (U + 1R Nl ¢s + 1R5 N ep) ¥ Dl cs
+ Cllhy = hallwreo ¥l Lr- (C50)
Then the desired estimate follows from (C14), (C26) and (C50). O

Proof of Lemma 5.6. Following (5.31), we use I:,(Ci) (k = 1,2,3) to denote the corresponding
quantities defined by h; (i = 1,2).
Using (5.32), we find that

125 = L2 L

A T G0 S (hy)? )(1/ (1))
§H(lﬁth A+h)? T+h  (+h)? 2qrwd€+L1

LP
h// h/ 2
N H( R ) ) L@
1L+hy (14 hy)? Lp
hy h, ) My H hy 1y @y
+ — L + LV -L
H(l+h1 1+ hy (L1 Lr 1+h2( 1 ) Lp
< (W = Wlluw + 11SLr iy — hallzec) (' / wds] + ||L§“||Loo)
T
+ ISl LY = L 1o
+ Cllhy = hallyrse IL 10 + ClIE 2o 1LY = L2, (C51)
It is not difficult to show by (C3) that
L8 = L2 < Ul [ 1 Lol dt
< CllY llzos (I llzoe + I llzoe) A1 — haly1.co- (C52)

Taking i, = 0 yields | L{" || co < C||¥ Lo || || oo here we used the fact mg; < 1. Substituting
these estimates as well as (5.17) and (C14) into (C51), we obtain that

IO = L2y < CUR = W3l + (R e + 1B 1y = allr.c0)
- ( [ ws' e (I, e + ||h;||Loo))
+ C(IH oo + Wy lLoo)hy — hallwroo |9 L. (C53)

To bound Z;l) — igz)’ we are going to make use of the estimates for Lgl) — ng) in Lemma 5.5,
since I:g) coincides with —7; (9)Lg) if v in the definition of Lg) is replaced by /(1 + h;). For
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LY

this purpose, an L °°-estimate for Lg) — is needed. We start with

Ahy—h}(6) Aho—h%(6)

LY 19| < |puv. Hhi@) e | YO+
2 2 1+ 1410 ZSin%
AQ) 1(0)

@  1+he | Y0 +§)
+ |p.v. - d|. (C54
P /T L+h  1+b | 2siné 5 (@9

It is straightforward to bound the first term.

Ah—h(6) Ahy—h’5(6)
) T ve+6

“Jr 14+ 1 1+ 2Sin%

<C /T 1P (I8 = Rallgs + Wbl es (1hy — hallzes + |l — L)) [V [ €] d &
C(Ilhy = Mlles + I3l gs = hallyr.co) 1|l oo (C55)

To bound the second term in (C54), we first note that (C32) and (C38) still hold if 2 tan % in their

denominators are replaced by 2 sin % Hence, we argue as in the proof of Lemma 5.5 by Taylor
expanding (1 + /;)™! that

11 (O +§)
p.V.[E(1+ll 1+12) ZSin% a

S /( A4 4 .)w(emdé
(1 +m©®) (1 +h() ) 2sin§

sLp

9+§) 1 (0 +§)
c/ V/Af Al ( _ NI TR A L
Z P ( 2) (I +hy)? (14 hy)/ T 2 23in% :
< C||1ﬁ||cff||h1 _hZHCl-ﬁ(”h/l”c"B + 15l ) (C56)
Taking /i, = 0 here yields
1 V(O +§) /
po [ (57 1) dg| < ClollealillcislMlies.  (€S7)
T\ 1+ 251n2
which further implies
1 Y0 +§) 2
. <cC L I llers)’ 58
pv [ nt 48| < CIlen (14 inlers) (cs8)
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To this end, we may bound the second term in (C54) as follows

AQ 5 ()

pv/ 1+h1(0) @ | V(O +§) dt
S\ 1+ 1+ ) 2sing
ST S| A SN T2 P
l+h  1+h T1+10 2sin%
! 1 1 (O +§)
+ |[—2 /( — ) d
‘1+h2 P+ n T 1T 2sin & :

2
< Cl¥leslhy —hallcrs (1 + hlicrs + lh2llcrs)”

Combining this with (C54) and (C55),

2
1LY = LP 1o < ClIYllcsllin = hallcrs (1 + Ihillcrs + [hallcrs).

Setting i; = 0 (or hp = 0) provides
i 2
ILD||Loo < CllYlleslhillcrs (1 + Ihillcrs)’.

To emphasize the v -dependence of LY , we shall rewrite Lg) as Lgi,)lp. Since
—h; (G)L we derive with (C26), (C60) and (C61) that

2,9/(1+h;)
1257 = L0
< h// h// L ! L(l) L(2
< ” ”L”” 21/,/(1+h1)||L°° + ” 2”L”|| 2,9/(1+hy) 21/,/(1+h1)||L°°
1
NP 1L 1y 25
1 2)
Iy = Byl LS, oy i + WS leo LS s eny = LSy i
!/
F I N LS 1 g1 oo

< C[[hY = My lLr Irillcrs(+ lhlicre)®

L+ hi|cs
IRl H V1 = hallers(l + s + [hallers)?
1+h1 CcB
I TR .
Cllh _ = h 1 h
T Pt I L R (A

+ I, — e (H

[ ||¢||Loo||ha’||m)

14+ hy wl.p

Y (H H 11 = hallgioe + 19 llzoo ) — B Lo
Wwl.p

1+

+ 1Y llzeellhy = hallwr.oo (177 P + IIh’z’IlLP))

301

(C59)

(C60)

(C61)

i -
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vy
I1+h 1+4+h

vy
IL+h 1+4+h

4 CllHy e (H

 lhallwres + H
wl.p

T ||Lp) .
LOO
(C62)

This gives

~a -
128 = L 1.0

” " 2

< Y =hylle W lles(Ihillcre + llhzlicrs) (1 + lBlcrs + h2llcrs)

3
+ CIhYller + 5 lLe) ¥ callhn = hzllcrs (14 hallcrs + lIh2lcrs)
+ Cllhy = hallyroo 19 e (W1 lwrco + 2]l prc). (C63)

For ]:gi), we rewrite

i(i)zoo_lj+11 hi9_j-- Aj.wd_ Co64
3 ;( L+ i 0) pVA ' 2tan§ ¢ (oD

Thanks to (C40), (C42), (C44) and (C46), we derive as in the proof of Lemma 5.5 that

7@ 72
1257 =L |
< Clln = hallyros (19 o (I oo + I |Loe) + 19 llzos (10 e + 13]120))
+ Cllhy =Byl |9l (1A oo + [R5 [lLe).  (C65)

Combining (C53), (C63) and (C65), we obtain (5.45). O
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