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On the sharp interface limit of a phase field model
for near spherical two phase biomembranes

Charles M. Elliott, Luke Hatcher, and Bjorn Stinner

Abstract. We consider sharp interface asymptotics for a phase field model motivated by lipid raft
formation on near spherical biomembranes involving a coupling between the local mean curvature
and the local composition. A reduced diffuse interface energy depending only on the membrane
composition is introduced and a I'-limit is derived. It is shown that the Euler—Lagrange equations
for the limiting functional and the sharp interface energy coincide. Finally, we consider a system of
gradient flow equations with conserved Allen—Cahn dynamics for the phase field model. Performing
a formal asymptotic analysis, we obtain a system of gradient flow equations for the sharp interface
energy coupling geodesic curvature flow for the phase interface to a fourth order PDE free boundary
problem for the surface deformation.

1. Introduction

Biological membranes are lipid bilayers which separate a cell’s interior from its exterior
and often contain embedded molecules such as proteins. Biomembranes also exhibit fluid-
like properties which enables the lateral transport of these molecules and can lead to the
formation of intramembrane domains [6]. In this paper, we consider a mathematical model
in which domains are one phase of a two phase biomembrane. Since the length scales of
a biomembrane are much larger than its width, biomembranes are typically modelled by
hypersurfaces and the introduction of surface energy functionals.
In [16] the first and second authors considered surfaces I', of the form

r, = {x + pu(x)v(x) : x € F},

where I" is a sphere of radius R. A surface of this type is a graph over the base surface I"
with unit normal v and described by a height function u : I' — R with small positive
constant p. Domains on I', are distinguished by the values £1 of an order parameter ¢.
Using the smallness assumption on p, the following perturbation of a Canham—Helfrich
energy was derived in [16]:

Epr(u,§) = /r (em(@ 10, Ar) + epr (¢, Vrd)) dT (L)
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where an approximate membrane elastic energy, e,, (¢, u, Aru), and a diffuse interface
energy, epy (¢, Vr¢), are given by

S{(ors 2 ) (s 2) 4 Gu(aru 2

b(51Vrel + EW("’))'

em(P,u, Aru) :

epr (¢, Vro) :

Here, W(-) is a double well potential defined by W(¢) := 1(¢? —1)2. The constant A > 0
couples the composition to the curvature. The constant b > 0 is a diffuse interface energy
coefficient associated with the phase boundary separating the domains and ¢ > 0 is a
small parameter commensurate with the width of a diffuse interface separating the two
phases. As ¢ — 0 then ¢ is forced to the roots of W(-) given by ¢ = 41 with these values
corresponding to the two phases. The boundary between the domains is then the level set
¢=0onT.

In this paper, we wish to relate the diffuse interface energy (1.1) as ¢ — 0 to the sharp
interface energy

SSI(M,)/):/em()(y,u,Aru) dr+fl3dy, (1.2)
T Y

where the sphere T is decomposed into subsets I'?) and I'® both with common bound-
ary y and

. -1 onF(l), (1.3)
Ay = +1 onT®, .

The line energy coefficient b is scaled with the diffuse interface energy coefficient b and
double well potential W so b = cy b, where

W= /1 V2W(s)ds = 23£
-1

We relate the diffuse interface approach to the sharp interface approach in two ways.

(1) First, by calculating the Euler-Lagrange equations we express the height func-
tion u in terms of the functions ¢ and y, for the diffuse and sharp interface energies
respectively. By substltutmg these into our energies we eliminate u and obtain a reduced
diffuse interface energy &p1 (¢), and a reduced sharp interface energy Es1 () in terms of
only ¢ and y,. We prove that a suitable minimisation problem of the energy (1.1) coin-
cides with the associated minimisation problem of the reduced diffuse energy Epr (¢).
A similar result is shown for the sharp interface energies. Returning to the reduced dif-
fuse interface energy Ep1 (¢), we calculate its I"-limit by showing it can be written as
the Modica—Mortola functional plus a continuous perturbation. Finally, we show that if
minimisers of the I'-limit are regular enough, then they coincide with minimisers of the
reduced sharp interface energy Es1 (y)-
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(2) Secondly, since gradient flow methods are often used to numerically investigate
critical points, we consider a gradient flow of (1.1) with conserved Allen—Cahn dynamics
which was considered in [16]. Again, we apply a reduction method which enables us to
write the fourth order equation for the height function as a second order equation, but at
the cost that the reduced order equation contains a non-local operator. A formal asymptotic
analysis of the limit ¢ — 0 for more general surfaces was performed in [19], but only for
the equilibrium equations. Here we perform it for the time-dependent problem and show
how the non-local term which arises from this reduction method can be dealt with. We
show that the resulting free boundary problem coincides with a corresponding conserved
L?-gradient flow for the sharp interface energy (1.2).

1.1. Background

By applying a perturbation method introduced in [15] (see also [17]), it was shown
that (1.1) approximates the following energy functional of Canham—Helfrich type [11,30]:

Fp1(T.¢) = fr (%K(H — Hy(¢))? + a)dr,, + b/r (§|vp¢|2 + éW(q&))de.

1.4
The first term in (1.4) is a Canham—Helfrich surface energy. Here H is the mean
curvature of I',. The parameter k > 0 is a bending rigidity and o > 0 is the surface tension.
The membrane composition is given by the order parameter ¢ : I' — R. The function
H(¢) = A¢ is a composition-dependent spontaneous curvature in which the coefficient
A > 0 couples the local order parameter, ¢, to the local membrane curvature. Note that
in the surface energy we have omitted g K, where K is the Gauss curvature and kg is a
bending rigidity constant. This is valid when considering hypersurfaces of constant genus.
The energy functional (1.4) is a phase field approximation of the sharp interface elastic
energy first introduced by lJiilicher and Lipowsky [34,35], given by

Fsi(L,y) = /

1 . .
(—K(H —H)? + o)dr + / b dy (1.5)
rure y

2

for hypersurfaces ' = T') U y U I'®. For the axisymmetric case, a minimisation prob-
lem has been addressed [12] and numerical simulations explored [25]. In the non-axisy-
mmetric case, very little has been rigorously proven, although Brazda et al. have recently
dealt with the minimisation problem in the weaker setting of oriented curvature vari-
folds [10] and computations for a gradient flow dynamics are presented in [5]. Analogous
to the diffuse interface approach, the same perturbation method could be applied to (1.5)
to obtain (1.2).

The coupling of the elastic energy to a composition field was first considered by
Leibler in [36]. More recently, it has been considered using computational and formal
asymptotic perspectives [18-20], applying a bifurcation analysis [29], addressing non-
equilibrium properties such as dissipation effects [46], and calculating the I'-limit in the
axisymmetric case [31-33]. Note that this last example differs from our work since the
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biomembranes are only assumed to be C°, which allows for kinks across the interface
between domains.

Our work here extends that of Ren and Wei in [40], who determine the I'-limit in
the approximately planar case, although they limit themselves to only considering a one-
dimensional problem. This differs from our work which is for two-dimensional approx-
imately spherical surfaces. Our work also differs from that of Fonseca et al. in [22], who
focus on surface tension effects and consider I"-convergence of an approximately planar
surface but for a different parameter regime.

Remark 1.1. Examples of phase domains are lipid rafts. These are small (10-200nm),
heterogeneous domains which compartmentalise cellular processes and are enriched with
various molecules such as cholesterol and sphingolipids, and which can form larger plat-
forms through protein-protein and protein-lipid interactions [38]. They were first intro-
duced by Simons in [45], and have since received large academic interest. For example,
see [13,27,42,43] and their references. For technical reasons, direct microscopic detec-
tion of lipid rafts has not been possible. However, domain formation has been observed
on large artificial membranes for which the curvature of the membrane plays an import-
ant role [7,39]. Numerical simulations [16] of the model considered in this paper display
domain formation similar to those occurring in experiments [7].

1.2. Outline

The outline for the rest of this paper is as follows: In Section 2 we briefly cover some
notation and preliminaries needed for this paper. In Section 3 we derive the reduced dif-
fuse interface energy Ep1 (¢) and calculate its I'-limit. We then state regularity results for
minimisers of the I'-limit. In Section 4 we calculate the Euler—Lagrange equations for the
sharp interface energy, and use these to obtain the reduced sharp interface energy & s1(¥)
which coincides with the I'-limit obtained in Section 3 for suitably regular solutions. In
Section 5 we perform the formal asymptotic analysis for the diffuse interface gradient
flow equations and show the resulting free boundary problems coincides with the corres-
ponding sharp interface gradient flow equations. Finally, in Section 6 we finish with some
concluding remarks.

2. Notation and preliminaries

Here, we outline some important calculus results for stationary and evolving surfaces. For
a thorough treatment of the material covered here we refer the reader to [14].

Although throughout the paper I' is the sphere with radius R, in this section, we
present some notation for general oriented two-dimensional hypersurfaces I' that are
smooth with smooth boundary (unless stated otherwise). Suppose x € I' and U is an open
subset containing x. Then given a function u € C'(U), we define the surface gradient
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Vru(x) of u at x by
Vru(x) = Vu(x) — (Vu(x) - v(x))v(x),

where v is a smooth unit normal field to I'. Note that this derivative depends only on the
values of # on I'. Denoting its components by

Vru = (Dyu, Dyu, D3u),
we can also define the Laplace—Beltrami operator of u at x by
3
Aru(x) =Y D;D;u(x),
i=1

provided that u € C2(U). We define the Lebesgue space L?(T") for p € [1, 00) to be the
space of functions which are measurable with respect to the surface measure dI" and have

finite norm )
P
oy = (/ |u|l’dr) .

T

We say a function u € L'(T") has the weak derivative v; = D, u if for every function
¢ € C4(I') we have the relation

/uQ,.qb dr = —/ ¢v; dT +/M¢Hvi dr,
r I r

where H is the mean curvature of I.
We define the Sobolev space W !:?(I") and Hilbert spaces H(I") and H?(T") by

WLP(T) :={f € LP(T) : f has weak derivatives D, f € L?(T), i € {1,2,3}},
H'(I') :={f € L*(') : f has weak derivatives D; / € L*(I'), i € {1,2,3}}.
H?>(T):={f € H'(T') : f has weak derivatives D, D, f € L*(I'), i, j € {1,2,3}}.

In addition, we say a function f € L!(I") has bounded variation and write f € BV(T") if

IDFI(T) :=  sup {/ FVr-ndl: |y < 1} < 0.
neCH(T;R3) /T

Here, |Df|(T") is known as the total variation of f. We will denote by BV (T"; {—1, 1})
functions of bounded variation on I" which only takes values +1.
Integration by parts on bounded C 2-hypersurfaces reads as

/Vp-de:/f-HvdF+/ f-ver d(aT),

r r ar

/Vrn-va dlr = —/ nArv dF+/ nVrv - vgr d(9T)
r r ar

for f € WL, R3), n € HY(T'), v € H?(T") and where vyr denotes the conormal to y;
see [14, Theorems 2.10 and 2.14].
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3. Diffuse interface energy minimisation

3.1. Diffuse interface minimisers

Recall that I" is the sphere of radius R and consider the diffuse interface energy &py (u, @)
as givenin (1.1) foru € H%(T"), ¢ € H'(T") and equal to +oo ifu € L2(I')\H?(T) or
¢ € LY(D)\H'(T).
For (u,¢) € H*(T') x H'(I'), consider the constraints (f;. := ﬁ IIS)
][(ﬁdF:Ol, /uszO, /viudF:O fori € {1,2,3}. 3.1
r r r

Here, o € [—1, 1] and v; for i € {1, 2, 3} are the three components of the normal
v(x) = x/|x| at x € T'. We define the space Kp; as

Kpr = {(u,¢) € H*(T') x H'(T) : (u. ¢) satisfy (3.1)}.

The diffuse interface minimisation problem is

Problem 3.1. Find (u*, ¢*) € Kp; such that

Epr(w*,¢*) = inf Epr(u,4).
(u,9)eXpr

The first condition of (3.1) corresponds to a conservation of mass constraint on the
order parameter ¢, the second condition is a volume constraint and relates to imper-
meability of the membrane, and the third condition is a nullspace constraint related to
a translation invariance property of the membrane energy. The functional is coercive over
this set, see [16], so there exist minimisers. Proceeding as in [16], we may calculate the
first variation of (1.1) to be

2k 20
U —_— —_—— . —_— —
(€1 0.9 G.) = [ (cruset + (o = 25)Vru- Vet - 2ot + kAparg
2K\ 2k A
+ Fﬁbé’KAAFW? + Rz W1 + kA%¢n + beVrg - Vry

b
+ —W’(¢)n) dr
&

for all ¢ € H?(T") and for all n € H'(T") such that the variations of the constraints (3.1)
vanish, so we have

/nszo, /gar:o, /u,-§d1“=o fori € {1,2,3).
r r r

For further details see [16, Section 4.1]. The Lagrange multipliers corresponding to the
constraints for the constrained optimisation problem, Problem 3.1, may be determined
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easily and we obtain the following form of Euler-Lagrange equations:

b ~ 2cA
—(W’((]S*) —][ W' (¢™) dF) —beAr¢* + kAAru* + KR4 kA2 (p* —a) =0,
& T R2
(3.2)
( r + ﬁ)(l( ru- —ou + kAP —Ol)) =
(3.3)
3.2. Reduced diffuse interface energy

The Euler-Lagrange equation (3.3) motivates seeking a reduced order PDE. We begin by
noting that if
2
—Arz — ﬁz =0,
then z is an eigenfunction of —Ar with eigenvalue %. Such eigenfunctions z belong to
the space span{v;, vy, v3} (see [15]). It is convenient to work with the L2(I")-orthogonal
complement of span{1, vy, v2, v3} and we set

S = span{l, V1, V2, V3}L.

Note thatif n € S N H?(T"), then, since v; are eigenfunctions of —Ar, a short calculation
shows that Arn € S. Also, it is convenient to define an operator § : S — H*(I') N S
where for each 1) € S, §(7) is the unique function in H2(I") N S satisfying

(0 —kAr)E(n) = kAn. (3.4
Let (u*, ¢*) be a diffuse interface energy minimiser. It follows from (3.3) that
—kAru* + ou* —kA(p* —a) € span{vl, Vs, V3},
SO we may write
—kAru* +ou* = kA((¢* —a) — Bpy) onT, (3.5)

where Bp; € span{vy, v2, v3}. Denoting by P : L?(I") — S the orthogonal projection
onto S, we find after applying it to (3.5)

(0 —kAr)u* = kAP(¢™), (3.6)

o)
*=9P@")). (3.7)
This motivates defining the reduced diffuse interface energy, Epr (9),

Ep1(9) == Epr(§(P(9)), $)

= [ (5(ars@an + 252

+ A¢>)

(5 + ) 5PN (Ar + 25 ) 5@ + 2 1Vrgl? + L W(s)) ar
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:/r(2(AF_‘) (P(¢)>(Ar+ )5 ®@) + A;¢2

+ KA(;S(AF + %)ﬁ(P(q&)) + 7|vp¢|2 + ZW(¢)) dr, (3.8)

and the admissible set
Kpr = {qs e HY(T) :][ ¢ dl = oz}.
r

Using (3.6) and that (Ar + %)ﬁ(P(qb)) € S, we can simplify (3.8) to obtain that

= KA KkA2g?
Er@) = [ (5P@)(8r+ 25)5@@) + TIvro + Zwig) + ) ar.
r\ 2 2
(3.9)
We write the constrained minimisation problem for the reduced energy below.

Problem 3.2. Find ¢* € Xp; such that
Epr(@*) = inf &pi(¢).
9EKpr

Finding a minimiser of Problem 3.2 is equivalent to finding a minimiser of Prob-
lem 3.1, since

Ep1(u*, ¢*) < Ep1((P($™)). ") = Epr(¢™) < Epr (™)
= Ep1((P($*)), ¢*) = Epr(u*, ¢™). (3.10)

3.3. T -convergence

We will now calculate the I'-limit of Problem 3.2 as ¢ — 0. First we decompose the
energy (3.9) and write

Ep1 () = J:(d) + K (9),

where J.(¢) contains the local, e-dependent part of the energy and KX (¢) is a non-local,
e-independent perturbation, given by

4.(¢) = fr %|Vrg? + 2W(g)dI' for¢ € H'(I),
T for ¢ € LD\ H!(T)
K@) = fr %PW’)(AF + Z)9(P@) + L dr  forg € LA(T),
e for ¢ € LY (T\LA(T).

(3.11)

To calculate the I'-limit we reformulate (3.11). Since

(ar+ 25)5®@) = (2 + 25) ~ (~ar + 2))5 @)

(Z+ F)ﬁ(P(qs» — AP($).
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it follows that

Jr 9P@)(2 + )9 ®®)
K(p) = +E2 (52 — (P($))2) AT’ for ¢ € L(T), (3.12)
+o0 for ¢ € L1 (M)\L2(I).

It is straightforward to show the following proposition giving the I'-limit:

Proposition 3.3. The T-limit of Ep1(¢) = Je($) + K (§) is given by
Eo(9) := Jo(®) + K (9) (3.13)

where

do@) — | 31P9IT) for ¢ € BV (=11,
+o0 for¢ € LY(D)\BV(T';{—1,1}),

with b = bew and cw = f_ll V2W(s) ds = Z\sz

Proof. 1t is known (for example, see [3,23,37]) that .(¢) I'-converges to the functional
Jo(¢). Furthermore, by considering (3.12) and using elliptic regularity, it follows that K
is a continuous functional. I'-convergence is stable under continuous perturbations [9,
Remark 1.7]. Therefore g, + K T'-converges to Jo + K as ¢ — 0. |

The I'-limit problem is:
Problem 3.4. Find ¢* € D :={n € BV(I';{—1,1}) : fz ndI’ = a} such that

Eo(¢™) = inf Eo(@).

Remark 3.5. Suppose that the solution ¢* of Problem 3.4 is such that the sets T'(D) :=
{¢* = —1} and T® = {¢* = +1} have a smooth common boundary. Denoting this
boundary by y* and using the definition (1.3), we thus have that ¢* = y,«. It is well
known that
$o@") = o) = [ By
y*
so that

Eo(p*) = JC(X;)+[ b dy*. (3.14)
=

4. Sharp interface optimisation problem

The objective of this section is to derive the Euler—Lagrange equations of the sharp inter-
face energy functional Eg7(u, y) defined in (1.2). Using these to eliminate the membrane
height, a reduced energy functional is derived. This is then shown to coincide with the
I"-limit of the reduced diffuse interface energy derived in the previous section.
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4.1. Minimisation problem

We define K g7 to be the set of all pairs (u, y) satisfying
e u:T — Ris aheight function such that u € H?*(T),

e T is decomposed as ' = T Uy UT®, where y consists of finitely many, C!
closed curves and is the common boundary of hypersurfaces I'") and I'®,

and such that (y, u) satisfy the constraints,

Ci(y) == [TV = |TP| +a|I'| =0, 4.1)

Colut) 1= / " =0 42)
T

Ni(u) := / uv; =0, fori €{1,2,3}. 4.3)
r

These constraints correspond to (3.1) for the diffuse interface approach.

We will use the notation of an upper index of the form (-) or ()@ to indicate
the limit of quantities on y approached from either ') or I'®, and use the notation
[-]8 = ()@ — (O for the jump of a quantity across y. We define Vr@ to be the unit
conormal, tangential to I'®), normal to y and pointing out of I'®_ Since T is C!, we may
introduce u so that

M= Vra) = —Vr@.
Furthermore, using that H2(I") < C°(T"), we have that

[u]gg =0 ony.

In addition, since u € H?(T"), trace values of the first weak derivatives exist on y for the
domains ' and '@, and these trace values coincide (see [2, Lemma A8.9]). Therefore,

we also have that

[Vru 'LL]ET; =0 ae.ony.

Problem 4.1 (Sharp interface minimisation problem). Find (u*, y*) € K such that

E;S[ u*, *) = inf 851 u, .
(UM ot (u,y)

Minimisers in J gy of &gy are critical points of the following Lagrangian £g;:

Definition 4.2. We define the sharp interface Lagrangian by

3
Ls1(u.y. M) := Esr(u.y) + MCi(y) + 22Co(u) + Y AiaNi ()

i=1

for y € C! an embedded curve on I', u € H?(T"), and A € R>.
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In Sections 4.2 and 4.3 which follow, we will define and calculate the first variation
of the sharp interface energy and the constraint functionals. Using the function y, defined
in (1.3), and the geodesic curvature H, defined by H, = h - u for curvature vector /1, we
derive the following result:

Proposition 4.3. A pair (u*,y*) € Ks; which minimises the sharp interface energy sub-
Jject to the constraints (4.1)—(4.3), and is sufficiently regular so that all the following terms
are well defined, solves the free boundary problem

(Ar+ 25 ) (ArU" —ou* + kAGry —@) =0 on TOUTD, (@)

R2
- .2 L@
bHy» — KA[Xy* (Aru + ok )](1)
~ 2 2
_ * * * *
= +]£*(bHy* —KA[XV*(AW + 5 )](1)) dy* ony*, (45
with jump conditions
[VeAru® - pl) =0, [Aru’]}) =-2A  ony*. (4.6)

@

Remark 4.4. We note that equations (4.4) and (4.6) are order ((p) approximations
and (4.5) is an order 9 (p?) approximation of the sharp interface equilibrium equations
given in [19, Problem 3.10]. In this case, the Lagrange multiplier A4 for the area con-
straint is interpreted as the surface tension o.

4.2. Variation of the membrane height

As a first step to prove Proposition 4.3, we consider the variation with respect to u in the
direction ¢ € H?(T") whilst keeping y fixed. It is defined in the usual sense and is fairly
straightforward to compute. For the constraints (4.2) and (4.3), we obtain that

(€300.@) = [ gar.
(¥/00.©) = [ fwar. fori € (1.2.3),
r
whilst for the sharp interface energy we have
2k
! — PR .
(€577, (60 = [ (kAruart + (o= 25)Vru-Vrg
20 2k
— 5L + ALy ArE + Tty ) dr

Let (u*, y*, A*) be a critical point of the Lagrangian £ s; which is sufficiently smooth
and such that all terms are well defined for the remainder of this subsection. The vanishing
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of the first variation of the Lagrangian yields the variational equation

2K 2k A
/F(KAFu*Ap;Jr (0——2)V1"u VF;— 22t + kA Art + 1 ;) dr

/()L ¢+ Z/Mzw ) dl =0, V¢e H*(). 4.7)
By testing with { = 1 and using that (u*, y*) satisfies (4.2), we obtain that
2 2%A [TV —T®|  2¢Aa
2T R? T| - R

By testing with ¢ = v; and using that (u*, y*) satisfies (4.3), we find that
A3 =A;=1;=0,

where we have used that —Arv; = %vi (see [15]). Integrating (4.7) by parts we calculate
that

0 Z/F(l)((Ar‘ + —)(KAFM —ou* 4 kA(=1 — a)))gdr“)
+ /F(Z)((Ap + —)(KAFM — ou* + kA (1 —a))); ar®

- / i(Aru*® — A ® £ 2A) Ve
Y
- (VI‘AI‘M*O) - VFAFM*(I)) - & dy,

for all ¢ € H?(T"). This proves (4.4) and (4.6) from Proposition 4.3.

4.3. Variation of the interface

The second step to prove Proposition 4.3 is to calculate the first variation of the Lag-
rangian £ g7 with respect to y. This variation is defined by the instantaneous change of
the energy due to the deformation of the interface between rafts and non-rafts regions.

Given any smooth tangential vector field v : I' — R3, let x(7) be the solution to
x'(t) = v(x(7)) and let

rd@) = {x(]x(©0) e}, i=12,
y(r) = {x(x) | x(0) € y}.

Thanks to the smoothness of v, for all 7 close to 0 an admissible two phase surface I' =
M (1) Uy(r) UT P (1) is obtained in the sense that (1, (1)) € K. The variation of
the Lagrangian is defined as

d
(L 10.7.2).0.0.0)) = —— L.y 1)
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Regarding derivatives of 7-dependent domains, we note the following identities that are,
for instance, proved in [14, Theorem 5.1]: For any smooth function f : ' — R,

d

LS / Fdro() = / foo®dyo), i=1.2,
dt Jro() y(©)

and moreover,

e ldy(r) = Hyv - pdy(o).
T Jy@ Y@

Using these identities the variation of the sharp interface energy can be calculated,
which yields

~ 4
(€57 (u,y), (0,v)) = /[bHy —KA(AI‘M(Z) + Aru® + R—Z)]v - 1 dy.
¥
For the constraint functional (4.1) we obtain that

i =2 [ vy

v

If (u*, y*, A*) is a critical point of the Lagrangian £ sy, then
0 = ( ZS‘I (u*7 y*’ )L*)’ (07 v, 0)) = (83‘1 (u*’ y*)’ (O’ l))) + A’T<C1/(V*)’ U)

for all smooth tangential vector fields v on I'. We find that

~ diAu*
207 =][*<(bHy* - —KA)AFu*(l) + Aru*(2)>dy*,
Y

and hence obtain (4.5). This completes the proof of Proposition 4.3.

4.4. Reduced sharp interface energy

Analogously to Section 3.2, we introduce a reduced sharp interface energy. By using the
Euler—Lagrange equation (4.4), that BV(I") < L?(T") ([4, Corollary 3.49]), and repeating
the argument of Section 3.2 we find that

u* = G(P(x,)). 4.8)

Here, § is the Green’s function defined in (3.4) and P is the L2-projection onto
span{1, vy, vy, v3}L.

By elliptic regularity, we obtain that §(P(y,+)) € H?(T), and hence obtain that
(r*. 5P (xy)) € Ksr.
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Using (4.8) we define the reduced sharp interface energy,

Es1(y*) := Es1(EP(1y)), v™). (4.9)

Using the same method as Section 3.3, we simplify the reduced sharp interface energy to

K(xy*) +fy*3dy* for y* € stz,

) (4.10)
+00 otherwise,

Es1 ") = {
where
A A?
KGtr) = [ 5P (% + 25) SR + 5 = Rty ar

as defined in (3.12), where and b= cwb (see Proposition 3.3), and where
Ksr = {y* e (D) : [TO|—|TP| 4 «|T| = 0}.

We write the constrained minimisation problem for the reduced sharp interface energy
below.

Problem 4.5. Find 7* € X g; such that

Esi(7*) = inf Es1(y).
veKsr
Finally, we note that finding a minimiser of Problem 4.5 is equivalent to finding a
minimiser to Problem 4.1, since

Es1(y* u*) < Es1(7*. 9(P(x5+))) = Es1(7)
< &s1(y*) = Es1(y*. G(P(1})) = Esr(y*.u®). (4.11)

To summarise the previous two sections, we have related the diffuse interface energy
given in (1.1) to the sharp interface energy (1.2) as follows:

(1) Minimisers of the diffuse interface energy &py(u, ¢) defined in (1.1) coincide
with minimisers of the reduced diffuse interface energy &py(¢) defined in (3.8),
see (3.10).

(2) The reduced diffuse interface energy &p1 (¢) T'-converges to §0(¢) defined in
(3.13), see Proposition 3.3. Subject to sufficient regularity of its minimisers, this
limit coincides with the reduced sharp interface energy gs 71(y*) defined in (4.9),
see Remark 3.5 and compare (3.14) with (4.10).

(3) Minimisers of the reduced sharp interface energy Es1 (y™*) coincide with minim-
isers of the sharp interface energy Esy(u, y) defined in (1.2), see (4.11).
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5. Formal asymptotics for a phase field gradient flow
We now consider the following time evolution problem,
2
0= (Ar + ﬁ)(mpu —ou+KkA@—a)) onT, (5.1)

—kA*¢p+A1 onl, (52)

Begn = beArg — 2W'(@) — KAApu — nt
€ R?

with initial conditions ¢ (0) = ¢ and u(0) = u¢ and satisfying constraints (3.1). Here, A
is the Lagrange multiplier associated with the constraint f. ¢ = « and > 0 is a kinetic
coefficient. These equations were introduced in [16] as a conserved L2-gradient flow of
the diffuse interface energy (1.1) and were used to numerically compute local equilibria
of (1.1), which are solutions to the Euler—Lagrange equations (3.2) and (3.3).

Similarly, turning to consider the sharp interface energy (1.2), the following evolu-
tion problem can be obtained as a conserved L2-gradient flow for two phase surfaces
(u(r),y(1)) € Ksr [28],

2
0= (A]" + ﬁ)(KAr‘u —ou + kA(—1—a)) on F(l)(t), 5.3)
2 ®)
0= (Ap + ﬁ)(mpu —ou+kA(1—a)) onT®(), (5.4)
~ o~ ~ 4\
BV = —bHy+b]£Hydy+F(u—]£udy>

+ KA (Ar'u(l) + Aru® —][ (A[‘u(l) n Aru(z)) dy) ony(r), (5.5
Y

with initial conditions u(0) = u( and y(0) = y, satisfying constraints (4.1)—(4.3), and

with the following jump conditions across y (¢):

m = ) T

[Arul) = —2A.  [VrAru-pli}) =0. (5.7)

b = 0. [Vru- ) = 0. (5.6)

Here, V(¢) is the velocity of y(¢) in the direction of the conormal p and E = cwp.
Note that stationary solutions of the gradient flow equations (5.3)—(5.7) are the Euler—
Lagrange equations (4.4)—(4.6).

Our objective in this section is to show that the limiting problem of (5.1)-(5.2)as e — 0
is (5.3)—(5.7). For this purpose we note that since (5.1) coincides with (3.3), the calculation
given in Section 3.2 can be repeated here and (5.1) can be reduced to (3.7). This has the
benefit of only considering a second order equation instead of a fourth order equation for
the height function, but has the added cost of involving the non-local projection operator P.
To deal with the non-local term, it will prove helpful to write p := P(¢).
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Hence, the system (5.1)—(5.2) can be reduced to

p=—Aru+ %u onT, (5.8)
p=P@) onl. )

Bepr = beArg — %W/((ﬁ) ¢+ onl. (5.10)
On (5.8)—(5.10) we perform a formal asymptotic analysis based on matching asymptotic &
expansions in the diffuse interfaces and in the bulk phases away from the interfaces.
The technique is well established for phase field models; for instance, see [21] for details
of the procedure. We denote by (¢, ug, Ae, pe) a family of solutions to (5.8)—(5.10) that
converges formally to some limit denoted by (¢, u, A, p). We assume that ¢ = y,, for some
smooth curve y that separates the regions V) = {(x,7) e ' x [0, T] : ¢(x,t) = —1} and
I'® ={(x,t) e T x[0,T]: ¢(x,1) = +1}, see (1.3). Using that P is the L2-projection
onto span{1, vy, vy, v3}J-, we calculate that

1= g (IT@ = TD)) = 55 3 vi(fr vi = frw vi)  onT®,
+1 = o (IT@ =T V) = 34 Y0 vi(fre vi — frw vi) on T,
(5.11)

P(¢) = {

We will show that the limit solution (¢, u, A, p) satisfies the following free boundary
value problem on I':

-1 onI'W,
?= {+1 on '@, 612
—Aru + %u =Ap on rOyr®, (5.13)
p=P(¢) onI'Dur®, (5.14)
) =0 ony. (5.15)
[Vrul@) - =0 ony. (5.16)
BV = —bH, +B][y H, dy + (41';—;\ + 20A) (u —][y " dy) (5.17)

~ k02 (P + P4 ~ [ PV + PO dy) on .
Y

We comment that (5.3)—(5.7) can be obtained from (5.12)—(5.17). Firstly, by combin-
ing (5.13) and (5.14), applying the operator (Ar + %), and using that the components
of the normal v; are in the null space of (Ar + %), we obtain (5.3) and (5.4). Secondly,
again combining (5.13) and (5.14), and substituting this into (5.17) to eliminate P(¢)®,
we obtain (5.5). Finally, using (5.11) we calculate that

P@IG) =2, [VeP@IG) -1 =
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Hence, we obtain (5.6) and (5.7) from (5.13), (5.15) and (5.16). Altogether, we see that
equations (5.12)—(5.17) do indeed yield the sharp-interface gradient flow equations
(5.3)-(5.5). Therefore, it only remains to show (5.12)—(5.17).

Remark 5.1. Let us mention that approaches such as in [44] may be useful in establishing
rigorous results of I'-convergence for the gradient flow.

5.1. Matching conditions

As is standard for these problems, we will consider outer expansions (solutions that are
only valid away from the interface y) and inner expansions (solutions that are only valid
near to the interface). We consider inner expansions in addition to the outer expansions
since near the interface y it is possible that there could be very steep transition layers.
Therefore, the derivatives could contribute non-zero order O (¢) terms which need to be
accounted for. On the region where both inner and outer expansions are valid, matching
conditions relate the outer expansions to the inner expansions.
We will assume that the outer expansions have the form

fex,) =) filx,n),

k=0

where f; = ¢g, ug, As or pe. To write down the inner expansions we consider a paramet-
erisation ®(s, r, ¢) such that s — ©(s, 0, ¢) gives a parameterisation of y(¢) and r denotes
the signed geodesic distance of a point x = ©(s, r,t) € I to the interface y(¢). Further
details of a suitable parameterisation for the sphere can be found in [24]. Since the length
scale of the transition layers is ¢, we introduce the parameter z given by

r
z=-.
€
We then assume that the inner expansions are of the form
o0
fe(x,t) = F(s,z,t;e) = Z ska(s, z,1),

k=0

where again f; = ¢¢,ug, A o1 p, with Fy, = &y, Uy, Ly or Py, respectively. On the region
where both outer and inner expansions are valid we prescribe the following matching
conditions to ensure consistency:

Fo(s, 200,1) ~ fE(x,1), (5.18)
3, Fo(s, £00,1) ~ 0, (5.19)
3, Fy(s, £00,1) ~ Vr fE(x.1) - u(x, 1), (5.20)

where fojE (x,1) = limg_o f(O(s, £6,1),1). A derivation of these matching conditions
can be found in [26].
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5.2. Outer expansions

We begin by matching orders of ¢ for the outer expansions first. In [41], Rubinstein and
Sternberg considered a formal asymptotic analysis for the conserved Allen—Cahn equation
and demonstrated that for faster timescales it is sufficient to suppose the lowest order term
of the Lagrange multiplier is of order @ (£?). Their analysis can equally be applied to
our system of equations and so we make the assumption that the lowest order term of
the Lagrange multiplier A is of order 9 (¢°). Hence, considering terms of order @ (¢™1)
in (5.10), we obtain that
W' (o) = 0,

and hence, the only stable solutions are

¢o = £1. (5.2

Therefore, we deduce that ¢ — 1, which justifies (5.12). Furthermore, by considering
terms of order @ (&) in (5.8) and (5.9) we readily obtain (5.13) and (5.14).
5.3. Inner expansions

Before considering the inner expansions we first have to write the Laplace—Beltrami oper-
ator and the time derivative in local coordinates near to the interface. Calculations in [24]
show that the following expressions are obtained for a function f(s, z, t) defined on a
neighbourhood around the interface y:

1 H
Arf = —0:f + Tyazf + Ay f +0O(e).
and
d 1
Ef = —;Vazf +9; f + 0O(e), (5.22)

where A, is the Laplace—Beltrami operator along the curve y.

Since we have assumed that the limit as &€ — 0 exists, it follows that the terms of
leading order in ¢ cancel out. We denote the inner expansions of ¢, u,, A, by ®, U and
L, respectively. We begin by considering terms of order @ (¢72) and @(s~!) in (5.8) to
obtain that

3,,Up = 0, (5.23)
H,d,Up + 9,,U; = 0. (5.24)

Integrating (5.23) from —oo to z and using the matching condition (5.19), we obtain that

d;Uy = 0. (5.25)
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Hence, we have
Uo(z = +00) = Up(z = —00),

from which we obtain (5.15) with the matching condition (5.18).

Similarly, integrating (5.24) from —oo to oo and using the matching condition (5.20),
we obtain (5.16).

The terms of order @(¢~1) in (5.10) are

0="500,,P9—bW'(®y) — kA(H, .Uy + 9,,U1),
which, using (5.24), simplify to
0=">00,,P9—bW'(Dy).
Hence, using the outer expansion (5.21) and matching condition (5.18), we have that

Dy(z,s,t) is a solution of

{ azzq>0 = W/(q’o)s (5 26)

Dy(Fo0) = 1.
We find that ®¢(z, s, ¢) is independent of s and ¢ and given by

Do (z) = tanh(%). (5.27)

Finally, we consider terms of order (&%) in (5.10) to obtain

—B3; DoV = bH, 0, Dy — bW (Do) Dy + Lo + bd,, ®; — kA2 Dy
2KAUO

—kA(AyUo + Hyd, Uy + 03,:Us) — 72

(5.28)

Considering the terms of order 0 (°) in (5.8) we obtain
— (AyUo + Hyd, Uy + 3..Us) = APy — %Uo. (5.29)
Using (5.29) to simplify (5.28), we have
—B0. DV = bH, 0, P9 — bW" (®o)®; + Lo + bd,, Dy
— kA% @g + kA (AP — (T + %)Uo).

It is straightforward to show that the function d,®g is in the kernel of the operator
—0;; + W/ (®g). To ensure solvability of the equation for @1, the source term has to
be orthogonal to 9, ®, with respect to the L? inner product. We refer to [1, Lemma 2.2]
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for the details (see also [24, Lemma 4.1]). This condition reads as

+o00
0= [ _:3(82(1)0)2") - bHy (82(1)0)2 — L0,y

o0
o 2 KkA?
- KA(AP() — (; + ﬁ)U())aZCDo + Taz(d%) dz.
Applying (5.26), we see that the last term vanishes. Using (5.27) we calculate that

o0 242
/ (0, 00)2z = 2Y2.
. 3

and using that b = @ and ,/5 = @, it follows that

R A +o0o o 2
BV = —bH, — 2L, —KA[ (APO — (— + —)Uo)acho dz,
oo Kk R?
where above we have used that ®y(+o00) = *1.
‘We recall from Section 3.2 that P is the Lz-projection onto span{1, vy, vy, v3}J-. Then,
since fr ¢ dI" = o and the components of the normal, v;, are in the kernel of the operator

(Ar + ). it follows that

2

(Ar+ 25)@—o) = (ar +

2

E>P(¢). (5.30)

Considering terms of @ (£72) in (5.30), we obtain that
0;;P0 = 0, Po.
So, by integrating this and using the matching condition (5.19), it follows that
;P9 = 9, Po. (5.31)
Using (5.25) (that is, the fact that Uy is independent of z) and (5.31), we obtain that
BV = —bH, —2Lo — g /_: 9,((Po)?) dz + KA(% n %)U0 /_: 9, dz,
which using (5.26) simplifies to give
BY = <ty 2L+ 260 (L + 25 ) Uy — A (Po(00)? = (Po(—o0)).

By integrating (5.31) and using the matching condition (5.18), we obtain that

Py(+00) — Po(—00) = ®g(+00) — Pg(—00) = 2. (5.32)

Therefore, using (5.32) gives that

~ ~ 4rcA
BV = —bH, — 2Ly + (% + 2oA)U0 — kA%(Py(—00) + Po(+00)).  (5.33)
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It remains to determine L ¢, for which we use the constraint fr ¢ = o (a similar example
can be found in [8]). Hence, it follows using (5.22) and considering terms of order @ (¢~1)
that

o:/vazcbo dy,
Y

and hence, using that 0, ® is independent of s we obtain that

/"de:O.
y

Integrating (5.33) and using the above result, we obtain that
~ 4\ 2
2Lo = { —bH, + <F n 2oA)U0 — kA% (Po(—00) + Po(+00)) dy.
¥

Finally, applying the matching condition (5.18) and using (5.14) gives (5.17).

6. Conclusion

We have analysed and related sharp and diffuse interface energies obtained by applying a
perturbation approach for two phase approximately spherical biomembranes. We simpli-
fied the diffuse interface energy by using the Euler—Lagrange equations to eliminate the
height function in order to obtain what we have referred to as the reduced diffuse interface
energy. In particular, we showed that the minimisation problem for the original energy is
equivalent to the minimisation problem for the reduced energy. Furthermore, we calcu-
lated the I'-limit of the reduced diffuse interface energy and considered the minimisation
problem. This is important since results relating to I'-convergence can be used to show
that minimisers of (1.1) converge to a minimiser of (1.2).

We then performed a formal asymptotic analysis for a system of gradient flow equa-
tions of the diffuse interface energy that had previously been considered in [16]. The free
boundary problem attained from this analysis coincided with the corresponding gradi-
ent flow equations for the sharp interface energy. Here, we again showed how using this
reduced energy could simplify this calculation.

Funding. The work of C. M. E. was partially supported by the Royal Society via a Wolf-
son Research Merit Award. The research of L. H. was funded by the Engineering and
Physical Sciences Research Council grant EP/H023364/1 under the MASDOC centre for
doctoral training at the University of Warwick.

References

[1] M. Alfaro, D. Hilhorst, and H. Matano, The singular limit of the Allen-Cahn equation and the
FitzHugh-Nagumo system. J. Differ. Equations 245 (2008), no. 2, 505-565 Zbl 1154.35006
MR 2428009


https://zbmath.org/?q=an:1154.35006&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2428009

(2]

(3]

(4]

(3]

(6]

(7]

(8]

(9]

(10]

(11]

[12]

(13]
[14]

(15]

(16]

[17]

(18]

(19]

(20]

C. M. Elliott, L. Hatcher, and B. Stinner 284

H. W. Alt, Linear functional analysis. An application oriented introduction. Universitext,
Springer, London, 2016 Zbl 1358.46002 MR 3497775

G. Alberti, Variational models for phase transitions, an approach via I'-convergence. In Cal-
culus of Variations and Partial Differential Equations, pp. 95114, Springer, Berlin, 2000
Zbl 0957.35017 MR 1757697

L. Ambrosio, N. Fusco, and D. Pallara, Functions of bounded variation and free discontinuity
problems. Oxford Math. Monogr., The Clarendon Press, Oxford University Press, New York,
2000 Zbl 0957.49001 MR 1857292

J. W. Barrett, H. Garcke, and R. Niirnberg, Gradient flow dynamics of two-phase biomem-
branes: sharp interface variational formulation and finite element approximation. SMAI J.
Comput. Math. 4 (2018), 151-195 Zbl 1416.74070 MR 3796942

P. Bassereau and P. Sens, Physics of biological membranes. Springer, Cham, 2018

T. Baumgart, S. T. Hess, and W. W. Webb, Imaging coexisting fluid domains in biomembrane
models coupling curvature and line tension. Nature 425 (2003), no. 6960, 821-824

L. Berlyand, M. Potomkin, and V. Rybalko, Sharp interface limit in a phase field model of cell
motility. Netw. Heterog. Media 12 (2017), no. 4, 551-590 Zbl 1379.35331 MR 3714982

A. Braides, I'-convergence for beginners. Oxf. Lect. Ser. Math. Appl. 22, Oxford University
Press, Oxford, 2002 MR 1968440

K. Brazda, L. Lussardi, and U. Stefanelli, Existence of varifold minimizers for the multiphase
Canham-Helfrich functional. Calc. Var. Partial Differ. Equ. 59 (2020), no. 3, Paper No. 93
7Zbl 1439.49074 MR 4098040

P. B. Canham, The minimum energy of bending as a possible explanation of the biconcave
shape of the human red blood cell. J. Theor. Biol. 26 (1970), no. 1, 61-81

R. Choksi, M. Morandotti, and M. Veneroni, Global minimizers for axisymmetric multiphase
membranes. ESAIM, Control Optim. Calc. Var. 19 (2013), no. 4, 1014-1029

Zbl 1283.49048 MR 3182678

R. Dimova, Giant vesicles and their use in assays for assessing membrane phase state,
curvature, mechanics, and electrical properties. Annual review of biophysics 48 (2019), 93-119
G. Dziuk and C. M. Elliott, Finite element methods for surface PDEs. Acta Numerica 22
(2013), 289-396 Zbl 1296.65156 MR 3038698

C. M. Elliott, H. Fritz, and G. Hobbs, Small deformations of Helfrich energy minimising sur-
faces with applications to biomembranes. Math. Models Methods Appl. Sci. 27 (2017), no. 8,
1547-1586 Zbl 1368.74039 MR 3666332

C. M. Elliott and L. Hatcher, Domain formation via phase separation for spherical biomem-
branes with small deformations. Eur. J. Appl. Math. 32 (2021), no. 6, 1127-1152

Zbl 07440304 MR 4335146

C. M. Elliott, L. Hatcher, and P. J. Herbert, Small deformations of spherical biomembranes.
In Seasonal Institute — The Role of Metrics in the Theory of Partial Differential Equations,
Mathematical Society of Japan, Tokyo, 2019

C. M. Elliott and B. Stinner, Modeling and computation of two phase geometric biomembranes
using surface finite elements. J. Comput. Phys. 229 (2010), no. 18, 6585-6612

Zbl 1425.74323 MR 2660322

C. M. Elliott and B. Stinner, A surface phase field model for two-phase biological membranes.
SIAM J. Appl. Math. 70 (2010), no. 8, 2904-2928 Zbl 1209.92003 MR 2735109

C. M. Elliott and B. Stinner, Computation of two-phase biomembranes with phase dependent
material parameters using surface finite elements. Commun. Comput. Phys. 13 (2013), no. 2,
325-360 Zbl 1373.74089 MR 2948020


https://zbmath.org/?q=an:1358.46002&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3497775
https://zbmath.org/?q=an:0957.35017&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=1757697
https://zbmath.org/?q=an:0957.49001&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=1857292
https://zbmath.org/?q=an:1416.74070&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3796942
https://zbmath.org/?q=an:1379.35331&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3714982
https://mathscinet.ams.org/mathscinet-getitem?mr=1968440
https://zbmath.org/?q=an:1439.49074&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=4098040
https://zbmath.org/?q=an:1283.49048&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3182678
https://zbmath.org/?q=an:1296.65156&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3038698
https://zbmath.org/?q=an:1368.74039&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3666332
https://zbmath.org/?q=an:07440304&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=4335146
https://zbmath.org/?q=an:1425.74323&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2660322
https://zbmath.org/?q=an:1209.92003&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2735109
https://zbmath.org/?q=an:1373.74089&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2948020

(21]

(22]

(23]

[24]

[25]

(26]
(27]
(28]

(29]

(30]

(31]

(32]
(33]
[34]
(35]

(36]
(37]

(38]
(39]
[40]

(41]

Relating models for two phase membranes 285

P. C. Fife and O. Penrose, Interfacial dynamics for thermodynamically consistent phase-field
models with nonconserved order parameter. Electron. J. Differ. Equ. (1995), no. 16,

Zbl 0851.35059 MR 1361512

I. Fonseca, G. Hayrapetyan, G. Leoni, and B. Zwicknagl, Domain formation in membranes
near the onset of instability. J. Nonlinear Sci. 26 (2016), no. 5, 1191-1225 Zbl 1353.49013
MR 3551271

H. Garcke, Curvature driven interface evolution. Jahresber. Dtsch. Math.-Ver. 115 (2013),
no. 2, 63-100 Zbl 1279.53064 MR 3095481

H. Garcke, J. Kampmann, A. Ritz, and M. Roger, A coupled surface-Cahn-Hilliard bulk-
diffusion system modeling lipid raft formation in cell membranes. Math. Models Methods
Appl. Sci. 26 (2016), no. 6, 1149-1189 Zbl 1338.35222 MR 3484571

H. Garcke and R. Niirnberg, Structure-preserving discretizations of gradient flows for axisym-
metric two-phase biomembranes. IMA J. Numer. Anal. 41 (2021), no. 3, 1899-1940

MR 4286251

H. Garcke and B. Stinner, Second order phase field asymptotics for multi-component systems.
Interfaces Free Bound. 8 (2006), no. 2, 131-157 Zbl 1106.35116 MR 2256839

F. M. Goiii, “Rafts”: A nickname for putative transient nanodomains. Chem. Phys. Lipids 218
(2019), 34-39

L. Hatcher, Phase field models for small deformations of biomembranes arising as helfrich
energy equilibria. Ph.D. thesis, University of Warwick, 2020

T. J. Healey and S. Dharmavaram, Symmetry-breaking global bifurcation in a surface con-
tinuum phase-field model for lipid bilayer vesicles. SIAM J. Math. Anal. 49 (2017), no. 2,
1027-1059 Zbl 1391.35148 MR 3628311

W. Helfrich, Elastic properties of lipid bilayers: theory and possible experiments. Z. Naturfor-
sch. C 28 (1973), no. 11-12, 693-703

M. Helmers, Snapping elastic curves as a one-dimensional analogue of two-component lipid
bilayers. Math. Models Methods Appl. Sci. 21 (2011), no. 5, 1027-1042 Zbl 1225.49045
MR 2804527

M. Helmers, Kinks in two-phase lipid bilayer membranes. Calc. Var. Partial Differ. Equ. 48
(2013), no. 1-2,211-242 Zbl 1272.49091 MR 3090540

M. Helmers, Convergence of an approximation for rotationally symmetric two-phase lipid
bilayer membranes. Q. J. Math. 66 (2015), no. 1, 143-170 Zbl 1326.49020 MR 3356284
F. Jiilicher and R. Lipowsky, Domain-induced budding of vesicles. Phys. Rev. Lett. 70 (1993),
no. 19, 2964-2967

F. Jiilicher and R. Lipowsky, Shape transformations of vesicles with intramembrane domains.
Phys. Rev. E 53 (1996), no. 3, 2670-2683

S. Leibler, Curvature instability in membranes. J. Phys. 47 (1986), no. 3, 507-516

L. Modica, The gradient theory of phase transitions and the minimal interface criterion. Arch.
Ration. Mech. Anal. 98 (1987), no. 2, 123-142 Zbl 0616.76004 MR 866718

L. J. Pike, Rafts defined: a report on the keystone symposium on lipid rafts and cell function.
J. Lipid Res. 47 (2006), no. 7, 1597-1598

M. Rinaldin, P. Fonda, L. Giomi, and D. J. Kraft, Geometric pinning and antimixing in scaf-
folded lipid vesicles. Nat. Commun. 11 (2020), no. 4314, 1-10

X. Ren and J. Wei, The soliton-stripe pattern in the Seul-Andelman membrane. Physica D 188
(2004), no. 3-4, 277-291 Zbl 1098.82619 MR 2043733

J. Rubinstein and P. Sternberg, Nonlocal reaction-diffusion equations and nucleation. /MA J.
Appl. Math. 48 (1992), no. 3, 249-264 Zbl 0763.35051 MR 1167735


https://zbmath.org/?q=an:0851.35059&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=1361512
https://zbmath.org/?q=an:1353.49013&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3551271
https://zbmath.org/?q=an:1279.53064&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3095481
https://zbmath.org/?q=an:1338.35222&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3484571
https://mathscinet.ams.org/mathscinet-getitem?mr=4286251
https://zbmath.org/?q=an:1106.35116&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2256839
https://zbmath.org/?q=an:1391.35148&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3628311
https://zbmath.org/?q=an:1225.49045&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2804527
https://zbmath.org/?q=an:1272.49091&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3090540
https://zbmath.org/?q=an:1326.49020&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3356284
https://zbmath.org/?q=an:0616.76004&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=866718
https://zbmath.org/?q=an:1098.82619&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2043733
https://zbmath.org/?q=an:0763.35051&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=1167735

(42]

[43]

[44]

[45]

[40]

C. M. Elliott, L. Hatcher, and B. Stinner 286

F. Schmid, Physical mechanisms of micro-and nanodomain formation in multicomponent lipid
membranes. Biochim. Biophys. Acta - Biomembr. 1859 (2017), no. 4, 509-528

E. Sezgin, I. Levental, S. Mayor, and C. Eggeling, The mystery of membrane organization:
composition, regulation and roles of lipid rafts. Nat. Rev. Mol. Cell Biol. 18 (2017), no. 6,
361-374

S. Serfaty, Gamma-convergence of gradient flows on Hilbert and metric spaces and applica-
tions. Discrete Contin. Dyn. Syst. 31 (2011), no. 4, 1427-1451 Zbl 1239.35015

MR 2836361

K. Simons and E. Ikonen, Functional rafts in cell membranes. Nature 387 (1997), no. 6633,
569-572

C. Tozzi, N. Walani, and M. Arroyo, Out-of-equilibrium mechanochemistry and self-organiza-
tion of fluid membranes interacting with curved proteins. New J. Phys. 21 (2019), article
093004 MR 4171009

Received 23 December 2020; revised 12 July 2021.

Charles M. Elliott
Mathematics Institute, University of Warwick, Coventry, CV4 7AL, United Kingdom;
c.m.elliott@warwick.ac.uk

Luke Hatcher
Mathematics Institute, University of Warwick, Coventry, CV4 7AL, United Kingdom;
l.hatcher@warwick.ac.uk

Bjorn Stinner
Mathematics Institute and Centre for Scientific Computing, University of Warwick, Coventry,
CV4 7AL, United Kingdom; bjorn.stinner @warwick.ac.uk


https://zbmath.org/?q=an:1239.35015&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2836361
https://mathscinet.ams.org/mathscinet-getitem?mr=4171009
mailto:c.m.elliott@warwick.ac.uk
mailto:l.hatcher@warwick.ac.uk
mailto:bjorn.stinner@warwick.ac.uk

	1. Introduction
	1.1. Background
	1.2. Outline

	2. Notation and preliminaries
	3. Diffuse interface energy minimisation
	3.1. Diffuse interface minimisers
	3.2. Reduced diffuse interface energy
	3.3. 

	4. Sharp interface optimisation problem
	4.1. Minimisation problem
	4.2. Variation of the membrane height
	4.3. Variation of the interface
	4.4. Reduced sharp interface energy

	5. Formal asymptotics for a phase field gradient flow
	5.1. Matching conditions
	5.2. Outer expansions
	5.3. Inner expansions

	6. Conclusion
	References

