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Partially dissipative systems in the critical regularity
setting, and strong relaxation limit

Raphaël Danchin

Abstract. Many physical phenomena may be modeled by first order hyperbolic equations with
degenerate dissipative or diffusive terms. This is the case for example in gas dynamics, where the
mass is conserved during the evolution, but the momentum balance includes a diffusion (viscos-
ity) or damping (relaxation) term, or, in numerical simulations, of conservation laws by relaxation
schemes.

Such so-called partially dissipative systems have been first pointed out by S. K. Godunov in
a short note in 1961. Much later, in 1984, S. Kawashima highlighted in his PhD thesis a simple
criterion ensuring the existence of global strong solutions in the vicinity of a linearly stable constant
state. This criterion has been revisited in a number of research works. In particular, K. Beauchard
and E. Zuazua proposed in 2010 an explicit method for constructing a Lyapunov functional allowing
to refine Kawashima’s results and to establish global existence results in some situations that were
not covered before.

These notes originate essentially from the PhD thesis of T. Crin-Barat that was initially moti-
vated by an earlier observation of the author in a chapter of the handbook edited by Y. Giga and
A. Novotný. Our main aim is to adapt the method of Beauchard and Zuazua to a class of symmetriz-
able quasilinear hyperbolic systems (containing the compressible Euler equations), in a critical
regularity setting that allows to keep track of the dependence with respect to e.g. the relaxation
parameter. Compared to Beauchard and Zuazua’s work, we exhibit a ‘damped mode’ that will have
a key role in the construction of global solutions with critical regularity, in the proof of optimal
time-decay estimates and, last but not least, in the study of the strong relaxation limit. For simplic-
ity, we here focus on a simple class of partially dissipative systems, but the overall strategy is rather
flexible, and adaptable to much more general situations.

Introduction

An important recent mathematical literature has been devoted to the study of first order
systems of conservation laws. These systems that come into play in the description of a
number of phenomena in mechanics, physics or engineering typically read
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where the vector-fields f k , k D 0; : : : ; d are defined on some open subset O of Rn, and
the unknown V depends on the time variable t 2 RC , Œ0;1/ and on the space variable
x 2 Rd .

Under rather general conditions, for example whenever (1) is Friedrichs-symmetriz-
able, it is well known that for any xV in O and initial data V0WRd ! O such that V0 � xV
belongs to some Sobolev space H s.Rd / with s > 1C d=2, then (1) supplemented with
initial data V0 admits a unique classical solution V on some time interval Œ�T; T �, satis-
fying .V � xV / 2 Cb.Œ�T; T �IH

s.Rd // (the reader may find the detailed statement and
the proof in e.g. [4, Chapter 10]). At the same time, for most systems of the above type,
smooth solutions (even small ones) blow up after finite time.

In many applications however, friction or diffusion phenomena (through e.g. thermal
conduction or viscosity) cannot be neglected. Typically, they act on some components of
the unknown, while other components remain unaffected. An informative example is gas
dynamics where the mass is conserved (as well as the entropy in the isentropic case). In
order to have an accurate description corresponding to these situations, it is thus suitable to
add in (1) zero (friction) or second (diffusion) order terms that act on a part of the unknown
but, possibly, not on all components. The resulting class of systems is named, depending
on the authors and on the context, hyperbolic-parabolic, partially diffusive or partially
dissipative. It has been extensively studied since the pioneering work by S. Kawashima
in his PhD thesis [24]. One of the main issues is to find as weak as possible conditions
ensuring the existence of global solutions close to constant states, to describe their long
time asymptotics and, where applicable, to study the convergence to some limit system.

Rather than writing out now the class of systems that enter in our study, let us give
a simple example from multi-dimensional gas dynamics. In he barotropic and isothermal
case, the governing equations then read:´

@t%C divx.%v/ D 0 in RC �Rd ;

@t .%v/C divx.%v ˝ v/CrxP D A.%; v/ in RC �Rd :
(2)

Above, % D %.t; x/ 2 RC stands for the density of the gas, and v D v.t; x/ 2 Rd , for the
velocity. The pressure P D P.%/ is a given function of the density. A typical example
is the isentropic pressure law P.%/ D a% with a > 0 and  > 1. The first equation
corresponds to the mass conservation and the second one, to the momentum balance. We
assume that the fluid domain is the whole space which, somehow, means that boundary
effects are neglected. This is a fundamental assumption for our analysis, that strongly
relies on Fourier methods.

Regarding A, the usual assumptions are:

• either A is identically zero: then (2) is the barotropic compressible Euler equations
that is known to be Friedrichs-symmetrizable (again, refer e.g. to [4, Chapter 10]) and
thus enters in the class considered in (1);

• orA.%;v/D f %v for some f > 0 (this is the so-called damped barotropic compressible
Euler equations, also named Euler equations with relaxation parameter " if f D "�1);
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• orA.%;v/D divx.�.%/.rxvCtrxv//Crx.�.%/divxv/ for some smooth functions �
and � satisfying � > 0 and � C 2� > 0 (then, (2) is the barotropic compressible
Navier–Stokes equations).

It is by now well understood that in the first situation (neither viscosity nor damping),
smooth initial data generate a local-in-time solution that is likely to blow up after finite
time (see e.g. [1, 34]) whereas in the second and third situations, small and sufficiently
smooth perturbations of a constant density state

.x%; 0/ with x% > 0 and P 0.x%/ > 0 (3)

produce global strong solutions that are defined for all positive times.
The good diffusive properties of the barotropic compressible Navier–Stokes equations

in the whole space R3 (and, more generally, of the full nonisothermal polytropic system)
have been first observed by A. Matsumura and T. Nishida at the end of the 1970s. In [28],
they established the global existence of strong solutions for H 3.R3/ perturbations of any
constant state of type (3) (see [15] for a version of this result in the broader setting of ‘crit-
ical Besov spaces’). An important achievement in the study of general first order partially
dissipative symmetric hyperbolic systems having both terms of order 0 and 2 has been
made by S. Kawashima in 1984, in his PhD thesis [24]. There, he exhibited a rather sim-
ple sufficient condition that is nowadays called the (SK) (meaning Shizuta–Kawashima)
condition for global existence of strong solutions in the neighborhood of linearly stable
constant solutions. In the case where there is only a 0-order partially dissipative term,
Condition (SK) exactly means that for the linearized system, the intersection between the
kernel of the 0-order term and the set of all eigenvectors of the symmetric first order term
is reduced to ¹0º.

A bit later, S. Shizuta and S. Kawashima in [33] observed that Condition (SK) is equiv-
alent to the fact that, in the Fourier space, the real parts of all eigenvalues of the matrix
of the linearized system about the reference solution are strictly negative and also to the
existence of a compensating function. That compensating function comes into play for
working out a functional that is equivalent to a Sobolev norm of high order and allows
to recover the optimal dissipative properties of the system. In the same paper, the authors
pointed out that, if in addition of being in a Sobolev space H s.Rd / with large enough s,
the discrepancy of the initial data to the reference constant solution xV belongs to some
Lebesgue space Lp.Rd / with p 2 Œ1; 2/, then the global solution V converges to xV in
L2.Rd /with the same decay rate as for the heat equation, namely .1C t /�

d
2 .

1
p�

1
2 /, when t

goes to infinity. Since then, more decay estimates have been proved under various assump-
tions in e.g. [5, 37, 40].

A number of more accurate results have been obtained for specific systems. For in-
stance, T. Sideris et al. [35] considered the three-dimensional compressible Euler equa-
tions with damping and Y. Zeng [43] studied a particular class of 4 � 4 nonlinear hyper-
bolic system with relaxation. General partially (0-order) dissipative systems have been
investigated by S. Kawashima and W.-A. Yong in [25,26] and by W.-A. Yong in [42], and
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adapted to second order partially diffusive operators by V. Giovangigli et al. in [18, 19].
Recent works on general partially dissipative systems in the so-called critical functional
framework (that will be recalled later in this text) have been performed by J. Xu and S.
Kawashima [38–40].

It has also been observed by several authors that Condition (SK) is not necessary
for the existence of global strong solutions. For instance, in [31], P. Qu and Y. Wang
established a global existence result in the case where exactly one eigenvector violates
Condition (SK). Toward this direction, one can also mention the paper by R. Bianchini
and R. Natalini [6] that uses nonresonant bilinear forms, and the recent work [8] dedicated
to the mathematical study of a model of mixture of compressible fluids.

The strength of Shizuta and Kawashima’s approach is that it does not require to com-
pute explicitly the Green function of the linearized system under consideration. Although
doing this calculation for the damped barotropic Euler equations presented above is not
an issue, computing the Green kernel associated to the corresponding linearized system
in the nonisothermal case is already more involved, and it soon becomes impossible for
more cumbersome systems (like e.g. systems related to the description of plasma or radia-
tive phenomena, see e.g. [16]). As said before, having a ‘compensating function’ at hand
allows to construct an energy functional that encodes the dissipative properties of the sys-
tem. In Shizuta and Kawashima’s work however, this functional is not so explicit, that
makes difficult, if not impossible, to track the dependency of the solution with respect to
the parameters of the system, when applicable. Another limitation is that it only provides
estimates on the whole solution, without supplying more accurate information on the part
of the solution which is expected to experience a better dissipation.

In [3], K. Beauchard and E. Zuazua took advantage of techniques that originate from
Kalman control theory for linear ODEs so as to construct explicit Lyapunov functionals
for general partially dissipative systems of order 1. They also pointed out the connection
between Condition (SK) and the Kalman criterion for observability in the theory of linear
ODEs (this was also noticed by D. Serre in his unpublished lecture notes [32]). To some
extent, Beauchard and Zuazua’s approach may be interpreted in the broader framework of
hypo-ellipticity as presented by L. Hörmander in [22] or, much more recently, by C. Vil-
lani in [36]. To keep these notes as elementary and short as possible, we refrain from
looking deeper into this direction, though.

Although it is not mentioned in the construction of a Lyapunov functional, Beauchard
and Zuazua’s approach provides for free compensating functions. Furthermore, the con-
struction is elementary (it suffices to compute at most n powers of matrices) and easily
localizable in the Fourier space. Hence, at the linear level, keeping track of the different
behavior of the low and of the high frequencies of the solution is obvious. Their method
further allows to handle some systems that do not satisfy Condition (SK) (but we shall not
investigate this interesting issue here).

The present lecture notes aim at familiarizing the reader with the Beauchard–Zuazua
approach and recent updates that originate from the thesis of T. Crin-Barat and were pub-
lished in [10–12]. As our aim is not to provide the reader with an exhaustive theory of
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partially dissipative hyperbolic systems but rather to present a clear road map allowing
him to tackle efficiently the study of systems of this type, we shall focus on the following
‘academic’ class of partially dissipative hyperbolic systems:

@tV C

dX
kD1

Ak.V /@kV D "
�1H.V /: (4)

Above, the (smooth) functions Ak (k D 1; : : : ; d ) and H are defined on some open sub-
set O of Rn, and have range in the set of n � n real symmetric matrices, and in Rn,
respectively. The unknown V D V.t; x/ depends on the time variable t 2 RC and on the
space variable x 2Rd (d � 1). We fix a constant solution xV 2O of (4) (henceH. xV /D 0).
The system is supplemented with initial data V0 2 O at time t D 0, that are sufficiently
close to xV . Finally, the relaxation parameter " is a given positive parameter that, except in
Section 4, is taken equal to 1.

A basic example of a physical system in the above class is the compressible Euler
equations with isentropic pressure law P.%/ D a% , if rewritten in terms of the (renor-
malized) sound speed

c ,
.A/1=2

z
.%/z with z ,

 � 1

2
:

Indeed, the pair .c; v/ then satisfies:´
@tc C v � rc C zcdivv D 0 in RC �Rd ;

@tv C v � rv C zcrc C "
�1v D 0 in RC �Rd :

(5)

Under the so-called Condition (SK) (presented in the next section) that is satisfied in
particular by (5), we shall prove the existence of global strong solutions with ‘critical reg-
ularity’ for (4) in the neighborhood of any constant solution xV (see Theorems 2.1 and 2.2).
Then, we shall obtain the strong convergence to xV in the long time asymptotics with
explicit decay rates (Theorem 3.1). In Section 4, we shall investigate the strong relaxation
limit, that is the convergence of the solutions of (4) to some limit system. Let us shortly
explain what we mean in the simple case of the compressible Euler equations. Making the
following ‘diffusive’ rescaling:

.%; v/.t; x/ D .z%; "zv/."t; x/;

we see that the pair .z%; zv/ satisfies:´
@� z%C div.z%zv/ D 0 in RC �Rd ;

"2@� .z%zv/C "div.z%zv ˝ zv/Cr.P.z%//C z%zv D 0 in RC �Rd :

Hence, formally, if z% and zv tend to some functions N and w, then the second equation
above yields

r.P.N //CNw D 0
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which, plugged in the mass conservation equation, leads to the so-called porous media
equation

@�N ��.P.N// D 0: (6)

The rigorous justification of the convergence of the density to a solution of (6) has been
first carried out by S. Junca and M. Rascle [23] in the one-dimensional case where specific
techniques may be used. In the multi-dimensional case, the weak convergence and the
strong convergence on bounded subsets of Rd have been proved by J.-F. Coulombel and
C. Lin in [27], and by Z. Wang and J. Xu in [41]. Results in the same spirit for a class of
partially dissipative hyperbolic systems have been obtained by Y.-J. Peng and V. Wasiolek
in [30]. The approach that is proposed in the present lecture notes allows to get the strong
convergence in the whole space with explicit convergence rates for suitable norms when
the relaxation parameter tends to zero not only for the Euler equations, but also for a class
of partially hyperbolic systems (see Theorem 4.1).

It should be noted that, at the linear level, the method that has been originally proposed
by K. Beauchard and E. Zuazua in [3] works exactly the same for partial differential oper-
ators of any order ˛ and ˇ with ˛ 6D ˇ (and, more generally, for homogeneous Fourier
multipliers) provided one of them is skew-symmetric and the other one, nonnegative. We
will enrich this method by exhibiting a ‘damped mode’ for low frequencies, first intro-
duced in [12] and [11] to the best of our knowledge. This the key to an optimal treatment
of the low frequencies of the solution in a critical framework. With almost no additional
effort, assuming a bit more integrability on the initial data (expressed in terms of negative
Besov spaces like in the work [40] by J. Xu and S. Kawashima), and arguing essentially
as in the paper by Y. Guo and Y. Wang [21], we will derive optimal time decay estimates,
pointing out better decay for the high frequencies of the solution and for the damped mode.
It turns out that adopting a critical approach with different levels of regularity for low and
high frequencies also allows to keep track of the relaxation parameter " just by suitable
space/time rescaling. This substantially simplifies the study of the strong relaxation limit.
Here again, having a damped mode at hand plays an essential role.

Except for our linear analysis, we here concentrate on first order hyperbolic symmetric
systems with a partial dissipation term of order 0. The class that is considered contains
the isentropic Euler equations with relaxation. We expect the whole strategy modified
accordingly to be adaptable to hyperbolic-parabolic systems, to operators of any order
and to more complex situations where the partially dissipative terms have mixed orders
(see recent examples in [16] and [8]). It would also be of interest to study to what extent it
may be adapted to situations where pseudo-differential operators depending on the space
variable come into play. Since we used mostly Fourier analysis in our investigations, most
of our results can be adapted to periodic boundary conditions in one or several directions,
leading to the same statements in the first three sections (the strong relaxation limit studied
in Section 4 may be different since the rescaling we used there changes the size of the
periodic box). Handling ‘physical’ boundaries requires completely different tools, and we
have no opinion on whether similar results are true or not.
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The rest of these notes unfolds as follows. In the next section, we present Beauchard
and Zuazua’s approach for linear partially dissipative hyperbolic systems with operators
of any orders. This enables us to deduce quite easily global-in-time a priori estimates in
‘hybrid’ Besov spaces with different regularity exponents for low and high frequencies.
We also exhibit a damped mode, the low frequencies of which satisfy better decay esti-
mates and point out that, under additional structure conditions on the system, it is possible
to use without much effort an Lp functional framework for the low frequencies. The fol-
lowing sections focus on the nonlinear system (4). In Section 2, we prove global-in-time
results while time decay estimates are established in Section 3. In Section 4, we prove
strong convergence results when the relaxation parameter " tends to 0 for partially dissi-
pative systems having the same structure as the isentropic compressible Euler equations
with damping. A few technical results are recalled or proved in the appendix.

1. The linear analysis

To better understand the difference between the three model situations corresponding to
system (2), having first a look at the linearized equations about .x%; 0/ is very informative.
After suitable renormalization, the system to be considered reads:´

@taC divu D 0 in RC �Rd ;

@tuCraC �.��/
ˇ
2 u D 0 in RC �Rd :

(7)

The above cases correspond to .�; ˇ/ D .0; 0/, .�; ˇ/ D .f; 0/ with f > 0 or .�; ˇ/ D
.�.x%/;2/ (in the special situation �.x%/C�.x%/D 0 the general case being similar), respec-
tively.

If � D 0, then system (7) is purely first order hyperbolic and no diffusion or dissipative
phenomenon is expected whatsoever since all Sobolev norms are constant in time. In the
multi-dimensional case, dispersive phenomena of wave equation type do exist, but they
concern only the density and the potential part of the velocity (they will not be discussed
here).

Let us focus on the case � > 0 and ˇ 6D 1 (not necessarily equal to 0 or 2). After suitable
rescaling, one can then suppose that � D 1. In the Fourier variable � corresponding to the
physical space variable x, the above system (7) rewrites

d

dt

�
ya

yu

�
C

�
0 i�

i t� j�jˇ

��
ya

yu

�
D

�
0

0

�
; � 2 Rd : (8)

The long-time behavior of the solution .a; u/ strongly depends on the eigenvalues of
the .d C 1/ � .d C 1/ matrix of system (8). The eigenvalue j�jˇ appears with multi-
plicity d � 1 (this corresponds to the ‘incompressible’ part of the velocity field). The
remaining two eigenvalues �˙.�/ capture the coupling between a and the ‘compressible’
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part of u, and may be computed by considering the following 2 � 2 reduced system satis-
fied by a and � , .��/�1=2divv, namely, if � D 1,´

@taC .��/
1=2� D 0 in RC �Rd ;

@t� � .��/
1=2aC .��/

ˇ
2 � D 0 in RC �Rd :

The corresponding matrix in the Fourier space reads
�

0 j�j

�j�j j�jˇ

�
.

Two different situations occur depending on whether ˇ is smaller or greater than 1:

• The ‘dissipative’ situation ˇ < 1:

�˙.�/ D
j�jˇ

2

�
1˙

q
1 � 4j�j2.1�ˇ/

�
if j�j1�ˇ < 1=2;

�˙.�/ D
j�jˇ

2

�
1˙ i

q
4j�j2.1�ˇ/ � 1

�
if j�j1�ˇ > 1=2:

Observe that for � ! 0, we have �C.�/ � j�jˇ (parabolic behavior similar to that of
.��/ˇ=2) while ��.�/ � j�j2�ˇ (parabolic behavior of type .��/1�ˇ=2).

• The ‘diffusive’ situation ˇ > 1:

�˙.�/ D
j�jˇ

2

�
1˙ i

q
4j�j2.1�ˇ/ � 1

�
if j�jˇ�1 < 1=2;

�˙.�/ D
j�jˇ

2

�
1˙

q
1 � 4j�j2.1�ˇ/

�
if j�jˇ�1 > 1=2:

For � !1, we have �C.�/ � j�jˇ (parabolic behavior like for .��/ˇ=2) while ��.�/ �
j�j2�ˇ (parabolic behavior similar to that of .��/1�ˇ=2).

At the linear level, the damped Euler equations and the compressible Navier–Stokes
equations correspond to the dissipative and diffusive situations, respectively. We observe
that, in the two cases, the whole solution decays to 0 with a decay rate that depends on j�j
although there is no damping term in the linearized mass equation. Note however that,
depending on whether ˇ < 1 or ˇ > 1, the behavior of the low and high frequencies of
the solution is exchanged.

Let us revert to our model system (4) with " D 1 for simplicity, namely

@tV C

dX
kD1

Ak.V /@kV D H.V /: (9)

Let us fix a constant solution xV of (9) (that is, xV 2 O satisfies H. xV / D 0) and make the
following structure assumptions on the system:

(H1) For all V 2 O, the matrices Ak.V / are real symmetric;

(H2) The spectrum of DH. xV / is included in the set ¹z 2 C W Rez � 0º.
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In the case H � 0 (no dissipation at all) smooth solutions, even small ones, may
blow up after finite time. At the exact opposite, if the spectrum of DH. xV / is included
in the set ¹z 2 C W Rez < 0º then it is not difficult to show that small perturbations
of xV in the Sobolev space H s with s > 1 C d=2 generate global strong solutions that
tend exponentially fast to xV when time goes to infinity. We here address the intermediate
situation where some eigenvalues of DH. xV / vanish. For expository purpose, we assume
that H is linear and has the block structure:

H.V / D

�
0

�L2.V2 � xV /

�
with V D

�
V1
V2

�
; (10)

where V1 2 Rn1 , V2 2 Rn2 (with n1 C n2 D n) and L2WRn2 ! Rn2 is linear invertible
and such that L2 C tL2 is definite positive. Additional structure assumptions on L2 and
on the matrices Ak will be specified later on.

1.1. Reduction of the problem

Denoting Z , V � xV and LZ , �H. xV C Z/ (with H as in (10)), the system for Z
reads

@tZ C

dX
kD1

Ak. xV CZ/@kZ C LZ D 0; (11)

and the corresponding linearized system is thus

@tZ C

dX
kD1

xAk@kZ C LZ D F with xAk , Ak. xV / for k D 1; : : : ; d : (12)

In the Fourier space, the above system recasts in

@t yZ C i

dX
kD1

xAk�k yZ C L yZ D yF :

The symmetry of the matrices xAj ensures that for all � 2 Rd , the matrix

A.�/ , i

dX
kD1

xAk�k (13)

is skew Hermitian, while the symmetric part ofL is nonnegative. Denoting byA.D/ (resp.
B.D/) the Fourier multiplier of symbol1 A (resp. L), system (12) rewrites

@tZ C A.D/Z C B.D/Z D F: (14)

1Throughout the text, we agree that A.D/, F �1AF ; where F stands for the Fourier transform with
respect to the variable x.
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The analysis we present below is valid in the more general situation where:

• A.D/ is a homogeneous (matrix-valued) Fourier multiplier of degree ˛ that satisfies

Re
�
A.!/� � �

�
D 0 for all ! 2 Sd�1 and � 2 Cn; (15)

where � designates the Hermitian scalar product in Cn,

• B.D/ is a homogeneous (matrix-valued) Fourier multiplier of degree ˇ 6D ˛ such that,
for some positive real number �,

Re
�
B.!/� � �

�
� �jB.!/�j2 for all ! 2 Sd�1 and � 2 Cn: (16)

As a first example, we consider the linearized damped compressible Euler equations about
.%; v/ D .1; 0/ in the case P 0.1/ D 1, namely´

@taC divu D f in RC �Rd ;

@tuCraC f u D g in RC �Rd :
(17)

Then, we have n1 D 1, n2 D d , and the Fourier multipliers A and B read

A.�/ D i

�
0 �
t� 0

�
and B.�/ D f

�
0 0

0 Id

�
:

They are of order 1 and 0, respectively. Clearly, (15) holds true, as well as (16) with
� D f�1.

As a second example, consider the linearized compressible Navier–Stokes equations
about .%; v/ D .1; 0/. Denoting x� , �.x%/ and x� , �.x%/, they read´

@taC divu D f in RC �Rd ;

@tuCra � ��u � .�C �/divu D g in RC �Rd :
(18)

We still have n1 D 1, n2 D d , but the Fourier multipliers A and B now read

A.�/ D i

�
0 �
t� 0

�
and B.�/ D

�
0 0

0 x�j�j2 Id C .x�C x�/� ˝ �

�
:

They are of order 1 and 2, respectively. Both properties (15) and (16) hold true (with �
depending on x� and x�) provided x� > 0 and x�C 2x� > 0.

System (14) may be solved by means of Duhamel’s formula:

Z.t/ D T .t/Z.0/C

Z t

0

T .t � �/F.�/ d�; (19)

where .T .t//t�0 stands for the semi-group associated to operator �.AC B/.D/.
The value of T .t/ may be computed in the Fourier space. Indeed, denote by yZ the

Fourier transform of Z with respect to x, and by � the corresponding Fourier variable.
Then, in the case F D 0, system (14) rewrites:

@t yZ CE.�/ yZ D 0 with E.�/ , A.�/C B.�/:

Hence, yZ.t; �/ D exp.�E.�/t/ yZ0.�/. In other words, we have T .t/ D exp.�E.D/t/.
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In what follows we set for all ! 2 Sd�1 and � > 0,

A.�/ D �˛A! and B.�/ D ��1�ˇB! with � D �!: (20)

With this notation, we have

yZ.t; �/ D yZ.0; �/ exp
�
�
t�ˇ

�

�
��˛�ˇA! C B!

��
: (21)

Making the change of variable � , .t�ˇ /=� and r , ��˛�ˇ , we discover that z.�/ ,
yZ.t; �/ is the solution to

z0 CEr;!z D 0 with Er;! , rA! C B! (22)

since we have
z.�/ D z.0/ exp.��Er;!/:

Hence, the case ˛ D 1, ˇ D 0 and � D 1, is generic at the linear level.

1.2. Derivation of a Lyapunov functional

The long-time behavior of z is closely connected to the sign of the real part of the eigen-
values of the matrix Er;! defined in (22). The method proposed by K. Beauchard and
E. Zuazua in [3] (see also [13, 14]), that is inspired by Kalman’s control theory for lin-
ear ODEs supplies a simple way for constructing an explicit Lyapunov functional and an
optimal dissipation term altogether without computing the eigenvalues.

To explain the construction, fix some r > 0 and ! 2 Sd�1, and consider the ODE (22)
satisfied by z. Combining the assumptions (15) and (16) with the renormalization (20)
ensures that

Re
�
.A!�/ � �

�
D 0 and Re

�
.B!�/ � �

�
� jB!�j

2 for all .!; �/ 2 Sd�1 �Cn: (23)

Hence, taking the Hermitian product in Cn of (22) with z and keeping the real part yields

1

2

d

dt
jzj2 C jB!zj

2
� 0: (24)

If B! has rank strictly smaller than n, then the above inequality does not ensure decay of
all the components of z (even though this decay exists whenever r > 0 and ! 2 Sd�1 are
such that the real parts of all the eigenvalues of the matrix Er;! are positive). To recover
the decay (if any) of the ‘missing components’ of the solution, one can start with the
identity

.B!z/
0
C .rB!A! C B

2
!/z D 0:

Hence, taking the Hermitian product with BAz (we drop the index ! for better readabil-
ity), we obtain

Bz0�BAz C r jBAzj2 C B2z � BAz D 0:
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Similarly, we have

Bz�BAz0 C rBz�BA2z C Bz�B2Az D 0;

whence

d

dt
.Bz � BAz/C r jBAzj2 C B2z�BAz C Bz�B2Az D �rBz�BA2z:

Remembering (24) and using several times the obvious inequality

2Re.a� b/ � Kjaj2 CK�1jbj2

with suitable values of K, we discover that one can find some "1 (that can be taken arbi-
trarily small) such that

d

dt

�
jzj2 C "1 min.r; r�1/Re.Bz � BAz/

�
C jBzj2 C "1 min.1; r2/jBAzj2

� C"1 min.1; r2/jBA2zj2: (25)

In the case BA2 6D 0, we need (at least) one more relation to handle the term in the
right-hand side. For that, one can start from the equation

.BAz/0 C .rBA2 C BAB/z D 0

and take the Hermitian scalar product with BA2z, adding up the resulting identity multi-
plied by a small enough "2 to (25), then iterate the procedure. The fundamental obser-
vation of Beauchard and Zuazua in [3] is that Cayley–Hamilton theorem ensures the
existence of complex numbers c0; : : : ; cn�1 so that

An D

n�1X
kD0

ckA
k :

Consequently, one can end the process after at most n steps. In the end, we get positive
parameters "0 D 1 and "1; : : : ; "n�1 (that are defined inductively and can be taken arbi-
trarily small) such that for all ! 2 Sd�1 and r > 0, we have

d

dt
Lr;!.z/C

min.1; r2/
2

n�1X
`D0

"`jB!A
`
!zj

2
� 0

with

Lr;!.z/ , jzj2 Cmin.r; r�1/
n�1X
`D1

"`Re.B!A`�1! z�B!A
`
!z/ (26)

and, additionally,
1

2
jzj2 � Lr;!.z/ � 2jzj

2: (27)
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Denoting

N! , inf
²n�1X
`D0

"`jB!A
`
!xj

2; x 2 Sd�1
³
;

we conclude from (26) and (27) that

Lr;!.�/ � e
� 14 min.1;r2/N!�Lr;!.0/; ! 2 Sd�1; r > 0: (28)

In the particular case where

N! > 0 for all ! 2 Sd�1; (29)

(the only situation that will be considered in these notes) then N! is actually bounded
away from zero owing to the compactness of the sphere. Hence, (28) implies that there
exists a positive constant c such that for all r > 0 and ! 2 Sd�1, we have

Lr;!.�/ � e
�2cmin.1;r2/�Lr;!.0/; � � 0:

Then, using once more (27) and reverting to the original unknown yZ, we conclude that

j yZ.t; �/j � 2e�cmin.��1j�jˇ ;�j�j2˛�ˇ /t
j yZ0.�/j: (30)

In other words, if (29) holds, then

• either ˛ > ˇ, and we are in a partially dissipative regime similar to that of linearized
compressible Euler equations,

• or ˛ < ˇ, and we are in a partially diffusive regime analogous to that of the linearized
compressible Navier–Stokes equations.

It has been pointed out in [3] that (29) is equivalent to the Shizuta–Kawashima con-
dition. The following lemma stresses the link between those two conditions, the strict
dissipativity of system (11) and Kalman’s condition for observability.

Lemma 1.1. Let A and B be two n � n complex valued matrices. Assume that A is skew-
symmetric in the meaning of (15) and that B is nonnegative in the sense of (16). The
following properties are equivalent:

(1) For all positive "0; : : : ; "n�1, we have

n�1X
`D0

"`jBA
`�j2 > 0 for all � 2 Sn�1:

(2) The Kalman rank property holds, namely the n2 � n matrix0BBB@
B

BA
:::

BAn�1

1CCCA
has rank equal to n.
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(3) The (SK) condition holds, namely the intersection between kerB and the set of all
eigenvectors of A is reduced to ¹0º.

(4) All eigenvalues of AC B have positive real parts.

Proof. The equivalence between the first three items is basic linear algebra (see details in
e.g. [3]), while inequality (28) (with A! D A, B! D B and r D 1) ensures equivalence
with the last item.

As an example, let us again consider the linearized compressible Euler equations (17).
As said before, (15) and (16) are satisfied with ˛ D 1, ˇ D 0, � D f�1. Furthermore, we
have

A! D i

�
0 !
t! 0

�
and B! D

�
0 0

0 Id

�
; so that B!A! D i

�
0 0
t! 0

�
:

Hence,
�

B!
B!A!

�
has rank d C 1 and Kalman rank condition is thus satisfied, which gives

eventually

j yZ.t; �/j � 2e�cmin.f;f�1j�j2/t
j yZ0.�/j for all � 2 Rd and t � 0:

Since we do not need higher powers of A! to ensure the Kalman rank condition, one can
suspect that one can restrict the sum in the definition of the Lyapunov function Lr;! to
only one term (` D 1). Now, the reader may observe by direct computation that B!A2! D
A2!B! . Hence,

�B!z�B!A
2
!z D �B!z�A

2
!B!z � C jB!zj

2

and taking "1 sufficiently small in (25) allows to just have

d

dt

�
jzj2 C "1 min.r; r�1/Re.B!z � B!A!z/

�
C jB!zj

2
C "1 min.1; r2/jB!A!zj2 � 0:

One can be more explicit : since z D .ya; yu/ and � D r!, we have

min.r; r�1/B!z�B!A!z D min
�
1; j�j�2

��
yu� .i�/ya

�
D min

�
1; j�j�2

��
yu� . yDa/

�
:

Hence, the Lyapunov functional is of the form

L.�/ D jyaj2 C jyuj2 C "1 min
�
1; j�j�2

�
Re
�
yu� . yDa/

�
:

Combining with the Fourier–Plancherel theorem, one can conclude that in order to recover
the full dissipative properties of the linearized compressible Euler equations, it suffices to
consider the functional

kak2
L2
C kuk2

L2
C "1

Z
Rd

u� .Id��/�1ra dx

with suitably small "1 or, rather, spectrally localized versions of it.
Similar computations are valid for the linearized compressible Navier–Stokes equa-

tions (18). The reader may find more details in [15].
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1.3. Derivation of a priori estimates

Let us assume from now on that � D 1, ˛ D 1 and ˇ D 0 in (14) (since the general case
˛ 6D ˇ reduces to that one). Recall Duhamel’s formula (19). Combining with (30), we get

j yZ.t; �/j � 2

�
e�cmin.1;j�j2/t

j yZ0.�/j C

Z t

0

e�cmin.1;j�j2/.t��/
j yF .�; �/j d�

�
:

Clearly, if one wants to get optimal estimates then low and high frequencies have to be
treated differently. To proceed, we shall resort to the dyadic decomposition of the Fourier
space provided by some dyadic homogeneous Littlewood–Paley decomposition . P�j /j2Z

with P�j , '.2�jD/. Here, ' is a smooth nonnegative function on Rd , supported in (say)
the annulus ¹� 2 Rd ; 3=4 � j�j � 8=3º and satisfyingX

j2Z

'.2�j �/ D 1; � 6D 0:

By construction, P�j is a localization operator in the vicinity of frequencies of magni-
tude 2j . Since P�j commutes with any Fourier multiplier, each Zj , P�jZ satisfies (14)
with source term Fj , P�jF and initial data Z0;j , P�jZ0. Therefore, we have

Zj .t/ D T .t/Zj;0 C

Z t

0

T .t � �/Fj .�/ d�:

Hence, as j�j ' 2j on Supp yZj , we have (changing slightly c if needed),

j yZj .t; �/j � 2

�
e�cmin.1;22j /t

j yZj;0.�/j C

Z t

0

e�cmin.1;22j /.t��/
j yFj .�; �/j d�

�
:

Consequently, after taking theL2.Rd / norm of both sides, then using Minkowski inequal-
ity and Fourier–Plancherel theorem, we end up with

kZj .t/kL2 � 2

�
e�cmin.1;22j /t

kZ0;j kL2 C

Z t

0

e�cmin.1;22j /.t��/
kFj .�/kL2 d�

�
;

whence

kZj .t/kL2 C cmin.1; 22j /
Z t

0

kZj kL2 d� � 2

�
kZ0;j kL2 C

Z t

0

kFj .�/kL2 d�

�
: (31)

At this stage, two important observations are in order. First, note that

kZk PH s '

�X
j2Z

22jskZj k
2
L2

�1=2
:

Hence, in order to get a Sobolev estimate of Z, it suffices to multiply (31) by 2js then to
perform an `2-summation on j 2 Z. However, the second term of (31) will not exactly
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give an estimate in some spaceL1.0; t I PH � / since the time integration has been performed
before the summation with respect to j : one ends up in one of the Chemin–Lerner (or
‘tilde’) spaces that have been introduced in [9]. They turn out to be delicate to manipulate
and not adapted to the critical regularity setting we have in mind.

The second observation is that, owing to the factor min.1; 22j /, in order to track as
much information as possible, it is suitable to work with different regularity exponents for
low and high frequencies.

Putting the two observations together, this motivates us to multiply (31) by 2js with a
different value of the ‘regularity exponent’ s for negative and positive j ’s, then to perform
an `1 summation with respect to j . The advantage of `1 summation – that corresponds
to Besov norms with last index 1 – is that one can freely exchange time integration and
summation on j . Taking into account the possible difference of regularity between the
low and high frequencies leads us to introduce for all pair .s; s0/ 2 R2 the hybrid Besov
space zBs;s

0

2;1 , that is the set of all tempered distributions z such that

kzk
zB
s;s0

2;1

,
X
j<0

2jsk P�j zkL2 C
X
j�0

2js
0

k P�j zkL2 <1 and lim
j!�1

k�.2�jD/zkL1 D 0:

(32)
Above, � stands for a compactly supported smooth function on Rd such that �.0/ D 1,
and the condition on �.2�jD/z implies that z has to tend to 0 at 1 in the sense of
tempered distributions2. Classical homogeneous Besov spaces correspond to s D s0 and
will be denoted by PBs2;1.

In what follows, it will be sometimes convenient to use the following notation for all
� 2 R:

kzk`
PB�2;1

,
X
j<0

2j�k P�j zkL2 and kzkh
PB�2;1

,
X
j�0

2j�k P�j zkL2 :

Even though most of the functions we shall consider here will have range in the set of
vectors or even matrices, we shall keep the same notation for Besov spaces pertaining to
this case.

Now, multiplying (31) by 2js (resp. 2js
0

) for j < 0 (resp. j � 0) and summing up on
j < 0 (resp. j � 0) leads to

kZ.t/k`
PBs2;1
C

Z t

0

kZk`
PBsC22;1

d� � 2

�
kZ0k

`
PBs2;1
C

Z t

0

kF k`
PBs2;1

d�

�
; (33)

kZ.t/kh
PBs
0

2;1

C

Z t

0

kZkh
PBs
0

2;1

d� � 2

�
kZ0k

h
PBs
0

2;1

C

Z t

0

kF kh
PBs
0

2;1

d�

�
: (34)

Hence, putting together those two inequalities yields

kZ.t/k
zB
s;s0

2;1

C

Z t

0

�
kZk`

PBsC22;1

C kZkh
PBs
0

2;1

�
d� � 2

�
kZ0k zBs;s

0

2;1

C

Z t

0

kF k
zB
s;s0

2;1

d�

�
: (35)

2This is a way to rule out polynomials from homogeneous Besov spaces, otherwise one would have to
work modulo polynomials which is not suitable when studying PDEs.
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Since a part of the solution experiences direct dissipation, one can suspect the low fre-
quency integrability we get in this way to be not optimal. Recovering better integrability
for a part of the solution is the goal of the next subsection.

1.4. The damped mode

Assume that the dissipation term has an orthogonal block structure that is independent of
the frequency, namely

rankB!
?

˚ KerB! D Cn for all ! 2 Sn�1;

with M , KerB! independent of !.
Denote by P the orthogonal projector onto M? and set

W , P .AC B/.D/Z: (36)

Since P and B commute, we get the following equation for W :

@tW C B.D/W D P .AC B/.D/F �PA.D/.AC B/.D/Z:

Because

PA.D/B.D/Z D PA.D/PB.D/Z D PA.D/W � .PA.D//2Z;

this may be rewritten as

@tW C B.D/W D P .AC B/.D/F �PA.D/W C .PA.D//2Z �PA2.D/Z: (37)

As A.D/ and B.D/ are of order 1 and 0, respectively, multipliers of orders 1 and 2, act
onW andZ in the right-hand side. Hence, the low frequencies of the corresponding terms
are expected to be negligible compared to the left-hand side of (37).

To make this heuristics rigorous, let us look at the equation for Wj , P�jW , namely

@tWj C B.D/Wj D P .AC B/.D/Fj �PA.D/Wj C .PA.D//
2Zj �PA2.D/Zj :

(38)
Taking the Hermitian scalar product in Cn with Wj , using (16) with � D 1, the fact that
B.D/ is of 0-order and that A.D/ is of first order yields

1

2

d

dt
j yWj j

2
C j yWj j

2
� C

��
1C j�j

�
j yFj j C j�jj yWj j C j�j

2
j yZj j

�
j yWj j:

Hence, integrating on Rd and taking advantage of the Fourier–Plancherel theorem and of
the spectral localization yields:

1

2

d

dt
kWj k

2
L2
C kWj k

2
L2
� CkWj kL2

�
.1C 2j /kFj kL2 C 2

j
kWj kL2 C 2

2j
kZj kL2

�
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from which we eventually get for all t � 0 and j 2 Z, owing to Lemma A.1,

kWj .t/kL2 C

Z t

0

kWj kL2 d� � kWj .0/kL2 C C.1C 2
j /

Z t

0

kFj kL2 d�

C C2j
Z t

0

kWj kL2 d� C C2
2j

Z t

0

kZj kL2 d�:

Therefore, if we multiply by 2js and sum up on j � j0 with j0 chosen so that C2j0 � 1=2,
then we end up withX
j�j0

2jskWj .t/kL2 C
1

2

Z t

0

X
j�j0

2jskWj kL2 d�

�

X
j�j0

2jskWj .0/kL2 C C

Z t

0

X
j�j0

2jskFj kL2 d� C C
X
j�j0

Z t

0

2j.sC2/kZj kL2 d�:

The last term may be controlled by the data according to (33). Furthermore, kWj kL2 .
kZj kL2 for all j < 0, and 2j.sC2/ ' 2js for j0 � j < 0. Hence, the above inequality still
holds if one sums up to j D 0. In the end, this allows us to get

kW.t/k`
PBs2;1
C

Z t

0

kW k`
PBs2;1

d� . kZ0k`PBs2;1
C

Z t

0

kF k`
PBs2;1

d�:

Let us finally look at the part ofZ that undergoes direct dissipation, namelyZ2 , PZ. We
claim that, as expected, the low frequencies of Z2 have better time integrability than the
overall solution Z. Indeed, observing that B.D/Z2 D W � PA.D/Z and that PB.D/

(restricted to functions defined on M ) is invertible, we may write

Z2 D ..PB/.D//
�1W � ..PB/.D//�1PA.D/Z:

Hence, since .PB/.D/ (resp. A.D/) is a 0-order (resp. first order) Fourier multiplier, we
may write

kZ2k
`
PBsC12;1

. kW k`
PBsC12;1

C kZk`
PBsC22;1

and kZ2k
`
PBs2;1

. kW k`
PBs2;1
C kZk`

PBsC12;1

:

Then, remembering (33) and using Hölder inequality and interpolation in Besov spaces
when needed yields

kZ2k
`

L2.RCI PBs2;1/
C kZ2k

`

L1.RCI PB
sC1
2;1 /

. kZ0k`PBs2;1
C

Z t

0

kF k`
PBs2;1

d�:

This has to be compared with the following (optimal) inequality for the overall solutionZ:

kZk`
L2.RCI PB

sC1
2;1 /
C kZ2k

`

L1.RCI PB
sC2
2;1 /

. kZ0k`PBs2;1
C

Z t

0

kF k`
PBs2;1

d�:
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1.5. An Lp approach

In this part, we are going to show that under slightly stronger structure assumptions3 on
the linear system (12) than those that have been made so far, it is possible to bound the
low frequencies of the solution in functional spaces built on Lp for any p 2 Œ1;1�. This
unusual setting is in sharp contrast with the nondissipative case. In fact, as pointed out
by P. Brenner in [7], apart from the notable exception of the transport equation, ‘most’
first order ‘purely’ hyperbolic systems are ill-posed in Lp if p 6D 2. It turns out that for
nonlinear partially dissipative systems satisfying the structure assumptions of this part, it
is also possible to use, at least partially, an Lp-type framework (see details in [10, 12]).
This offers one more degree of freedom in the choice of solutions spaces allowing not
only to prescribe weaker smallness conditions for global well-posedness, but also to get
more accurate information on the qualitative properties of the constructed solutions.

In order to proceed, let us assume without loss of generality that M D Rn1 � ¹0º and
decompose Z 2 Rn into

�
Z1
Z2

�
. For expository purpose, further assume that there is no

source term (F D 0). Then, system (11) may be rewritten by blocks as follows:

d

dt

�
Z1
Z2

�
C

�
A11.D/ A12.D/

A21.D/ A22.D/

��
Z1
Z2

�
C

�
0

B22.D/Z2

�
D

�
0

0

�
; (39)

where the 0-order Fourier multiplier B22.D/ has symbol in Mn2.R/, and so on.
In the spirit of the computations of the previous paragraph, let us introduce

W , Z2 C .B
�1
22 A21/.D/Z1 C .B

�1
22 A22/.D/Z2: (40)

This definition of a damped mode is consistent with the one we used before: we just
applied to (36) the 0-order operator .B22.D//�1 that corresponds to the inverse of PB.D/

restricted to M . Now, we note that

@tZ2 C B22.D/W D 0:

Hence, relation (40) implies that

@tW C B22.D/W D .B
�1
22 A11/.D/@tZ1 C .B

�1
22 A22/.D/@tZ2:

Using system (39) for computing @tZ, we get the following equation:

@tW CB22.D/W D�.B
�1
22 A21/.D/

�
A11.D/Z1CA12.D/Z2

�
� .B�122 A22B22/.D/W:

(41)
Rewriting the equation of Z1 in terms of W yields

@tZ1 C
�
A11.D/ � .A12B

�1
22 A21/.D/

�
Z1 D .A12B

�1
22 A22/.D/Z2 � A12.D/W: (42)

3That are in particular satisfied by the linearized Euler equations with relaxation.
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In order to pursue our analysis, we make the following assumption:

A11.D/ � 0 and A.D/ , �.A12B�122 A21/.D/ is a positive operator: (43)

By positive, we mean that the symbol A12B�122 A21 has range in the set of positive Hermi-
tian matrices of size n2. For this particular structure, the above hypothesis turns out to be
equivalent to Condition (SK) (see Lemma A.3).

Then, after applying P�j to (41) and for (42), we obtain´
@tZ1;j CA.D/Z1;j D .A12B

�1
22 A22/.D/Z2;j � A12.D/Wj ;

@tWj C B22.D/Wj D �.B
�1
22 A21A12/.D/Z2;j � .B

�1
22 A22B22/.D/Wj :

(44)

Using Duhamel formula for computing Z1;j from the first equation of (44), we get

Z1;j .t/ D e
�tA.D/Z1;j .0/

C

Z t

0

e�.t��/A.D/
�
.A12B

�1
22 A22/.D/Z2;j .�/ � A12.D/Wj .�/

�
d�:

Since A.D/ is second order positive and satisfies the assumptions of Lemma A.2, there
exist two constants c and C such that the following bound holds:

ke�tA.D/ P�j zkLp.Rn1 IRn1 / � Ce
�c22j t

k P�j zkLp.Rn1 IRn1 /; j 2 Z: (45)

Then, we get from Bernstein inequality (151), remembering that all the blocks of A.D/
are homogeneous multipliers of degree 1 and that B�122 .D/ is homogeneous of degree 0,

kZ1;j .t/kLp . e�c2
2j t
kZ1;j .0/kLp

C

Z t

0

e�c2
2j .t��/

�
22j kZ2;j .�/kLp C 2

j
kWj .�/kLp

�
d�;

whence taking the supremum or the integral on Œ0; t �,

kZ1;j .t/kLp C 2
2j

Z t

0

kZ1;j kLp d� . kZ1;j .0/kLp

C

Z t

0

�
22j kZ2;j kLp C 2

j
kWj kLp

�
d�:

Similarly, Lemma A.3 guarantees that we have

ke�tB22.D/ P�j zkLp.Rn2 IRn2 / � Ce
�ct
k P�j zkLp.Rn2 IRn2 /; j 2 Z; (46)

which allows to get eventually

kWj .t/kLp C

Z t

0

kWj kLp d� . kWj .0/kLp C 22j
Z t

0

kZj kLp d� C 2
j

Z t

0

kWj kLp d�:
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Owing to the factor 2j , there exists an integer j0 2Z so that the last term may be absorbed
by the left-hand side for all j � j0. Hence, multiplying by 2js then summing up on j � j0,
with the notation kzk`;j0

PBsp;1
,
P
j�j0

2j�k P�j zkLp , yields

kW.t/k
`;j0
PBsp;1
C

Z t

0

kW k
`;j0
PBsp;1
d� . kW0k`;j0PBsp;1

C

Z t

0

kZk
`;j0
PBsC2p;1

d� (47)

while the inequality for Z1 gives us

kZ1.t/k
`;j0
PBsp;1
C

Z t

0

kZ1k
`;j0
PBsC2p;1

d� . kZ1;0k`;j0PBsp;1
C

Z t

0

�
kZ2k

`;j0
PBsC2p;1

C kW k
`;j0
PBsC1p;1

�
d�: (48)

The definition of W in (40) ensures that for all j � j0 (with negative enough j0), there
holds that

kWj kLp . kZ2;j kLp C 2j kZ1;j kLp and kZ2;j kLp . kWj kLp C 2j kZ1;j kLp : (49)

Hence, adding up " � (47) to (48) with " small enough and negative enough j0, we conclude
that

kZ.t/k
`;j0
PBsp;1
C

Z t

0

�
kZ1k

`;j0
PBsC2p;1

C kW k
`;j0
PBsp;1

�
d� . kZ0k`;j0PBsp;1

:

Of course, combining with (49) yields alsoZ t

0

kZ2k
`;j0
PBsC1p;1

d� . kZ0k`;j0PBsp;1
:

By the same token, if we consider a source term F in (39), one gets the following bound:

kZ.t/k
`;j0
PBsp;1
C

Z t

0

�
kZ1k

`;j0
PBsC2p;1

CkZ2k
`;j0
PBsC1p;1

CkW k
`;j0
PBsp;1

�
d� . kZ0k`;j0PBsp;1

C

Z t

0

kF k
`;j0
PBsp;1
d�;

which is actually the same as the one we proved before for p D 2.
At the linear level, there is no restriction on the value of p: it can be any element of

Œ1;1�. Reverting to the initial nonlinear system (11), it is possible to work out a functional
framework of Lp-type for the low frequencies of the solution. However, owing to the
interactions between the low and high frequencies through the nonlinear terms, there are
some restrictions on p. The most obvious one is that, if combining Bernstein and Hölder
inequalities for estimating the medium frequencies in a L2-type space of a product of
low frequencies that belong to a Lp-type space, one needs to have p 2 Œ2; 4�. In high
dimension, there are stronger restrictions on p. The reader is referred to [10, 12] for more
details and complete statements.

2. Global existence in the critical regularity setting

The principal aim of this section is to prove the global existence of strong solutions for (9)
supplemented with initial data that are a perturbation of a constant state xV satisfying
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Condition (SK). For notational simplicity, we assume that xV D 0 so that the system under
consideration reads4

@tZ C

dX
kD1

Ak.Z/ � @kZ C BZ D 0: (50)

It is assumed that the (smooth) given functions A1; : : : ; Ad range in the set of n � n real
symmetric matrices, and that B D

�
0 0
0 L2

�
with L2 2 GLn2.R/ satisfying for some c > 0,

L2z � z � cjzj
2; z 2 Rn2 : (51)

Set A.�/ , i
Pd
kD1 �k

xAk with xAk , Ak.0/, and B.�/ , B . According to the linear
analysis that was performed in the previous paragraph in the context of system (50), Con-
dition (SK) is equivalent to:

Rank

0BB@
B.�/

BA.�/

: : :

BAn�1.�/

1CCA D n for all � 2 Rd n ¹0º: (52)

2.1. The main results

In order to find out a suitable functional framework for solving (50), let us temporarily
consider a smooth solution Z. Taking advantage of the symmetry of the matrices Ak and
integrating by parts, one gets the following ‘energy identity’:

1

2

d

dt
kZk2

L2
�
1

2

X
k;`;m

Z
Rd

Z`Zm@k
�
Ak`m.Z/

�
dx C

Z
Rd

BZ �Z dx D 0:

Therefore, combining with (51) and Gronwall inequality, we discover that

kZ.t/k2
L2
C c

Z t

0

kZ2k
2
L2
d� � kZ0k

2
L2

exp
�
C

Z t

0

krZkL1 d�

�
:

Hence, even for controlling the L2 norm of the solution, a bound of rZ in L1loc.RCIL
1/

is needed. Since no gain of regularity can be expected on the whole solution (see (34)),
we must assume that Z0 belongs to a functional space X that is embedded in the set
of globally Lipschitz functions. If X D H s then this embedding holds if and only if
s > d=2C 1. In the framework of Besov spaces with last index 1, one can reach the
critical index s D d=2C 1, owing to the (critical) embedding

PB
d=2
2;1 .R

d / ,! Cb.R
d /: (53)

4The reader is referred to [11] for the proof of similar results for more general symmetrizable quasilin-
ear partially dissipative hyperbolic systems satisfying (SK).
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Hence, X must be a subspace of PBd=2C12;1 . Consequently, we shall take s0 D 1 C d=2

in (34).
As regards the value of the regularity exponent s in (33) for the low frequencies, a

natural candidate is s D �1 C d=2 since (33) and (34) together give us a control of Z
in L1.RCI PB

d=2C1
2;1 / (provided we succeed in bounding in L1.RCI PB

d=2�1
2;1 / the nonlinear

term F ), and thus of rZ in L1.RCIL1/. Having at our disposal global L1-in-time esti-
mates for the solution will be particularly comfortable for further analysis in contrast with
the classical ‘Sobolev’ approach for partially dissipative systems where only L2-in time
estimates are available.

To make a long story short, a good candidate for a solution space is the set of func-
tions Z in C1

b
.RC �Rd IRn/ such that

Z`2 Cb
�
RCI PB

d=2�1
2;1

�
\L1

�
RCI PB

d=2C1
2;1

�
; Zh2 Cb

�
RCI PB

d=2C1
2;1

�
\L1

�
RCI PB

d=2C1
2;1

�
:

According to the linear analysis presented before, one can expect to get additional infor-
mation for low frequencies, through the damped mode W defined in (40), that is essen-
tially equivalent to @tZ2 in our context. We will eventually obtain the following result that
will be proved in the next subsection.

Theorem 2.1. Let conditions (51) and (52) be in force and assume that d � 2. Then, there
exists a positive constant ˛ such that for all Z0 2 zB

d=2�1;d=2C1
2;1 satisfying

Z0 , kZ0k zBd=2�1;d=2C12;1

� ˛; (54)

system (50) supplemented with initial data Z0 admits a unique global-in-time solution Z
in the set

E ,
®
Z 2 Cb

�
RCI zB

d=2�1;d=2C1
2;1

�
; Z 2 L1

�
RCI PB

d=2C1
2;1

�
; @tZ2 2 L

1
�
RCI PB

d=2�1
2;1

�¯
:

Moreover, there exist an explicit Lyapunov functional, equivalent to kZk zBd=2�1;d=2C12;1

and
a constant C depending only on the matrices Ak and on L2, and such that

Z.t/ � CZ0 for all t � 0; (55)

where5

Z.t/ , kZk
L1t .

zB
d=2�1;d=2C1
2;1 /

C kZk
L1t .
PB
d=2C1
2;1 /

C k@tZ2kL1t . PB
d=2�1
2;1 /

C kZ2k
`

L1t .
PB
d=2
2;1 /
C kZ2k

`

L2t .
PB
d=2�1
2;1 /

: (56)

5Whenever X is a Banach space, p 2 Œ1;1� and T � 0, notation k � kLpT .X/ designates the Lebesgue
norm Lp of functions on Œ0; T � with values in X .
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Choosing regularity d=2 � 1 for low frequencies has some disadvantages, though:

• It does not allow to treat the mono-dimensional case since the low frequencies of the
nonlinear terms of type DZ �Z cannot be estimated in L1.RCI PB

d=2�1
2;1 / (this is the

needed regularity for the right-hand side of (33)). Indeed, the numerical product does
not map PB1=22;1 .R/ � PB

�1=2
2;1 .R/ to PB�1=22;1 .R/.

• It does not provide us with uniform bounds in the high relaxation asymptotics (see the
beginning of Section 4 for more explanations).

Another possible choice is s D d=2. Then, the solution space becomes the set of Z in
C1
b
.RC �Rd IRn/ satisfying

Z` 2 Cb
�
RCI PB

d=2
2;1

�
\L1

�
RCI PB

d=2C2
2;1

�
; Zh 2 Cb

�
RCI PB

d=2C1
2;1

�
\L1

�
RCI PB

d=2C1
2;1

�
plus crucial information from the damped mode that, in particular, will ensure that

rZ2 2 L
1
�
RCI PB

d=2
2;1

�
; Z2 2 L

2
�
RCI PB

d=2
2;1

�
:

This alternative framework allows to consider initial data that are less decaying at infin-
ity (regularity PBd=22;1 for low frequencies is less stringent than PBd=2�12;1 ), to handle the
one-dimensional situation, and to provide crucial uniform a priori bounds in the strong
relaxation limit. However, stronger structure assumptions are required on the system (that
are nevertheless fulfilled by the compressible Euler equations). In order to specify them,
let us rewrite system (50) by blocks as follows:´

@tZ1 C
Pd
kD1

�
Ak11.Z/@kZ1 C A

k
12.Z/@kZ2

�
D 0;

@tZ2 C
Pd
kD1

�
Ak21.Z/@kZ1 C A

k
22.Z/@kZ2

�
C L2Z2 D 0:

(57)

Then, we need the following additional assumption:

(H3) For all k 2 ¹1; : : : ; dº, xAk11 D 0 and Z 7! Ak11.Z/ is linear with respect to Z2.

Note that in the context of gas dynamics, this just means that there are no terms like r%
or %r% in the density equation, which is indeed the case!

Theorem 2.2. In general dimension d � 1, let the assumptions of Theorem 2.1 concern-
ing system (9) be in force and assume in addition that (H3) holds true. Then, there exists
a positive constant ˛ such that for all Z0 2 zB

d=2;d=2C1
2;1 satisfying

Z00 , kZ0k zBd=2;d=2C12;1

� ˛; (58)

system (57) supplemented with initial data Z0 admits a unique global-in-time solution in
the subspace F of functions Z of Cb.RCI zB

d=2;d=2C1
2;1 / such that

Z`2; Z
h
2 L1

�
RCI PB

d=2C1
2;1

�
; Z`1 2 L

1
�
RCI PB

d=2C2
2;1

�
; @tZ2 2 L

1
�
RCI PB

d=2
2;1

�
:

Moreover, there exists an explicit Lyapunov functional that is equivalent to kZk zBd=2;d=2C12;1
and we have the following bound:

Z0.t/ � CZ00
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where

Z0.t/ , kZk
L1t .

zB
d=2;d=2C1
2;1 /

C kZ1k
`

L1t .
PB
d=2C2
2;1 /

C kZ2k
`

L1t .
PB
d=2C1
2;1 /

C kZ2k
`

L2t .
PB
d=2
2;1 /
C kZkh

L1t .
PB
d=2C1
2;1 /

C k@tZ2kL1t . PB
d=2
2;1 /

: (59)

Theorem 2.2 directly applies to the isentropic compressible Euler equations with relax-
ation, written in terms of the sound speed c and of v (that is, system (5)). The result we
get reads as follows:

Theorem 2.3. Let xc > 0, d � 1 and  > 1. There exists a positive constant ˛ such that
for any data .c0; v0/ such that c0 � xc and v0 belong to zBd=2;d=2C12;1 , and satisfy

A0 , k.c0 � xc; v0/k zBd=2;d=2C12;1

� ˛; (60)

system (5) with " D 1 admits a unique global solution .c; v/ with

.c � xc; v/ 2 Cb
�
RCI zB

d=2;d=2C1
2;1

�
that satisfies

k.c � xc; v/k
L1.RCI zB

d=2;d=2C1
2;1 /

C kc � xck`
L1.RCI PB

d=2C2
2;1 /

C kvk
L1.RCI PB

d=2C1
2;1 /

C kvk`
L2.RCI PB

d=2
2;1 /
C kc � xckh

L1.RCI PB
d=2C1
2;1 /

C k@tvkL1.RCI PB
d=2
2;1 /
� CA0: (61)

A similar statement holds true for the barotropic compressible Euler equations with
general smooth pressure law P satisfying P 0 > 0 in a neighborhood of the reference
density x%, although one cannot ‘symmetrize’ the system any longer by using the sound
speed. For more details, the reader may refer to [11] where a class of partially dissipative
systems, more general than (9), is considered.

In the rest of this section, we focus on the proof of Theorem 2.1. The reader is referred
to [11] for more general systems and for the proof of Theorem 2.2. A similar statement in
the Lp framework has been established in [10].

2.2. A priori estimates

The overall strategy is to apply the Littlewood–Paley truncation operator P�j to (50), then
to follow the method that has been described in the previous section so as to get optimal
estimates in L2 for each dyadic block. Performing eventually a suitable weighted summa-
tion on j will lead to the control of Besov norms of the solution, as stated in Theorem 2.1.

Throughout, we assume that we are given a smooth and sufficiently decaying solution
of (50) on Œ0; T � �Rd such that

sup
t2Œ0;T �

kz.t/k PBd=22;1 .R
d /

is sufficiently small. (62)

We shall use repeatedly that, owing to the embedding (53), the solution Z is also small in
L1.Œ0; T � �Rd /.
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Low frequencies. Let us denote Zj , P�jZ and Fj , P�jF , with

F ,
dX
kD1

�
xAk � Ak.Z/

�
@kZ: (63)

We see that for all j 2 Z,

@tZj C

dX
kD1

xAk@kZj C BZj D Fj : (64)

Hence, taking the L2.Rd IRn/ scalar product with Zj and using that the first order terms
are skew-symmetric yields

1

2

d

dt
kZj k

2
L2
C

Z
Rd

BZj �Zj dx D

Z
Rd

Zj � Fj dx:

The term withB may be bounded from below according to (51). Hence, using the Cauchy–
Schwarz inequality for bounding the right-hand side delivers for some c > 0,

1

2

d

dt
kZj k

2
L2
C ckZ2;j k

2
L2
� kFj kL2kZj kL2 :

In order to recover the full dissipation, we proceed as in the previous section, introducing
the functional Lr;! defined in (26). Adapting the computations therein to the case where
the source term in (12) is nonzero, we get for all r > 0 and ! 2 Sd�1 (with the notations
of (20) and (26)):

d

dt
Lr;!. yZj /C

min.1; r2/
2

n�1X
kD0

"kjB!A
k
!
yZj j

2
� Re. yFj � yZj /

Cmin.r; r�1/
n�1X
kD1

�
Re
�
B!A

k�1
!
yZj �B!A

k
!
yFj
�
C Re

�
B!A

k�1
!
yFj �B!A

k
!
yZj
��
:

In light of the Cauchy–Schwarz inequality, the sum in the right-hand side may be bounded
by q

Lr;!. yZj /Lr;!. yFj /:

Hence, using that condition (SK) and (27) ensure the existence of a positive constant
c0 > 0 such that for all r > 0 and ! 2 Sd�1,

n�1X
kD0

"kjB!A
k
!
yZj j

2
� 2c0Lr;!. yZj /; (65)

we conclude that

d

dt
Lr;!. yZj /C c0 min.1; r2/Lr;!. yZj / �

q
Lr;!. yZj /Lr;!. yFj /: (66)
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Let us define for all j 2 Z,

Lj , k yZj k2L2 C
n�1X
kD1

"kRe
Z

Rd

�
BAk�1!

yZj .�/
�
�
�
BAk!

yZj .�/
�

min
�
j�j; j�j�1

�
d�:

Integrating (66) on Rd and observing that, by virtue of (27), we have

1

2
kZj k

2
L2
� Lj � 2kZj k

2
L2
; (67)

we get, up to a slight modification of c0,

d

dt
Lj C c0 min.1; 22j /Lj � CkFj kL2

p
Lj : (68)

Therefore, taking X D
p

Lj and A D CkFj kL2 in Lemma A.1, then multiplying by
2j.d=2�1/ delivers for all j < 0,

2j.d=2�1/
q

Lj .t/C
c0

2
2j.d=2C1/

Z t

0

p
Lj d� � 2

j.d=2�1/
q

Lj .0/

C C2j.d=2�1/
Z t

0

kFj kL2 d�:

In order to bound the right-hand side, it suffices to combine the following facts that are
proved in e.g. [2, Chapter 2]:

For d � 2, the numerical product maps PBd=2�12;1 .Rd / � PBd=22;1 .R
d /

to PBd=2�12;1 .Rd /
(69)

and, for all smooth function ˆWRd ! Rp vanishing at 0,

kˆ.Z/k PBd=22;1

� C
�
kZkL1

�
kZk PBd=22;1

: (70)

Hence, remembering also (62), we conclude that

kF k PBd=2�12;1

. kZk PBd=2�12;1

krZk PBd=22;1

:

So, finally, there exist two positive constants c0 and C such that for all j < 0, we have

2j.d=2�1/
q

Lj .t/C c02
j.d=2C1/

Z t

0

p
Lj d� � 2

j.d=2�1/
q

Lj .0/

C C

Z t

0

cj krZk PBd=22;1

kZk PBd=2�12;1

d� with
X
j2Z

cj D 1: (71)
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High frequencies. In order to bound the high frequency part of the solution, we shall
keep the functional Lj , but one cannot look at F defined in (63) as a source term since
this would entail a loss of one derivative. To overcome the difficulty, we mimic the proof of
theL2 estimate recalled at the beginning of this section, writing the system forZj , P�jZ
as follows:

@tZj C

dX
kD1

Ak.Z/@kZj C BZj D

dX
kD1

ŒAk.Z/; P�j �@kZ: (72)

Then, taking the L2.Rd IRn/ scalar product with Zj and integrating by parts yields

1

2

d

dt
kZj k

2
L2
C

Z
Rd

BZj �Zj dx D
1

2

X
k;`;m

Z
Rd

@k
�
Ak`m.Z/

�
Z`j Z

m
j dx

C

dX
kD1

Z
Rd

ŒAk.Z/; P�j �Z �Zj dx:

The last sum may be bounded according to the following classical commutator estimate
(see e.g. [2, Chapter 2]) that is valid for all s 2 .�d=2; d=2C 1�:

kŒAk.Z/; P�j �@kZkL2 � Ccj 2
�js
kr.Ak.Z//k PBd=22;1

kZk PBs2;1
with

X
j2Z

cj D 1:

Thanks to the embedding (53) and to the definition of k � k PBs2;1 , we haveX
k;`;m

Z
Rd

@k.A
k
`m.Z//Z

`
j Z

m
j dx � Ccj 2

�js
kr.Ak.Z//k PBd=22;1

kZk PBs2;1
kZj kL2 :

Hence, owing to (51), we have for all s 2 .�d=2; d=2C 1�,

1

2

d

dt
kZj k

2
L2
C ckZ2;j k

2
L2
� Ccj 2

�js
krZk PBd=22;1

kZk PBs2;1
kZj kL2 : (73)

To recover the full dissipation, one has to compute for all r � 1 and ! 2 Sd�1, the time
derivative of

r�1 zLr;!. yZj / with zLr;!. yZj / ,
n�1X
kD1

"kRe
�
BAk�1!

yZj � BA
k
!

�
as it will generate the term

Pn�1
kD1

"k
2
jBAk!

yZj j
2, that is, the missing dissipation. To pro-

ceed, one can keep F defined in (63) as a source term and start from (64). For j � 0, the
term r�1 yields the factor 2�j that exactly compensates the loss of one derivative when
estimating F in PBd=2C12;1 . Hence, it suffices to estimate F in PBd=22;1 , which may be done by
combining (70) and the following fact:

the numerical product maps PBd=22;1 .R
d / � PB

d=2
2;1 .R

d / to PBd=22;1 .R
d /. (74)
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Remembering (62), we get

kF k PBd=22;1

. kZk PBd=22;1

krZk PBd=22;1

: (75)

Now, adding up the relation, we get for r�1 zLr;!. yZj / (after space integration) to (73)
yields for all j � 0:

d

dt
LjC

1

2

n�1X
kD0

Z
Rd

"kjBA
k
!Zj .�/j

2d� .
�
2�j kFj kL2 C cj 2

�j.d=2C1/
kZk2

PB
d=2C1
2;1

�
kZj kL2 ;

(76)
and (65) guarantees that

n�1X
kD0

Z
Rd

"kjBA
k
!Zj .�/j

2 d� & Lj : (77)

Hence, using Lemma A.1, multiplying by 2j.d=2C1/ and taking advantage of (63) and (75),
we end up with

2j.d=2C1/
q

Lj .t/C c2
j.d=2C1/

Z t

0

p
Lj d�

� 2j.d=2C1/
q

Lj .0/C C

Z t

0

cj kZk PBd=2C12;1

kZk PBd=22;1 \
PB
d=2C1
2;1

d�: (78)

Conclusion. Let us put

L ,
X
j<0

2j.d=2�1/
p

Lj C
X
j�0

2j.d=2C1/
p

Lj and H , kZk PBd=2C12;1

: (79)

Since Lj ' kZj k
2
L2

, we have the following equivalence:

L ' kZk zBd=2�1;d=2C12;1

: (80)

Note that this implies that

kZk PBs2;1
. L for all

d

2
� 1 � s �

d

2
C 1: (81)

Hence, we deduce from (71) and (78) that

L.t/C c

Z t

0

H .�/ d� � L.0/C C

Z t

0

H .�/L.�/ d�: (82)

We claim that there exists ˛ > 0 such that if L.0/ < ˛ then, for all t 2 Œ0; T �, we have

L.t/C
c

2

Z t

0

H .�/ d� � L.0/: (83)
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Indeed, let us choose ˛ 2 .0; c=.2C // so that L � ˛ implies that (62) is satisfied, and set

T0 , sup
®
T1 2 Œ0; T �; sup

t2Œ0;T1�

L.t/ � ˛
¯
:

The above set is nonempty (as 0 is in it) and contains its supremum since L is continuous
(remember that we assumed that Z is smooth). Hence, we have

L.T0/C c

Z T0

0

H .�/ d� � L.0/C C

Z T0

0

H .�/L.�/ d� � L.0/C
c

2

Z T0

0

H .�/ d�:

Using the smallness hypothesis on L.0/, one may conclude that L < ˛ on Œ0; T0�. As L

is continuous, we must have T0 D T and (83) thus holds on Œ0; T �.
Clearly, time t D 0 does not play any particular role, and one can apply the same

argument on any sub-interval of Œ0; T �, which leads to

L.t/C
c

2

Z t

t0

H .�/ d� � L.t0/; 0 � t0 � t � T: (84)

Hence, provided that kZ0k zBd=2�1;d=2C12;1

, is small enough, L is a Lyapunov functional that
is, in light of (80), equivalent to kZk zBd=2�1;d=2C12;1

.

2.3. The damped mode

Define W by the relation
@tZ2 C L2W D 0:

Since L2 is invertible, the second line of (57) yields

W D Z2 C L
�1
2

dX
kD1

�
Ak21.Z/@kZ1 C A

k
22.Z/@kZ2

�
: (85)

This gives the following equation for W :

@tW C L2W D L
�1
2

� dX
kD1

@t
�
Ak21.Z/@kZ1

�
C @t

�
Ak22.Z/

�
@kZ2 � A

k
22.Z/L2@kW

�
:

(86)
Applying P�j to (86) and denoting Wj , P�jW leads to

@tWj C L2Wj D L
�1
2

� dX
kD1

P�j @t
�
.Ak21.Z/ �

xAk21/@kZ1
�
C xAk21@t@kZ1;j

C P�j
�
@t .A

k
22.Z//@kZ2

�
C P�j

�
. xAk22 � A

k
22.Z//W

�
� xAk22L2@kWj

�
:
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Taking theL2 scalar product withWj , then using (51) and Lemma A.1, we get two positive
constants c and C such that for all j 2 Z and t 2 Œ0; T �, we have

kWj .t/kL2 C c

Z t

0

kWj kL2 � kWj .0/kL2

C C

Z t

0

dX
kD1

�
k P�j @t ..A

k
21.Z/ �

xAk21/@kZ1/kL2 C k
xAk21@t@kZ1;j kL2

C k P�j .@t .A
k
22.Z/ @kZ2/kL2 C k

P�j .. xA
k
22 � A

k
22.Z//W /kL2

C kL�12
xAk22L2@kWj kL2

�
d�: (87)

Bernstein inequality (150) guarantees that

kL�12
xAk22L2@kWj kL2 � C2

j
kWj kL2 :

Hence, there exists j0 2 Z such that for all j � j0, the last term may be absorbed by the
time integral of the left-hand side.

Next, using (57) to compute the time derivatives, we discover that the terms corre-
sponding to

@t
�
.Ak21.Z/ �

xAk21/@kZ1
�

or @t
�
Ak22.Z/

�
@kZ2

are of the typeK.Z/Z˝r2Z,K.Z/Z˝rZ andK.Z/rZ˝rZ for suitable smooth
functions K. Hence, using (69), (70) and remembering (62) yields

k@t ..A
k
21.Z/ �

xAk21/@kZ1k PBd=2�12;1

C k@t .A
k
22.Z// @kZ2k PBd=2�12;1

� C
�
kZk PBd=22;1

krZk PBd=22;1

C kZk2
PB
d=2
2;1

�
:

To handle k P�j .. xAk22 � A
k
22.Z//W /kL2 , we split W into low and high frequencies. For

the low frequency part, we just write that by composition (70) and product law (69),

k P�j .. xA
k
22 � A

k
22.Z//W

`/kL2 � Ccj 2
�j. d2�1/kZk PBd=22;1

kW k`
PB
d=2�1
2;1

:

For the high frequency part, we further decompose W as follows (in light of (85)):

W D Z2 C L
�1
2

dX
kD1

�
xAk21@kZ1 C

xAk22@kZ2
�

C L�12

dX
kD1

�
.Ak21.Z/ �

xAk21/@kZ1 C .A
k
22.Z/ �

xAk22/@kZ2
�
; (88)

which allows to get

kW kh
PB
d=2
2;1

� kZ2k
h
PB
d=2
2;1

C CkrZkh
PB
d=2
2;1

C CkZk PBd=22;1

krZk PBd=22;1

; (89)
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whence, using (74),

k. xAk22 � A
k
22.Z//W

h
k PB

d=2
2;1

. kZk PBd=22;1

kW h
k PB

d=2
2;1

. kZk PBd=22;1

�
kZ2k

h
PB
d=2
2;1

C krZkh
PB
d=2
2;1

C kZk PBd=22;1

krZk PBd=22;1

�
;

and thus

k P�j .. xA
k
22 � A

k
22.Z//W

h/kL2 . cj 2
�j d=2

kZk PBd=22;1

�
1C kZk PBd=22;1

�
krZk PBd=22;1

with X
j2Z

cj D 1:

Plugging this information in (87), multiplying by 2j.d=2�1/, summing up on j � j0 and
remembering that kZk PBd=22;1

is small, we conclude that6

kW.t/k`
PB
d=2�1
2;1

C
c

2

Z t

0

kW k`
PB
d=2�1
2;1

d� � kW0k
`
PB
d=2�1
2;1

C C

Z t

0

�
kZk PBd=22;1

krZk PBd=22;1

C kZk2
PB
d=2
2;1

�
d� C C

Z t

0

kZk`
PB
d=2C1
2;1

d�:

Since
kZk PBd=22;1

. kZk`
PB
d=2�1
2;1

C kZkh
PB
d=2C1
2;1

and
kZk2

PB
d=2
2;1

. kZk PBd=2�12;1

kZk PBd=2C12;1

;

taking advantage of (83) eventually yields

kW.t/k`
PB
d=2�1
2;1

C c

Z t

0

kW k`
PB
d=2�1
2;1

d� � CL.0/ for all t 2 Œ0; T �: (90)

Owing to (89) and (83), the high frequencies of W also satisfy

kW.t/kh
PB
d=2�1
2;1

C c

Z t

0

kW kh
PB
d=2�1
2;1

d� � CL.0/ for all t 2 Œ0; T �; (91)

which, as @tZ2 D �L2W , completes the proof of (55).

6Handling the intermediate frequencies corresponding to j0 � j < 0 may be done from (71) since,
then, 2j.d=2C1/ ' 2j.d=2�1/ and kWj kL2 . kZj kL2 .
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2.4. Proving Theorem 2.1

Having the a priori estimates (83), (90) and (91) at hand, constructing a global solution
obeying Inequality (55) for any data Z0 satisfying (54) follows from rather standard argu-
ments. First, in order to benefit from the classical theory on first order hyperbolic systems,
we remove the low frequency part of Z0 so as to have an initial data in the nonhomoge-
neous Besov space7 B

d=2C1
2;1 . More precisely, we set for all n 2 N,

Zn0 , .Id� PSn/Z0 with PSn , �.2�nD/: (92)

In light of e.g. [2, Chapter 4], we get a unique maximal solution Zn in

C
�
Œ0; T n/IB

d=2C1
2;1

�
\ C1

�
Œ0; T n/IB

d=2
2;1

�
:

Since Bd=22;1 is embedded in PBd=22;1 , it is easy to prove from (57) and the composition and
product laws (69) and (70) that @tZ1 and .@tZ2 �L2Z2/ are in L1loc.0; T

nI PB
d=2�1
2;1 /, and

asZn0 belongs to PBd=2�12;1 , we deduce thatZn is actually in C.Œ0;T n/I PB
d=2C1
2;1 \ PB

d=2�1
2;1 /,

hence obeys (83) for all t 2 Œ0; T n/. In particular, the embedding PBd=22;1 ,! L1 guarantees
that Z T n

0

krZnkL1 dt <1;

and thus the standard continuation criterion for first order hyperbolic symmetric systems
(again, refer to e.g. [2, Chapter 4]) ensures that T n D 1. In other words, for all n 2 N,
the functionZn is a global solution of (57) that satisfies (83), (90) and (91) for all t 2RC.
Note that, owing to the definition (92), we have

kZn0k zBd=2;d=2C12;1

� kZ0k zBd=2;d=2C12;1

; n 2 N:

Hence, the sequence .Zn/n2N of global smooth solutions is bounded in the space E of
Theorem 2.1.

Proving the convergence of .Zn/n2N relies on the following proposition that can be
easily proved by writing out the system satisfied by the difference of two solutions Z
and Z0 of (57) in the following way:

@t .Z �Z
0/C

dX
kD1

Ak.Z/ � @k.Z �Z
0/C B.Z �Z0/ D

dX
kD1

.Ak.Z0/ � Ak.Z// � @kZ
0;

applying the Littlewood–Paley truncation operator P�j then arguing as for getting (73) and
using product laws (see the details in [11, Prop. 2]):

7Recall that for any real number s, the nonhomogeneous Besov space Bs2;1 is the set of tempered
distributions z such that kzkBs2;1 , k PS0zkL2 C

P
j�0 2

jsk P�j zkL2 is finite.
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Proposition 2.1. Consider two solutions Z and Z0 of (57) in the space E corresponding
to small enough initial data Z0 and Z00 in zBd=2�1;d=2C12;1 . Then we have for all t � 0,

k.Z �Z0/.t/k PBd=22;1

� kZ0 �Z
0
0k PB

d=2
2;1

C C

Z t

0

�
kZk zBd=2;d=2C12;1

C kZ0k zBd=2;d=2C12;1

�
kZ �Z0k PBd=22;1

d�:

Applying this proposition to Zn and Zm for any .n; m/ 2 N2, then using Gron-
wall lemma and the definition of the initial data in (92), we gather that .Zn/n2N is a
Cauchy sequence in the space Cb.RCI PB

d=2
2;1 /, hence converges to some function Z in

Cb.RCI PB
d=2
2;1 /. As the regularity is high, passing to the limit in the system is not an issue,

and one can easily conclude that Z satisfies (57) supplemented with data Z0.
That Z belongs to the smaller space E stems from standard functional analysis. Typ-

ically, one uses that all the Besov spaces under consideration satisfy the Fatou property,
that is, for instance

kZk zBd=2�1;d=2C12;1

� C lim inf kZnk zBd=2�1;d=2C12;1

:

The only properties that are missing are the time continuity with range in PBd=2C12;1 and the
fact that the limit is an integrable function with range in PBd=2C12;1 (and not just a bounded
measure with respect to the time variable). However, the time continuity is known to
be true for general quasilinear symmetric systems (see [2, Chapter 4]) while the time
integrability may be handled like for the compressible Navier–Stokes equation (see [2,
Chapter 10]) or even directly on each finite interval from the L1-in time properties of the
constructed solution.

Finally, the uniqueness follows from Proposition 2.1.

3. Decay estimates and asymptotic behavior

The global-in-time properties of integrability for the solution Z that have been proved so
far ensure that Z.t/ tends to 0 in the tempered distributional meaning when t goes to1.
In the present section, we aim at specifying the decay rate for some Besov norms of Z,
whenever the initial data satisfy a (mild) additional condition. In the pioneering works
by the Japanese school in the ’70s and early ’80s (see e.g. [28, 33]), this condition was
expressed in terms of Lebesgue spaces Lp for some p 2 Œ1; 2/. However, it is by now well
understood that it suffices to prescribe that the data belong to some homogeneous Besov
spaces with a negative regularity index.

In order to understand how these spaces come into play, looking first at the linearized
at the linearized system (12) with no source term is very informative. Let Z be the corre-
sponding solution. Using (30) and Fourier–Plancherel theorem yields for all t � 0:

kZj .t/kL2 � CkZj .0/kL2e
�cmin.1;22j /t ; j 2 Z: (93)
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This means that the high frequencies of Z decay to 0 exponentially fast, and that the low
frequencies behave as those of the heat flow. More precisely, for all ˛ � 0, we have

.22j t /˛=2kZj .t/kL2 � C.2
2j t /˛=2e�c2

2j t
kZj .0/kL2 ; t � 0; j < 0:

Hence, since the function x˛=2e�x is bounded on RC, we eventually get for all s 2 R,

t˛=2kZ.t/k`
PBsC˛2;1

� C˛kZ0k
`
PBs2;1
; t � 0: (94)

We note that, as for the free heat equation, in order to obtain some decay for the low
frequencies, a shift a regularity is needed. This is the reason why it is natural to assume
that the data have negative regularity to eventually get some decay rate for the norms we
considered before for the global solutions to (50). In fact, to compare our results with the
classical ones in the literature, one can introduce another family of homogeneous Besov
spaces, namely the sets PBs2;1 of tempered distributions z on Rd satisfying

kzk PBs2;1
, sup
j2Z

2jsk P�j zkL2 <1 and lim
j!�1

k�.2�jD/zkL1 D 0: (95)

Owing to the critical embedding

kzk
PB
d=2� dp
2;1 .Rd /

. kzkLp.Rd /; 1 � p � 2;

making assumptions in spaces PBs2;1 with a negative s is weaker than in the pioneering
works on decay estimates [28] where the initial data were assumed to be in L1 (this cor-
responds to the endpoint value s D �d=2) or (see [33]) in Lp for some p 2 Œ1; 2/ (take
s D d=2 � d=p).

This motivates the following statement that we shall prove in the rest of the section:

Theorem 3.1. Let the assumptions of Theorem 2.1 be in force, and assume in addition
that Z0 2 PB

��1
2;1 for some �1 in .1 � d=2; d=2�. Let

˛1 , .�1 C d=2 � 1/=2; c0 ,
�
kZ0k PB��12;1

C kZ0k zBd=2�1;d=2C12;1

��1=˛1
:

Then, the global solution Z constructed in Theorem 2.1 also belongs to L1.RCI PB
��1
2;1/,

and there exists a constant C0 that may be computed in terms of c0 such that

.1C c0t /
˛1kZ.t/k`

PB
d=2�1
2;1

C .1C c0t /
2˛1
�
kZ.t/kh

PB
d=2C1
2;1

C k@tZ2.t/k
`
PB
d=2�1
2;1

�
� C0kZ0k zBd=2�1;d=2C12;1

:

Remark 3.1. Under the (stronger) structure assumptions of Theorem 2.2, one can prove a
similar result assuming only that �1 is in .�d=2;d=2�. The inequality we eventually get is

.1C c0t /
˛1kZ.t/k`

PB
d=2
2;1

C .1C c0t /
2˛1kZ.t/kh

PB
d=2C1
2;1

C .1C c0t /
2˛1k@tZ2.t/k

`
PB
d=2
2;1

� C0kZ0k zBd=2;d=2C12;1
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with

˛1 , .�1 C d=2/=2 and c0 ,
�
kZ0k PB��12;1

C kZ0k zBd=2;d=2C12;1

��1=˛1
:

Remark 3.2. Even though the negative Besov space assumption is weaker than in e.g. [33],
the obtained decay rates are the same ones. Note also that kZ0k PB��12;1

can be arbitrarily
large: only kZ0k zBd=2�1;d=2C12;1

has to be small.
The linear decay rate for low frequencies turns out to be the correct one for the solution

of the nonlinear system (50), and better (algebraic) decay rates hold true for the high
frequencies and for the damped mode. At the same time, although the high frequencies
of the solution of the linearized system (12) have exponential decay, it is not the case for
the nonlinear system (50) owing to the coupling between the low and high frequencies
through the nonlinear terms. We do not claim optimality of the above decay rates for the
high frequencies but, for sure, it is very unlikely that they are exponential even for very
particular initial data.

Let us briefly explain the general strategy of the proof. The starting point is to show
that the additional negative regularity is propagated for all time (with a time-independent
control). Then, we shall combine it with Inequality (84) and an interpolation argument so
as to exhibit a decay inequality for kZ.t/k PBd=2�12;1

. The rate that we shall get in this way
turns out to be precisely the one that was expected from our linear analysis in (94). Then,
interpolating with the estimate in the negative space will enable us to capture optimal
decay rates for intermediate norms kZ.t/k PBs2;1 .

To the best of our knowledge the idea of combining a Lyapunov inequality with dissi-
pation and interpolation to get (optimal) decay rates originates from the work by J. Nash
on parabolic equations in [29]8. Implementing it on partially dissipative or parabolic sys-
tems in a functional framework close to ours is rather recent. The overall strategy is well
explained in a work by Y. Guo and Y. Wang [19] devoted to the Boltzmann equation and
the compressible Navier–Stokes equations in the Sobolev spaces setting, and Z. Xin and
J. Xu in [37] used an analogous approach to prove decay estimates for the compress-
ible Navier–Stokes equations in the critical regularity framework. The idea of prescribing
additional integrability in terms of negative Besov norms instead of Lebesgue ones seems
to originate from a paper by J. Xu and S. Kawashima [40].

Finally, let us emphasize that it is possible to do without a Lyapunov functional (like
in e.g. [17]) but, somehow, the proof is more technical and less ‘elegant’.

8Special thanks to L.-M. Rodrigues for pointing out this reference to us.
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3.1. Propagation of negative regularity

In order to prove that the regularity in PB��12;1 is propagated for all time, let us start from the
equation of Zj written in the following way:

@tZj C

dX
kD1

Ak.Z/@kZj C BZj D

dX
kD1

ŒAk.Z/; P�j �@kZ:

Taking the L2 scalar product with Zj and using (51) yields

1

2

d

dt
kZj k

2
L2
C ckZ2;j k

2
L2
�

dX
kD1

kŒAk ; P�j �ZkL2kZj kL2 : (96)

One can show (combine the commutator inequalities of [2, Chapter 2] with (70)) that

sup
j2Z

2�j�1kŒAk.Z/; P�j �@kZkL2 � CkrZk PBd=22;1

kZk PB��12;1
if �

d

2
� ��1 <

d

2
C 1:

Hence, dropping the nonnegative term in the left-hand side of (96), using Lemma A.1 and
taking the supremum on j yields (as kZkL1 is small):

kZ.t/k PB��12;1
� kZ0k PB��12;1

C C

Z t

0

krZk PBd=22;1

kZk PB��12;1
d�; t � 0;

which, after applying Gronwall lemma, leads to

kZ.t/k PB��12;1
� kZ0k PB��12;1

exp
�
C

Z t

0

krZk PBd=22;1

d�

�
:

Whenever Z0 satisfies (54), the global solution of Theorem 2.1 has (small) gradient in
L1.RCI PB

d=2
2;1 /. Hence, the above inequality guarantees that Z is uniformly bounded

in PB��12;1: there exists a constant C depending only on �1 and such that

sup
t�0

kZ.t/k PB��12;1
� CkZ0k PB��12;1

: (97)

3.2. Decay estimates for the whole solution

The starting point is Inequality (84) that is valid for all 0 � t0 � t , and the fact that

L '
X
j2Z

2j.d=2�1/Cmax.1;22j /
kZj kL2 and H D kZk PBd=2C12;1

:

Being monotonous, the function L is almost everywhere differentiable on RC and inequal-
ity (84) thus implies that

d

dt
LC cH � 0 a.e. on RC: (98)
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Now, if ��1 < d=2 � 1, then one may use the following interpolation inequality:

kZk`
PB
d=2�1
2;1

.
�
kZk`

PB
d=2C1
2;1

�1��0�
kZk`

PB
��1
2;1

��0 with .1� �0/
�
1C

d

2

�
� �1�0 D

d

2
� 1

which implies, taking advantage of (97), that

kZ.t/k`
PB
d=2C1
2;1

&
�
kZ.t/k`

PB
d=2�1
2;1

�1=.1��0/
kZ0k

��0=.1��0/

PB
��1
2;1

: (99)

To handle the high frequencies of Z, we just write that, owing to (55), we have

kZ.t/kh
PB
d=2C1
2;1

&
�
kZ.t/kh

PB
d=2C1
2;1

�1=.1��0/
kZ0k

��0=.1��0/

zB
d=2�1;d=2C1
2;1

: (100)

Putting (99) and (100) together and remembering that

L ' kZk`
PB
d=2�1
2;1

C kZkh
PB
d=2C1
2;1

; (101)

one may thus write that for a small enough c > 0, we have

H & c0L
1=.1��0/ with c0 , c

�
kZ0k PB��12;1

C kZ0k zBd=2�1;d=2C12;1

���0=.1��0/
:

Reverting to (98), one eventually obtains the following differential inequality:

d

dt
LC c0L

1=.1��0/ � 0;

which readily leads to
L.t/ � .1C c0t /

1�1=�0L.0/: (102)

Now, replacing �0 with its value, and using (101), one can conclude that

kZ.t/k zBd=2�1;d=2C12;1

. .1C c0t /
�˛1kZ0k zBd=2�1;d=2C12;1

with ˛1 ,
1

2

�
�1 C

d

2
� 1

�
:

(103)
As regards the low frequencies of the solution, this decay is consistent with (94) in the
case s D ��1 and ˛ D �1 C d=2 � 1.

3.3. High frequency decay

From (76) and (77), we gather

1

2

d

dt
Lj C cLj . 2�j kFj kL2kZj kL2 C cj 2�j.d=2C1/kZk2PBd=2C12;1

p
Lj with

X
j�0

cj D 1:

Hence, bounding Fj according to (75) yields

1

2

d

dt
Lj C cLj . cj 2

�j.d=2C1/
kZk PBd=2C12;1

�
kZk PBd=22;1

C kZk PBd=2C12;1

�p
Lj
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with X
j�0

cj D 1;

whence

1

2

d

dt
.ect

p
Lj /

2 . cj 2
�j.d=2C1/

kZk PBd=2C12;1

kZk zBd=2;d=2C12;1

.ect
p

Lj /:

By time integration (viz. we use Lemma A.1), we deduce thatq
Lj .t/ � e

�ct
q

Lj .0/

C C2�j.d=2C1/
Z t

0

e�c.t��/cj .�/kZ.�/k PBd=2C12;1

kZ.�/k zBd=2;d=2C12;1

d�:

Hence, multiplying both sides by 2j.d=2C1/, then summing up on j � 0 and using the
equivalence of the high frequency part of (79) with the norm in PBd=2C12;1 , we end up with

kZ.t/kh
PB
d=2C1
2;1

. e�ctkZ0k
h
PB
d=2C1
2;1

C

Z t

0

e�c.t��/kZ.�/k PBd=2C12;1

kZ.�/k zBd=2;d=2C12;1

d�:

Consequently, for all t � 0,

.1C c0t /
2˛1kZ.t/kh

PB
d=2C1
2;1

. .1C c0t /
2˛1e�ctkZ0k

h
PB
d=2C1
2;1

C

Z t

0

�
1C c0t

1C c0�

�2˛1
e�c.t��/

�
.1C c0�/

˛1kZ.�/k zBd=2;d=2C12;1

�2
d�:

Inequality (102) ensures that

sup
��0

.1C c0�/
˛1kZ.�/k zBd=2;d=2C12;1

� CkZ0k zBd=2�1;d=2C12;1

:

Clearly, one can find a constant C0 depending only on ˛1 and c0 such thatZ t

0

�
1C c0t

1C c0�

�2˛1
e�c.t��/ d� � C0; t � 0:

Hence, in the end, we get

sup
t�0

.1C c0t /
2˛1kZ.t/kh

PB
d=2C1
2;1

� C0kZ0k zBd=2�1;d=2C12;1

: (104)

3.4. The decay of the damped mode

According to (86) and to (57), the damped mode W , �L�12 @tZ2 satisfies a relation of
the form

@tW C L2W ' Z � r
2Z CrZ � rZ C .1CZ/rW
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and, according to (85), we have

W ' Z2 CrZ CZrZ:

Therefore, applying P�j to the above equation, taking the L2 scalar product with Wj ,
P�jW and using the Bernstein inequality in order to bound the last term, we get for all
j 2 Z,

1

2

d

dt
kWj k

2
L2
C ckWj k

2
L2
� C

�
k P�j ..1CZ/Z � r

2Z/kL2

C k P�j ..1CZ/rZ � rZ/kL2 C k P�j .rZ2 �Z/kL2
�
kWj kL2 C C2

j
kWj k

2
L2
:

Let us choose j0 2 Z such that C2j0 � c=2 (so that the last term may be absorbed by
the left-hand side). Then, using Lemma A.1, multiplying both sides by 2j.d=2�1/, then
summing up on j � j0, we end up with9

kW.t/k`
PB
d=2�1
2;1

� e�ctkW0k
`
PB
d=2�1
2;1

C C

Z t

0

e�c.t��/
�
k.1CZ/Z ˝r2Zk`

PB
d=2�1
2;1

C k.1CZ/rZ ˝rZk`
PB
d=2�1
2;1

C kZ ˝rZ2k
`
PB
d=2�1
2;1

�
d�: (105)

Since d � 2, the product laws (69) and (74) guarantee that

k.1CZ/Z ˝r2Zk PBd=2�12;1

C k.1CZ/rZ ˝rZk PBd=2�12;1

.
�
1C kZk PBd=22;1

�
kZk PBd=22;1

kZk PBd=2C12;1

;

which, combined with (103) and the fact that kZk PBd=22;1

is small implies that

k.1CZ/Z ˝r2Zk PBd=2�12;1

C k.1CZ/rZ ˝rZk PBd=2�12;1

. .1C c0t /
�2˛1L2.0/:

Similarly, we have

kZ ˝rZ2k PBd=2�12;1

. kZk2
PB
d=2
2;1

. kZk2
zB
d=2�1;d=2C1
2;1

. .1C c0t /
�2˛1L2.0/:

Hence, using (105) and arguing as in the previous paragraph, we end up with

sup
t�0

.1C c0t /
2˛1kW.t/k`

PB
d=2�1
2;1

� C0kZ0k zBd=2�1;d=2C12;1

: (106)

In other words, the decay rate for the low frequencies of the damped mode in norm PBd=2�12;1

is the same as that of the high frequencies of the whole solution.
Summing up the results of the previous paragraphs completes the proof of Theo-

rem 3.1.

9Rigorously speaking the low frequencies that are here considered are lower than with our previous
definition since it may happen that j0 � 0. However, one may check that the high frequency decay estimate
in (104) still holds if we put the threshold at some j0 � 0: the argument we used works if summing up on
j � j0 provided we change the ‘constants’ accordingly.
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4. On the strong relaxation limit

This section is devoted to the study of a singular limit problem for the following class of
partially dissipative hyperbolic systems:

@tZ
"
C

dX
kD1

Ak.Z"/@kZ
"
C
BZ"

"
D 0; (107)

where, denoting xAk
`m

, Ak
`m
.0/ and zAk

`m
.Z/ , Ak

`m
.Z/ � xAk

`m
, we assume that for all

k 2 ¹1; : : : ; dº:

(1) xAk11 D 0, and zAk11 is linear with respect to Z2 and independent of Z1,

(2) zAk12 and zAk21 are linear with respect to Z1 and independent of Z2,

(3) zAk22 is linear with respect to Z,

(4) condition (SK) is satisfied by the pair .A.�/;B/withA.�/ defined in (13), at every
point � 2 Rd n ¹0º.

The linearity assumption is here just for simplicity as well as the fact that there is no
0-order nonlinear term. At the same time, assuming that Ak12 and Ak21 (resp. Ak11) only
depend on Z1 (resp. Z2) is very helpful, if not essential. All these conditions turn out
to be satisfied by the compressible Euler equations written in terms of the sound speed
(see (5)).

We want to study the so-called ‘strong relaxation limit’, that is whether the global
solutions of (107) constructed before tend to satisfy some limit system when " goes to 0.

A hasty analysis suggests that the part of the solution that experiences direct dissipa-
tion, namely Z"2 with the notation of the previous sections, tends to 0 with a characteristic
time of order " and that, consequently, Z"1 tends to be time independent (since, for all
k 2 ¹1; : : : ; dº, we have xAk11 D 0 and Ak11 is independent of Z1). To some extent this will
prove to be true but, even for the simple case of the linearized one-dimensional compress-
ible Euler equations, the situation is more complex than expected. Indeed, consider´

@taC @xu D 0;

@tuC @xaC "
�1u D 0:

(108)

In the Fourier space, this system translates into

d

dt

�
ya

yu

�
C

�
0 i�

i� "�1

��
ya

yu

�
D

�
0

0

�
:

• In low frequencies j�j < .2"/�1, the matrix A.�/ of this system has the following two
real eigenvalues:

�˙.�/ D
1

2"

�
1˙

p
1 � .2"�/2

�
:
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For � going to 0, we observe that

�C.�/ � "�1 and ��.�/ � "�2:

This means that one of the modes of the system is indeed damped with coefficient "�1

but that the overall behavior of solutions of the system is like for the heat equation
with vanishing diffusion.

• In high frequencies j�j > .2"/�1, the matrix A.�/ has the following two complex
conjugated eigenvalues:

�˙.�/ D
1

2"

�
1˙ i

p
.2"�/2 � 1

�
:

Clearly, Re�˙.�/ D .2"/�1 and Im�˙.�/ � i� for � ! 1. Hence, there is indeed
dissipation with characteristic time " for the high frequencies of the solution.

The ‘low frequency regime’ is expected to dominate when " ! 0, as it corresponds to
j�j . "�1. Consequently, the overall behavior of system (108) might be similar to that of
the heat flow with diffusion ", that is to the inviscid limit10. However, we have to keep
in mind that the low frequencies of the ‘damped mode’ (that here corresponds to the
combination uC "@xa) should undergo a much stronger dissipation.

Based on this simple example, it looks that in order to investigate the high relaxation
limit, it is suitable to use a functional framework that not only reflects the different behav-
ior of the low and high frequencies (with threshold being located around "�1) but also
emphasizes the better properties of the damped mode.

4.1. A ‘cheap’ result of convergence

Let us revert to the general class of systems (107) supplemented with initial data Z"0. The
structure assumptions that we made at the beginning of the section enable us to apply The-
orem 2.2. In this subsection, we shall take advantage of elementary scaling considerations
so as to establish that both Z"1 � Z

"
1;0 and Z"2 converge strongly to 0 for suitable norms.

The reader may refer to the next subsection for a more accurate result.
The starting observation is that if one makes the following change of time and space

scale:
zZ.t; x/ , Z"."t; "x/; (109)

then Z" satisfies (107) if and only if zZ satisfies (57).
Now, it turns out (see [2, Chapter 2]) that homogeneous Besov norms rescale as fol-

lows:
kz."�/k PBs2;1

' "s�d=2kzk PBs2;1
: (110)

10This phenomenon that is well known in physics is sometimes called overdamping.
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Furthermore, by adapting the proof therein, one can prove that

kz."�/k`
PBs2;1
' "s�d=2kzk

`;"�1

PBs2;1
and kz."�/kh

PBs2;1
' "s�d=2kzk

h;"�1

PBs2;1
; (111)

where we have used the notation

kzk
`;˛
PBs2;1

,
X

j2Z; 2j<˛

2jsk P�j zkL2 and kzk
h;˛
PBs2;1

,
X

j2Z; 2j�˛

2jsk P�j zkL2 : (112)

Putting together (110), (111), the change of unknowns (109) and Theorem 2.2 readily
gives the following global existence result that is valid for all " > 0.

Theorem 4.1. There exists a positive constant ˛ such that for all " > 0 and data Z"0
satisfying

Z"0 , kZ"0k
`;"�1

PB
d=2
2;1

C "kZ"0k
h;"�1

PB
d=2C1
2;1

� ˛; (113)

system (107) supplemented with initial data Z"0 admits a unique global-in-time solu-
tion Z" satisfying the inequality

Z".t/ � CZ"0 (114)

with

Z".t/ , kZ"k`;"
�1

L1t .
PB
d=2
2;1 /
C "kZ"k

h;"�1

L1t .
PB
d=2C1
2;1 /

C "kZ"1k
`;"�1

L1t .
PB
d=2C2
2;1 /

C kZ"2k
`;"�1

L1t .
PB
d=2C1
2;1 /

C "�1=2kZ"2k
`;"�1

L2t .
PB
d=2
2;1 /
C kZ"kh

L1t .
PB
d=2C1
2;1 /

C k@tZ
"
2k
`

L1t .
PB
d=2
2;1 /

:

The above theorem implies that Z"1 ! Z"1.0/ and that Z"2 ! 0 when "! 0. Indeed,
from the definition (112), it is obvious that for all � > 0, ˇ � 0 and s 2 R, we have

kzk
`;�

PB
sCˇ
2;1

. �ˇkzk
`;�

PBs2;1
and kzk

h;�

PB
s�ˇ
2;1

. ��ˇkzk
h;�

PBs2;1
: (115)

Hence, using (114) and Hölder inequality yields

kZ"k
h;"�1

L2.RCI PB
d=2
2;1 /
� C"1=2Z"0: (116)

Thanks to (113) and, again, to (114), this allows to get

kZ"2kL2.RCI PB
d=2
2;1 /
� C˛"1=2: (117)

In order to justify that Z"1 ! Z"1.0/, one may bound @tZ"1 through (107) remembering
that the blocks Ak11 are linear with respect to Z"2. From the product law (69), and from
(114) and (117), we get

k@tZ
"
1kL2.RCI PB

d=2�1
2;1 /

. kZ"2kL2.RCI PBd=22;1 /
kZ"k

L1.RCI PB
d=2
2;1 /
� C˛2"1=2;

and thus
kZ"1.t/ �Z

"
1;0k PB

d=2�1
2;1

� C˛2."t/1=2 for all t � 0: (118)

In conclusion,Z"2 tends to 0 inL2.RCI PB
d=2
2;1 /with rate of convergence "1=2, andZ"1�Z

"
1;0

converges to 0 in L1.Œ0; T �I PBd=2�12;1 / with rate ."T /1=2 for all T > 0.
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4.2. Connections with porous media-like equations

In order to exhibit richer dynamics in the asymptotics "! 0, one may perform the fol-
lowing ‘diffusive’ rescaling:

. zZ"1;
zZ"2/.�; x/ D .Z

"
1; "
�1Z"2/."

�1�; x/: (119)

Dropping the exponents " for better readability, we get the following system for . zZ1; zZ2/:8̂̂<̂
:̂
@� zZ1 C

Pd
kD1
zAk11.
zZ2/@k zZ1 C

Pd
kD1

�
xAk12 C

zAk12.
zZ1/

�
@k zZ2 D 0;

"2@� zZ2 C "
Pd
kD1

�
xAk22 C

zAk22.
zZ1; " zZ2/

�
@k zZ2

C
Pd
kD1

�
xAk21 C

zAk21.
zZ1/

�
@k zZ1 C L2 zZ2 D 0:

(120)

From the second line, one can expect that

zW , zZ2 C L�12
� dX
kD1

�
xAk21 C

zAk21.
zZ1/

�
@k zZ1

�
! 0: (121)

In order to find out what could be the limit system for zZ1, let us systematically express zZ2
in terms of zW and zZ1 by means of (121) in the first line of (120). We get

@� zZ1 C
X
k

�
xAk12 C

zAk12.
zZ1/

�
@k zW C zA

k
11.
zW /@k zZ1

C

X
k;`

�
xAk12C

zAk12.
zZ1/

�
L�12 @k

��
xA `21 C

zA`21.
zZ1/

�
@` zZ1

�
C

X
k;`

zAk11
�
L�12

�
xA `21 C

zA`21.
zZ1/

�
@` zZ1

�
@k zZ1 D 0:

Introducing the following second order operator:

A ,
X
k;`

xAk12L
�1
2
xA `2;1@k@`; (122)

the above equation may be rewritten:

@� zZ1 CA zZ1 CQ1. zZ1;r
2 zZ1/CQ2.r zZ1;r zZ1/

C T1. zZ1;r zZ1;r zZ1/C T2. zZ1; zZ1;r
2 zZ1/ D S; (123)

where Q1, Q2 (resp. T1, T2) are bilinear (resp. trilinear) expressions that may be com-
puted in terms of the coefficients of the matrices zAk11, zAk12 and of L�12 , and

S , �
dX
kD1

�
xAk12 C

zAk12.
zZ1/

�
@k zW �

dX
kD1

zAk11.
zW /@k zZ1: (124)
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Consequently, if (121) is true, then we expect zZ1 to tend to zN with zN satisfying

@� zN CA zN CQ1. zN;r
2 zN/CQ2.r zN;r zN/

C T1. zN;r zN;r zN/C T2. zN; zN;r
2 zN/ D 0: (125)

Since we assumed both Condition (SK) and that xAk11D 0 for all k 2 ¹1; : : : ;dº, Lemma A.3
in the appendix ensures that (125) is a quasilinear (scalar) parabolic equation.

Before justifying the above heuristics in the general case, let us consider the compress-
ible Euler equations with high relaxation, that is´

@t%
" C div.%"v"/ D 0 in RC �Rd ;

@t .%
"v"/C div.%"v" ˝ v"/Cr.P.%"//C "�1%"v" D 0 in RC �Rd :

(126)

Under the isentropic assumption

P.z/ D Az with  > 1 and A > 0; (127)

the above system enters in the class (107) if reformulated in terms of .c"; v"/, where

c" ,
.A/1=2

z
.%"/z and z ,

 � 1

2
: (128)

Indeed, .c"; v"/ satisfies´
@tc

" C v" � rc" C zc"divv" D 0;

@tv
" C v" � rv" C zc"rc" C "�1v" D 0:

(129)

So, if we set xc , .A/1=2

z
.x%/z , then conditions (1) to (4) below (107) are satisfied with

Z"1 D c
" � xc and Z"2 D v

".
Now, performing the diffusive rescaling:

.z%"; zv"/.�; x/ , .%"; "�1v"/."�1�; x/; (130)

system (126) becomes´
@� z%

" C div.z%"zv"/ D 0 in RC �Rd ;

"2@� .z%
"zv"/C "div.z%"zv" ˝ zv"/Cr.P.z%"//C z%"zv" D 0 in RC �Rd ;

(131)

and it is thus expected that

r.P.z%"//C z%"zv" ! 0 when "! 0:

Plugging this relation in the mass conservation equation, we conclude that z%" formally
converges to some solution zN of the porous media equation:

@� zN ��.P. zN// D 0: (132)
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The general result we shall prove for system (107) reads as follows for the particular case
of the isentropic Euler equations11:

Theorem 4.2. For any d � 1, consider the Euler equations (126) in Rd with pressure
law (127) and initial data .%"0; v

"
0/ such that

.%" � x%/ 2 PB
d=2
2;1 \

PB
d=2C1
2;1 and v"0 2

PB
d=2
2;1 \

PB
d=2C1
2;1 :

There exists ˛ > 0 independent of " such that if

k.%"0 � x%; v
"
0/k

`;"�1

PB
d=2
2;1

C "k.%"0 � x%; v
"
0/k

h;"�1

PB
d=2C1
2;1

� ˛ (133)

then (126) supplemented with .%"0; v
"
0/ has a unique solution .%"; v"/ with .%" � x%; v"/ 2

Cb.RCI PB
d=2
2;1 \

PB
d=2C1
2;1 / satisfying in addition

k.%" � x%; v"/k
`;"�1

L1.RCI PB
d=2
2;1 /
C "k.%" � x%; v"/k

h;"�1

L1.RCI PB
d=2C1
2;1 /

C"1=2k%" � x%k
L2.RCI PB

d=2C1
2;1 /

C kv"k
L1.RCI PB

d=2C1
2;1 /

C "�1=2kv"k
`;"�1

L2.RCI PB
d=2
2;1 /

C k"�1v" C .%"/�1r.P.%"//k
`;"�1

L1.RCI PB
d=2
2;1 /
� C˛: (134)

Furthermore, for any zN0 in PBd=22;1 such that

k zN0k PBd=22;1

� ˛;

equation (132) has a unique solution zN in the space Cb.RCI PB
d=2
2;1 / \ L

1.RCI PB
d=2C2
2;1 /

satisfying for all t � 0,

k zN.t/k PBd=22;1

C

Z t

0

k zN k PBd=2C22;1

d� � Ck zN0k PBd=22;1

:

Finally, if one denotes by .z%"; zv"/ the rescaled solution of the Euler equations defined
through (130) and assumes in addition that

k zN0 � %
"
0k PB

d=2�1
2;1

� C";

then we havezv" C r.P.z%"//z%"


L1.RCI PB

d=2
2;1 /

C k zN � z%"k
L1.RCI PB

d=2�1
2;1 /

C k zN � z%"k
L1.RCI PB

d=2C1
2;1 /

� C": (135)

11A more general statement allowing for Besov spaces constructed on Lp may be found in [10].
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Proof. Let us assume for a while that " D 1 so that one can readily take advantage of
Theorem 2.3. As a first, we want to translate Theorem 2.3 in terms of %, where c and %
(resp. xc and x%) are interrelated through (128).

On the one hand, inequality (61), the property of interpolation in Besov spaces and
Hölder inequality with respect to the time variable imply that

kc � xck
L2.RCI PB

d=2C1
2;1 /

� Ck.c0 � xc; v0/k zBd=2;d=2C12;1

:

On the other hand, using the fact that the composition inequality (70) is actually valid for
all positive Besov exponents (see e.g. [2, Chapter 2]), we may write that

kc � xck PBd=2C˛2;1

� k% � x%k PBd=2C˛2;1

for ˛ D 0; 1:

Finally, we note that @tv D �v � %�1r.P.%// � v � rv and that

kv � rvk
L1.RCI PB

d=2
2;1 /
� Ckvk

L1.RCI PB
d=2
2;1 /
krvk

L1.RCI PB
d=2
2;1 /

:

Therefore, the last term of @tv may be ‘omitted’ in inequality (61), and we get

k.% � x%; v/k
L1.RCI zB

d=2;d=2C1
2;1 /

C k% � x%k`
L2.RCI PB

d=2C1
2;1 /

C kvk
L1.RCI PB

d=2C1
2;1 /

C kvk`
L2.RCI PB

d=2
2;1 /
C kv C %�1r.P.%//k

L1.RCI PB
d=2
2;1 /

� Ck.%0 � x%; v0/k zBd=2;d=2C12;1

: (136)

Now, for general " > 0, performing the rescaling (109) and remembering the equivalences
(110) and (111) gives the first part of Theorem 4.2.

Finally, owing to the diffusive rescaling (130), the pair .z%"; zv"/ satisfies

@t z%
"
��.P.z%"// D �div.z%" zW "/ with zW " , zv" C

r.P.z%"//

z%"
:

Thanks to (110), the bound for the last term in (136) translates into

k zW "
k
L1.RCI PB

d=2
2;1 /
� C˛"; (137)

which completes the proof of (134).
Proving that z%" tends to some solution zN of (132) may be done exactly as below.

The following result gives explicit convergence rates for the strong relaxation limit in
the general case.

Theorem 4.3. Assume that12 d � 2 and consider a system of type (120) for some " > 0.
Let the structure hypotheses listed below (107) be in force. There exists a positive con-
stant ˛ (independent of ") such that for any initial data zN0 2 PB

d=2
2;1 for (125) and

12The one-dimensional case is tractable either under specific assumptions on the nonlinearities that are
satisfied by the Euler equations, or in a slightly different functional framework. More details may be found
in [10].
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zZ"0 2
PB
d=2
2;1 \

PB
d=2C1
2;1 for (120) satisfying

k zN0k PBd=22;1

� ˛; (138)

Z"0 , k zZ"0;1k
`;"�1

PB
d=2
2;1

C "k zZ"0;2k
`;"�1

PB
d=2
2;1

C "k zZ"0;1k
h;"�1

PB
d=2C1
2;1

C "2k zZ"0;2k
h;"�1

PB
d=2C1
2;1

� ˛; (139)

system (125) admits a unique solution zN in the space

Cb.RCI PB
d=2
2;1 / \ L

1.RCI PB
d=2C2
2;1 /;

satisfying for all t � 0,

k zN.t/k PBd=22;1

C

Z t

0

k zN k PBd=2C22;1

d� � Ck zN0k PBd=22;1

; (140)

and system (120) has a unique global-in-time solution zZ" in C.RCI PB
d=2
2;1 \

PB
d=2C1
2;1 / such

that

k zZ"1k
`;"�1

L1.RCI PB
d=2
2;1 /
C "k zZ"2k

`;"�1

L1.RCI PB
d=2
2;1 /
C "k zZ"1k

h;"�1

L1.RCI PB
d=2C1
2;1 /

C "2k zZ"2k
h;"�1

L1.RCI PB
d=2C1
2;1 /

C k zZ"1k
`;"�1

L1.RCI PB
d=2C2
2;1 /

C "�1k zZ"1k
h;"�1

L1.RCI PB
d=2C1
2;1 /

C k zZ"2kL1.RCI PB
d=2C1
2;1 /

C k zZ"2k
`;"�1

L2.RCI PB
d=2
2;1 /
C "�1k zW "

k
L1.RCI PB

d=2
2;1 /
� CZ"0; (141)

where zW " has been defined in (121).
If, in addition,

k zN0 � zZ
"
1;0k PB

d=2�1
2;1

� C";

then we have

k zN � zZ"1kL1.RCI PB
d=2�1
2;1 /

C k zN � zZ"1kL1.RCI PB
d=2C1
2;1 /

� C": (142)

Proof. Here we drop exponents " for better readability. That (120) supplemented with
initial data zZ0 admits a unique global solution satisfying (141) follows from Theorem 2.2
after suitable rescaling. Indeed, if we make the change of unknowns

. zZ1; zZ2/.�; x/ D
�
LZ1;
LZ2

"

�� �
"2
;
x

"

�
; (143)

then we discover that zZ satisfies (120) if and only if LZ is a solution to (57). Then, taking
advantage of the equivalence of norms pointed out in (110) and (111) gives the desired
global existence result and (141) up to the last term since defining the damped mode as
in (85) would lead to the function

zZ2 C L
�1
2

dX
kD1

�
xAk21 C

zAk21.
zZ1/

�
@k zZ1 C "L

�1
2

dX
kD1

�
xAk22 C

zAk22.
zZ1; " zZ2/

�
@k zZ2: (144)
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However, combining inequality (141) (without the last term of course) with (115) ensures
that

k zZ1kL1.RCI PB
d=2
2;1 /
C "k zZ2kL1.RCI PB

d=2
2;1 /
C kr zZ2kL1.RCI PB

d=2
2;1 /

. Z"0:

Hence, the last term of (144) is of order " in L1.RCI PB
d=2
2;1 /, and zW does satisfy (141).

In order to prove the convergence of zZ1 to zN , let us first verify that S defined in (124)
is of order " in L1.RCI PB

d=2�1
2;1 /. As d � 2, it is just a matter of taking advantage of the

product law (69) to get

kSk PBd=2�12;1

.
�
1C k zZ1k PBd=22;1

�
kr zW k PBd=2�12;1

C k zW k PBd=22;1

kr zZ1k PBd=2�12;1

:

Hence,
kSk

L1.RCI PB
d=2�1
2;1 /

.
�
1C k zZ1kL1.RCI PB

d=2
2;1 /

�
k zW k

L1.RCI PB
d=2
2;1 /

and using (141) and the smallness of the initial data thus yields

kSk
L1.RCI PB

d=2�1
2;1 /

� C"˛: (145)

Let us next briefly justify that any data zN0 satisfying (138) gives rise to a unique global
solution zN of (125) in Cb.RCI PB

d=2
2;1 / \ L

1.RCI PB
d=2C2
2;1 / satisfying (140). In fact, since

the operator A is strongly elliptic, the parabolic estimates in Besov spaces with last index 1
recalled in Proposition A.1 ensure that any smooth enough global solution zN satisfies for
all t � 0,

k zN.t/k PBd=22;1

C

Z t

0

k zN k PBd=2C22;1

d� . k zN0k PBd=22;1

C

Z t

0

�
kQ1. zN;r

2 zN/k PBd=22;1

C kQ2.r zN;r zN/k PBd=22;1

C kT1. zN;r zN;r zN/k PBd=22;1

C kT2. zN; zN;r
2 zN/k PBd=22;1

�
d�:

Using the stability of the space PBd=22;1 by product and an obvious interpolation inequality,
the nonlinear terms may be estimated as follows:

kQ1. zN;r
2 zN/k PBd=22;1

. k zN k PBd=22;1

kr
2 zN k PBd=22;1

. k zN k PBd=22;1

k zN k PBd=2C22;1

;

kQ2.r zN;r zN/k PBd=22;1

. kr zN k2
PB
d=2
2;1

. k zN k PBd=22;1

k zN k PBd=2C22;1

;

kT1. zN;r zN;r zN/k PBd=22;1

. k zN k PBd=22;1

kr zN k2
PB
d=2
2;1

. k zN k2
PB
d=2
2;1

k zN k PBd=2C22;1

;

kT2. zN; zN;r
2 zN/k PBd=22;1

. k zN k2
PB
d=2
2;1

kr
2 zN k PBd=22;1

. k zN k2
PB
d=2
2;1

k zN k PBd=2C22;1

:

Hence, we have for all t � 0,

k zN.t/k PBd=22;1

C

Z t

0

k zN k PBd=2C22;1

d� . k zN0k PBd=22;1

C

Z t

0

�
1C k zN k PBd=22;1

�
k zN k PBd=22;1

k zN k PBd=2C22;1

d�:
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Clearly, if the solution is small enough (which is ensured if the initial data is small) then,
the last term of the right-hand side may be absorbed by the left-hand side, leading to
Inequality (140). The above formal inequalities combined with a suitable contracting map-
ping argument (in the spirit of the one that is used e.g. for solving the incompressible
Navier–Stokes equations, see details in [2, Chapter 5]), allow to conclude to the global
existence of a solution to (125), fulfilling the desired properties.

To finish the proof of Theorem 4.3, we have to compare zZ1 with zN . To proceed, let
us subtract (125) from (123). We get the following equation for ı zN , zZ1 � zN :

@�ı zN CAı zN D S �Q1. zZ1;r
2ı zN/ �Q1.ı zN;r

2 zN/ �Q2.r zZ1;rı zN/

�Q2.rı zN;r zN/ � T1.ı zN;r zZ1;r zZ1/ � T1. zN;rı zN;r zZ1/

� T1. zN;r zN;rı zN/ � T2.ı zN; zZ1;r
2 zZ1/ � T2. zN; ı zN;r

2 zZ1/

� T2. zN; zN;r
2ı zN/:

Hence, by virtue of Proposition A.1, for all t � 0, we have

kı zN k
L1t .

PB
d=2�1
2;1 /\L1t .

PB
d=2C1
2;1 /

. kı zN.0/k PBd=2�12;1

C kSk
L1t .
PB
d=2�1
2;1 /

C kQ1. zZ1;r
2ı zN/k

L1t .
PB
d=2�1
2;1 /

C kQ1.ı zN;r
2 zN/k

L1t .
PB
d=2�1
2;1 /

C kQ2.r zZ1;rı zN/kL1t . PB
d=2�1
2;1 /

C kQ2.rı zN;r zN/kL1t . PB
d=2�1
2;1 /

C kT1.ı zN;r zZ1;r zZ1/kL1t . PB
d=2�1
2;1 /

C kT1. zN;rı zN;r zZ1/kL1t . PB
d=2�1
2;1 /

C kT1. zN;r zN;rı zN/kL1t . PB
d=2�1
2;1 /

C kT2.ı zN; zZ1;r
2 zZ1/kL1t . PB

d=2�1
2;1 /

C kT2. zN; ı zN;r
2 zZ1/kL1t . PB

d=2�1
2;1 /

C kT2. zN; zN;r
2ı zN/k

L1t .
PB
d=2�1
2;1 /

:

So, using (69), the stability of PBd=22;1 by product, (145), (138) and (140), we find that

kı zN k
L1t .

PB
d=2�1
2;1 /\L1t .

PB
d=2C1
2;1 /

. kı zN.0/k PBd=2�12;1

C k zSk
L1t .
PB
d=2�1
2;1 /

C
�
.1C k. zN; zZ1/kL1t . PB

d=2
2;1 /

/k zN k
L1t .

PB
d=2
2;1 /
C k zZ1kL1t . PB

d=2
2;1 /

�
krı zN k

L1t .
PB
d=2
2;1 /

C k. zN; zZ1/kL1t . PB
d=2
2;1 /
kr

2 zZ1kL2t . PB
d=2
2;1 /
kı zN k

L2t .
PB
d=2
2;1 /

C
�
kr

2 zN k
L1t .
PB
d=2
2;1 /
C kr zZ1k

2

L2t .
PB
d=2
2;1 /

�
kı zN k

L1t .
PB
d=2�1
2;1 /

. kı zN.0/k PBd=2�12;1

C ˛"C .˛ C ˛2/kı zN k
L1t .
PB
d=2C1
2;1 /\L1t .

PB
d=2�1
2;1 /

:

Hence, as ˛ is small enough, we get

kı zN k
L1t .

PB
d=2�1
2;1 /\L1t .

PB
d=2C1
2;1 /

. kı zN.0/k PBd=2�12;1

C ˛" for all t � 0; (146)

which completes the proof of the theorem.
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We end this section with a few remarks. The first one is that, for small ", it is natural
to modify the definition in (121) so as to have a damped mode that is expressed in terms
of zZ2 and zN . If we set

LW , zZ2 C L�12
dX
kD1

�
xAk21 C

zAk21.
zN/
�
@k zN; (147)

then we have

zW � LW D L�12

dX
kD1

�
Ak21.

zN/@kı zN C zA
k
21.ı
zN/@k zZ1

�
�

In order to bound the right-hand side, one can observe that

kAk21.
zN/@kı zN kL1.RCI PB

d=2
2;1 /

. k zN k
L1.RCI PB

d=2
2;1 /
kı zN k

L1.RCI PB
d=2C1
2;1 /

;

k zAk21.ı
zN/@k zZ1kL1.RCI PB

d=2
2;1 /

. kı zN k
L2.RCI PB

d=2
2;1 /
k@k zZ1kL2.RCI PB

d=2
2;1 /

:

Hence, taking advantage of inequalities (140), (141) and (142), and of interpolation inequal-
ities yields

k zW � LW k
L1.RCI PB

d=2
2;1 /
� C˛

�
kı zN.0/k PBd=2�12;1

C ˛"
�
; (148)

which guarantees that LW satisfies (121).
Note also that, since zZ1 is bounded in Cb.RCI PB

d=2
2;1 / independently of ", using (140)

and (142), and interpolating, one obtains

k zN � zZ1kL1.RCI PB
d=2�ˇ
2;1 /

� C"ˇ ; ˇ 2 .0; 1/:

Finally, observe that if we introduce the following rescaled solution of the limit system

N ".t; x/ , zN."t; x/;

then combining (142) with the definition of zZ"1 in (119) yields

Z"1 D N
"
CO."/ in L1.RCI PB

d=2�1
2;1 /

which is, indeed, a more accurate information than what we had in Theorem 4.1 or
in (118). Similarly, putting (142) and (148) together yields the following expansion:

Z"2 D �"L
�1
2

dX
kD1

�
xAk21 C

zAk21.N
"/
�
@kN

"
CO."/ in L1.RCI PB

d=2
2;1 /:



R. Danchin 186

A. Appendix

The following classical result (see the proof in e.g. the appendix of [12]) has been used a
number of times in this text.

Lemma A.1. LetX W Œ0; T �!RC be a continuous function such thatX2 is differentiable.
Assume that there exists a constant c � 0 and a measurable function AW Œ0; T �!RC such
that

1

2

d

dt
X2 C cX2 � AX a.e. on Œ0; T �:

Then, for all t 2 Œ0; T �, we have

X.t/C c

Z t

0

X.�/ d� � X0 C

Z t

0

A.�/ d�:

We frequently took advantage of the fact that applying derivatives or, more generally,
Fourier multipliers on spectrally localized functions is almost equivalent to multiplying
by some constant depending only on the Fourier multiplier and on the spectral support.

This is illustrated by the classical Bernstein inequality that states (see e.g. [2, Chap-
ter 2]) that for anyR> 0 there exists a constant C such that for any �> 0 and any function
uWRd ! R with Fourier transform yu supported in the ball B.0;R�/, we have

k@˛ukLq � C
1Cj˛j�

j˛jCd. 1p�
1
q /kukLp ; ˛ 2 Nd ; 1 � p � q � 1: (149)

The reverse Bernstein inequality asserts that, under the stronger assumption that yu is sup-
ported in the annulus ¹x 2 Rd W r� � jxj � R�º for some 0 < r < R, then we have in
addition,

kukLp � C�
�1
krukLp ; 1 � p � 1: (150)

A slight modification of the proof of (149) allows to extend the result to any smooth homo-
geneous multiplier: denoting by M a smooth function on Rd n ¹0º with homogeneity  ,
there exists a constant C such that for any � > 0 and any function uWRd !R with Fourier
transform yu supported in the annulus ¹x 2 Rd W r� � jxj � R�º, we have

kM.D/ukLq � C�
Cd. 1p�

1
q /kukLp ; ˛ 2 Nd ; 1 � p � q � 1: (151)

In the last section, in order to study the convergence to the limit system, we used
maximal regularity estimates in Besov spaces with last index 1 for parabolic system.
These estimates are well known for the heat equation (see e.g. [2, Chapter 2]). Below,
we extend them to semi-groups generated by strictly elliptic homogeneous multipliers in
the following meaning: we consider functions A 2 C1.Rd n ¹0ºIMn.C// homogeneous
of degree  , such that the matrix A.�/ is Hermitian and for some c > 0, satisfies

.A.�/z � z/ � cj�j jzj2; � 2 Rd n ¹0º; z 2 Cn: (152)
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Proposition A.1. Let z 2 C1.RCI � 0/ satisfy´
@tz CA.D/z D f on RC �Rd ;

zjtD0 D z0 on Rd :
(153)

Then, for any p 2 Œ1;1� and s 2 R the following inequality holds true for all t > 0:

kz.t/k PBsp;1
C

Z t

0

kzk PBsCp;1
d� � C

�
kz0k PBsp;1

C

Z t

0

kf k PBsp;1
d�

�
: (154)

Proof. If z satisfies (153) then for any j 2 Z, we have

@tzj CA.D/zj D fj with zj , P�j z and fj , P�jf:

Hence, according to Duhamel’s formula,

zj .t/ D e
�tA.D/z0;j C

Z t

0

e�.t��/A.D/fj .�/ d�: (155)

Let us provisionally admit the following lemma.

Lemma A.2. There exist two constants c0 and C such that the following inequality holds
for all j 2 Z, t � 0 and p 2 Œ1;1�:

k P�j e
tA.D/zkLp � Ce

�c02
j t
k P�j zkLp : (156)

Then, plugging (156) into (155) yields for all j 2 Z,

kzj .t/kLp . e�c02
j t
kz0;j kLp C

Z t

0

e�c02
j .t��/

kfj .�/kLp d�: (157)

Hence, taking the supremum on Œ0; t � (resp. integrating on Œ0; t �), we get for all j 2 Z,

kzj kL1.0;t ILp/ C 2
j
kzj kL1.0;t ILp/ . .1 � e�c02

j t /
�
kz0;j kLp C kfj kL1.0;t ILp/

�
:

Just bounding the prefactor in the right-hand side by 1, multiplying the two sides by 2js

and summing up on Z yields the claimed inequality.

Proof of Lemma A.2. Thanks to the homogeneity of A, using a suitable change of vari-
ables reduces the proof to the case j D 0. Indeed, if we set �.x/, z.2�jx/, then we have
P�0�.2

jx/ D P�j z.x/ and

e�2
j�A.D/ P�0�.2

jx/ D e��A.D/ P�j z.x/; � � 0:

Then, consider a function � in D.Rd n ¹0º/with value 1 on a neighborhood of the support
of ' and write that

e�tA.D/ P�0� D F �1
�
�e��A.�/bP�0�

�
D g� ? P�0u with g�.x/ , .2�/�d

Z
Rd

ei x���.�/e��A.�/ d�:
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If it is true that
kg�kL1 � Ce

�c0� (158)

then using that the convolution product maps L1 ? Lp to Lp implies that

ke��A.D/ P�0�kLp � kg�kL1k P�0�kLp � Ce
�c0�k P�0�kLp ;

and we get (156) after reverting to the original variables.
In order to prove (158), it suffices to establish that

jg�.x/j � C.1C jxj
2/�de�c0�; x 2 Rd ; � > 0:

Now, integrating by parts, we get

.2�/dg�.x/ D
�
1C jxj2

��d
h�.x/

with
h�.x/ ,

Z
Rd

ei x���.�/.Id���/d
�
e��A.�/

�
d�:

Of course, the integral may be restricted to Supp� which is a compact subset of Rd n ¹0º.
Owing to (152), on this subset, there exists a positive constant c0 such that all the eigen-
values of the (Hermitian) matrix A.�/ are bounded from below by 2c0. Now, since the
differential of the exponential map may be computed by the formula

D eX �H D

Z 1

0

e.1��/XHe�X d�; H 2Mn.R/;

the chain rule entails that

D�
�
e��A.�/

�
�H D ��

Z 1

0

e��.1��/A.�/
�
D�A.�/ �H

�
e���A.�/ d�:

Hence, there exist two constants C and C 0 such thatˇ̌
D�
�
e��A.�/

�ˇ̌
� C 0�e�2c0� � Ce�c0�; � > 0; � 2 Supp�:

By induction, one can get similar estimates for higher order derivatives of � 7! e��A.�/,
which eventually yields

jh�.x/j � Ce
�c0�; x 2 Rd ; � > 0;

and completes the proof.

Remark A.1. In the case p D 2 one can work out a shorter proof, based on the Fourier–
Plancherel theorem. However, it is interesting to point out that the very same result holds
for any value of p in Œ1;1� including 1 and1, and with a constant independent of p.
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The following lemma ensures that in the setting of system (57), if both Condition (SK)
and Ak11. xV / D 0 for all k 2 ¹1; : : : ; dº are satisfied, then the second order differential
operator A defined in (122) is indeed strictly elliptic in the sense of Proposition A.1, with
 D 2.

Lemma A.3. Consider two n � n Hermitian matrices A and B such that

A D

�
0 A12
A21 A22

�
and B D

�
0 0

0 B22

�
(159)

with A12 2Mn1;n2.C/, A21 2Mn2;n1.C/, A22 2Mn2;n2.C/ and B22 2Mn2;n2.C/. Sup-
pose also that B22 is positive. Then, B22 is invertible and the following two properties are
equivalent:

(1) The matrix A12B�122 A21 is a n1 � n1 positive matrix.

(2) Condition (SK) holds true (that is, the four equivalent conditions of Lemma 1.1
are satisfied).

Proof. The invertibility of B22 being obvious, let us first assume that A12B�122 A21 is pos-
itive. Then, the rank of A21 must be equal to n1 and so does the rank of B22A21. Now, we
observe that

BA D

�
0 0

B22A21 B22A22

�
:

Hence, the rank of
�
B
BA

�
is equal to n1 C n2 D n, and Condition (SK) is thus satisfied.

Conversely, if A has the special structure (159) then an easy induction reveals that the
bottom left block of any positive power k of A ends with A21. The same property clearly
holds for BAk that thus looks like

BAk D

�
0 0

B22CkA21 Dk

�
for some Ck ;Dk 2Mn2.C/:

Now, since B22 is invertible, for all k 2 N, we have

rank.B22CkA21/ � rank.A21/ D rank.B22A21/:

As the block at the bottom left of BA is equal to B22A21, one can conclude that, under
assumption (159) we automatically have

rank
�
B

BA

�
D rank

0BBB@
B

BA
:::

BAn�1

1CCCA :
Hence, if we assume in addition that Condition (SK) is satisfied, then we must have
rank.B22A21/Dn1, and thus rank.A21/Dn1, too. Now, since t xA12DA21, for all z2Cn1 ,
we have

A12B
�1
22 A21z � z D B

�1
22 A21z � A21z:
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AsB�122 is positive, the right-hand side is nonnegative and vanishes if and only ifA21zD 0
and thus if and only if z D 0 since rank.A21/D n1. Hence, A12B�122 A21 is positive, which
completes the proof.
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