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Singularity formation in the incompressible Euler
equation in finite and infinite time

Theodore D. Drivas and Tarek M. Elgindi

Abstract. Some classical and recent results on the Euler equations governing perfect (incompress-
ible and inviscid) fluid motion are collected and reviewed, with some small novelties scattered
throughout. The perspective and emphasis will be given through the lens of infinite-dimensional
dynamical systems, and various open problems are listed and discussed.
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1. Introduction

In this paper, some classical and recent results on the Euler equations governing perfect
(incompressible and inviscid) fluid motion are collected and reviewed, with some small
novelties scattered throughout. The perspective and emphasis will be given through the
lens of infinite-dimensional dynamical systems, and various open problems are listed and
discussed. We begin in Section 2 by describing the geometric viewpoint of fluid flow
as geodesic motion on the group of volume-preserving diffeomorphisms. Wellposedness
results are then discussed for the Eulerian velocity field belonging to various function
spaces. We continue in Section 3 by examining 2D fluid motion with an eye towards
long-time persistent behaviors. Subsequently, Section 4 examines mechanisms for finite-
time singularity formation and reviews recent advances on blow-up of classical solutions
for 3D Euler. Section 5 gives an outlook on singularity formation in 3D and some open
directions. Finally, in Section 6 we discuss a class of global solutions in any dimension
(those with constant pressure) and use them to give an example of finite-time blow-up
from smooth initial data for the Euler equations in “infinite” spatial dimensions.

2. The perfect fluid dynamical system

Let M � Rd be a bounded simply connected open domain, possibly with boundary @M
having exterior unit normal On. The Euler equations governing the velocity u.t; x/W Œ0; T ��
M ! Rd of a fluid which is perfect and confined to M read

@tuC u � ru D �rp in M; (2.1)

r � u D 0 in M; (2.2)

ujtD0 D u0 in M; (2.3)

u � On D 0 on @M; (2.4)

where p.t; x/W Œ0;T ��M !R is the hydrodynamic pressure which enforces incompress-
ibility (2.2). See Figure 2.1. We shall sometimes refer toM as the fluid vessel and we will
denote its closure by xM .

2.1. Principle of least action on configuration space

The Euler equations have a beautiful geometric interpretation, due to V. I. Arnold [7]. Let
D�.M/ denote the group of smooth volume-preserving diffeomorphisms of M which
leave the boundary invariant. This acts as the configuration space of the fluid, labelling
particle positions. Perfect fluid motion is governed by the ODE for t 7! ˆt in the space
D�.M/:

R̂
t .x/ D �rp.t; ˆt .x// .t; x/ 2 Œ0; T � �M;

ˆ0.x/ D x x 2M;

ˆt .�/ 2 D�.M/ t 2 Œ0; T �:

(2.5)
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M

ˆt .x/

x

u.x; t/

Figure 2.1. Fluid vessel, with the instantaneous velocity and a particle path until time t .

In these equations, the acceleration (the pressure gradient) acts in keeping with its role as
a constraint to enforce incompressibility. The system (2.5) can be thought of as arising
from d’Alembert’s principle of constrained motion, namely ˆt 2 D�, P̂ t 2 TˆtD� (the
tangent space to D� at ˆt consisting of divergence-free vector fields tangent to @M ) and
R̂
t 2 .TˆtD�/

? (the orthogonal complement to the tangent space consisting of gradient
vector fields). Said another way, the acceleration (the pressure gradient) is orthogonal to
the constraint (thatˆt remain in D�). The system (2.5) can be considered as the definition
of perfect fluid motion.

Arnold interpreted the ODE (2.5) for t 7! ˆt as a geodesic equation on D�.M/.
To understand this view, fix 
1; 
2 2 D�.M/. Then, for any path 
�W Œt1; t2� 7! D�.M/

satisfying 
t1 D 
1 and 
t2 D 
2, define the action functional

AŒ
�
t2
t1
WD

Z t2

t1

Z
M

1

2

ˇ̌
P
t .x/

ˇ̌2 dx dt: (2.6)

We take variations of A in path space as follows. Consider a smooth one-parameter family
of paths 
"� W Œt1; t2� 7!D�.M/ for " 2 .�1; 1/ with fixed endpoints 
"t1 D 
1 and 
"t2 D 
2
and where 
0 D 
 . Then we define the variation by

ıAŒ
�
t2
t1
WD

d
d"

AŒ
"�
t2
t1

ˇ̌̌
"D0

:

In order to compute this object we need the variation of the path, defined by

ı
t .x/ WD
d

d"

"t .x/

ˇ̌̌
"D0

: (2.7)

Fixing x 2 M , the variation ı
�.x/W Œt1; t2� 7! T
�.x/M defines an element of the tangent
space of the manifold at 
�.x/ (formally ı
�W Œt1; t2� 7! T
�D�.M/ defines an element of
the tangent space of D�.M/ along the path 
 ). Composing with 
�1, ı
 ı 
�1W Œt1; t2� 7!
TidD�.M/ gives an element of the tangent space to the volume-preserving diffeomor-
phism group at the identity. Let X�.M/ be the space of smooth divergence-free vector
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fields over M which are tangent to the boundary. The tangent space TidD�.M/ can be
identified with X�.M/. For our discussion, we require only that for any variation defined
by pinned paths as above, it holds

ı
t
�

�1t .x/

�
D v.t; x/; (2.8)

for some vW Œt1; t2� 7! X�.M/ with v.t1/ D v.t2/ D 0, and vice versa. The proof is
elementary as everything is taken to be smooth:

Lemma 2.1. Fix 
�W Œt1; t2� 7! D�.M/. The following two statements hold:

(1) Fix vW Œt1; t2� 7! X�.M/ with v.t1/ D v.t2/ D 0. There is a family 
"� W Œt1; t2� 7!
D�.M/ for " 2 .�1; 1/ with 
"t1 D 
1, 
"t2 D 
2 and 
0 D 
 such that (2.8) holds.

(2) Let 
"� W Œt1; t2� 7! D�.M/ for " 2 .�1; 1/ be paths with 
"t1 D 
1, 
"t2 D 
2
and 
0 D 
 . There exists vW Œt1; t2� 7! X�.M/ with v.t1/ D v.t2/ D 0 such that
(2.8) holds.

Proof. To establish the first direction, define the family 
"� W Œt1; t2� 7! D�.M/ by

d
d"

"t .x/ D v

�
t; 
"t .x/

�
; 
0t .x/ D 
t .x/:

Since v 2 X�.M/, by Liouville’s theorem it follows that det.r
"t .x// D 1 and thus

" 2D�.M/ for all ". Note that d

d"

"
t

ˇ̌
t1
D

d
d"


"
t

ˇ̌
t2
D 0 since v vanishes at those times so

that 
"t1 D 
1, 
"t2 D 
2. According to definition (2.7), it follows that (2.8) holds.
In the other direction, define

v".t; x/ WD
� d

d"

"t

��
.
"t /

�1
.x/
�
;

so that d
d"


"
t .x/ D v

".t; 
"t .x//. Since 
"t preserves volume, again by Liouville’s theorem
we have that v"W Œt1; t2� 7! X�.M/ for all " 2 Œ0; 1/. Moreover, v".t1/ D v".t2/ D 0 since

d
d"


"
t1
D

d
d"


"
t2
D 0. With v WD v0, the claim follows.

With this in hand, we arrive at the formal variational principle:

Theorem 2.2 (Action principle for perfect fluid motion). Let ˆt1 ; ˆt2 2 D�.M/ be
configurations of the fluid at times t1 and t2 with t1< t2. A trajectoryˆt W Œt1; t2� 7!D�.M/

is a perfect fluid flow, i.e., u WD P̂ t ıˆ�1t satisfies equations (2.1)–(2.4), if and only if ˆ
is a critical point of the action A, i.e.,

ıAŒˆ�
t2
t1
D 0; with ıˆt1 D 0; ıˆt2 D 0:

Proof. Compute the first variation

ıAŒˆ�
t2
t1
D

Z t2

t1

Z
M

P̂
t .x/ � ı P̂ t .x/ dx dt

D

Z t2

t1

Z
M

R̂
t .x/ � ıˆt .x/ dx dt .using that ıˆt1 D ıˆt2 D 0/:
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According to Lemma 2.1, ıˆt .ˆ�1t .x//D v.x; t/ for some divergence-free velocity field
v which satisfies v � Onj@M D 0 and v.t1/ D v.t2/ D 0. This in hand, using that ˆ�1t
preserves volume and ˆt .M/ DM we write the variation of the action as

ıAŒˆ�
t2
t1
D

Z t2

t1

Z
M

R̂
t

�
ˆ�1t .x/

�
� v.x; t/ dx dt: (2.9)

Assume first that ıAŒˆ�t2t1 D 0, namely the action is stationary on ˆ under any variation.
By Lemma 2.1 (1), the object (2.9) must vanish in particular for vector fields of the form
v.x; t/ D f .t/ .x/ for f 2 C10 .t1; t2/ and  2 X�.M/. Thus,

0 D

Z t2

t1

f .t/g.t/ dt; g.t/ WD

Z
M

R̂
t

�
ˆ�1t .x/

�
�  .x/ dx

for all  2 X�.M/; f 2 C10 .t1; t2/. Since g is continuous in time, we may take f to
approximate g on Œt1; t2� to conclude that g.t/ D 0 for each t 2 Œt1; t2� (the fundamental
lemma of calculus of variations). We deduce for each t 2 Œt1; t2� that

0 D

Z
M

R̂
t

�
ˆ�1t .x/

�
�  .x/ dx dt; 8 2 X�.M/:

The arbitrariness of  2 X�.M/ together with the Hodge decomposition allows us to
conclude the existence of p.t; x/W Œt1; t2� �M ! R such that

R̂
t .x/ D �rp.t; ˆt .x//; 8t 2 Œt1; t2�: (2.10)

Since R̂ t .x/D .@tuC u � ru/.ˆt .x/; t/ where uD P̂ t ıˆ�1t , we see that (2.10) implies
that u solves Euler. Contrariwise, if u solves the Euler equations then (2.10) holds with p
as the pressure field so that ıAŒˆ�t2t1 D 0 by (2.9) and v 2 X�.M/.

Next we show that for short times the Euler flow minimizes the action. This fact
was pointed out by Ebin and Marsden [62, Section 9]. The following version is due to
Y. Brenier in [16, Section 5] or [17, Proposition 3.2].

Theorem 2.3 (Perfect fluid flow minimizes the action for short times). Let u 2
C 1.Œ0; T � � xM/, p 2 C.Œ0; T �IC 2x . xM//. Suppose that T > 0 is such that

T 2 � �2=K (2.11)

withK WD supt2Œ0;T � supx2 xM supjyjD1 y � r
2p.x; t/ � y. If .u;p/ is a solution of the Euler

equations (2.1)–(2.4) and P̂ t D u.ˆt ; t / with ˆ0 D id, then

AŒˆ�T0 � AŒ
�T0

among all 
�W Œ0; T � 7!D�.M/ with 
0 D id and 
T DˆT . If T 2 < �2=K, equality holds
if and only if 
 D ˆ.
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From a geometric standpoint, the pressure Hessian is the second fundamental form –
encoding how the submanifold of volume-preserving diffeomorphisms D�.M/ sits inside
the ambient group of all diffeomorphisms D.M/ [148].

Proof. Since .u; p/ is an Euler solution, we have R̂ t .x/ D �rp.ˆt .x//. Note first

AŒˆ�T0 D AŒ
�T0 C

Z T

0

Z
M

P̂
t .x/ �

�
P̂
t .x/� P
t .x/

�
dx dt �AŒˆ�
�T0 :

The last two terms are negative for short time. Indeed, by Poincaré’s inequality,1

AŒˆ�
�T0 D
1

2

Z T

0

Z
M

ˇ̌
P̂
t .x/� P
t .x/

ˇ̌2 dx dt �
�2

2T 2

Z T

0

Z
M

ˇ̌
ˆt .x/�
t .x/

ˇ̌2 dx dt:

On the other hand, since ˆ0.x/ D 
0.x/ and ˆT .x/ D 
T .x/, we haveZ T

0

Z
M

P̂
t .x/ �

�
P̂
t .x/� P
t .x/

�
dx dt D

Z T

0

Z
M

R̂
t .x/ � .ˆt .x/�
t .x// dx dt

D �

Z T

0

Z
M

rp.ˆt .x// � .ˆt .x/�
t .x// dx dt:

Since the pressure is twice differentiable, by Taylor’s theorem we have

p.
t .x// D p.ˆt .x//Crp.ˆt .x// � .ˆt .x/�
t .x//

C
1

2
.ˆt .x/�
t .x// � r

2p.Yt .x// � .ˆt .x/�
t .x//;

where Yt .x/ is on the chord connecting 
t .x/ to ˆt .x/. Upon integrating, using the fact
that 
t and ˆt preserve volume, we obtain

�

Z T

0

Z
M

rp.ˆt .x// � .ˆt .x/�
t .x// dx dt

D
1

2

Z T

0

Z
M

.ˆt .x/�
t .x// � r
2p.Yt .x// � .ˆt .x/�
t .x// dx dt:

It follows thatˇ̌̌̌Z T

0

Z
M

P̂
t .x/ �

�
P̂
t .x/� P
t .x/

�
dx dt

ˇ̌̌̌
�
K

2

Z T

0

Z
M

ˇ̌
ˆt .x/�
t .x/

ˇ̌2 dx dt:

Thus we obtain the upper bound

AŒˆ�T0 � AŒ
�T0 C
1

2

�
K �

�2

T 2

�Z T

0

Z
M

ˇ̌
ˆt .x/�
t .x/

ˇ̌2 dx dt; (2.12)

whence for T 2 � �2=K we have AŒˆ�T0 � AŒ
�T0 as claimed. If equality holds, then
from (2.12) we deduce

R T
0

R
M
jˆt .x/ � 
t .x/j

2 dx dt D 0 so that 
 D ˆ as claimed.

1Indeed, consider any absolutely continuous curve f W Œ0; T � 7! Rd with f .0/ D f .T / D 0 and with
df .t/= dt 2 L2.Œ0; T �/. Using the Fourier series representation of f together with Plancherel’s theorem
we find immediately that kf .�/k2

L2.Œ0;T �/
�

T 2

�2
k

d
dt f .�/k

2
L2.Œ0;T �/

.
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Remark 2.4 (Failure to be a minimizer). The condition (2.11) on the time is sharp in
the following senses. Consider the two-dimensional example of solid body rotation, i.e.,
u.x/ D x?. This is an exact stationary solution of the Euler equations having pressure
p.x/ D 1

2
jxj2 on a disk domain. The corresponding flowmap is ˆt .x/ D Rt mod 2�x

where R� denotes the (counterclockwise) rotation matrix by angle � 2 Œ0; 2�/ about 0.
Brenier [16] points out that at time T D � (a half rotation of the disk), there fails to
be a unique minimizer of the action. Indeed, the action does not depend on whether
the rotation is clockwise or counterclockwise, both of which are geodesics connecting
these two states. Note that since r2p D I we have K D 1. Thus, at exactly this moment,
T D � , the condition (2.11) is violated illustrating its sharpness. For T > � , there exists
a shorter path (just rotate clockwise) and thus after this moment, the original fluid flow
is not the minimum of the action any longer. We remark that solid body rotation has a
cut point at T D � – see [61] for further discussion of this geometric notion. It is also
an example of isochronal flow: one for which the Lagrangian flowmap is time-periodic
(see Definition 3.2 below). Geometrically, this corresponds to ˆ being a closed geodesic
in D�.M/ [171]. These flows will be discussed further in Section 3.3.

Remark 2.5 (Euler as geodesic motion on D�.M/). We now describe V. I. Arnold’s
geometric picture in greater detail. Formally, one can view the space D�.M/ as an infinite-
dimensional manifold with the metric inherited from the embedding in L2.M IRd /, and
with tangent space made by the divergence-free vector fields tangent to the boundary
of M . We can define the length of a path 
�W Œt1; t2� 7! D�.M/ by the expression

LŒ
�
t2
t1
WD

Z t2

t1

k P
t .�/kL2.M/ dt:

We formally define the geodesic distance connecting two states 
1; 
2 2 D�.M/ by

distD�.M/.
0; 
1/ D inf

�WŒ0;1� 7!D�.M/


.0/D
0; 
.1/D
1

LŒ
�10:

A geodesic curve ˆ�W Œt1; t2� 7! D�.M/ is defined to be one so that for all t1 2 R there
exists a � > 0 such that if t1 < t2 < t1 C � then

distD�.M/.ˆ.t1/; ˆ.t2// D LŒˆ�
t2
t1
:

If additionally the parametrization by t is chosen so that k P̂ t .�/kL2.M/ D .const:/, then
ˆ minimizes the action (2.6) among all smooth paths connecting ˆ.t1/ and ˆ.t2/. Indeed
by Schwarz’s inequality, we have AŒ
�t2t1 � .LŒ
�

t2
t1
/2=2.t2 � t2/ with equality if and only

if k P
t .�/kL2.M/ D .const:/. In general, according to Theorem 2.2 perfect fluid motion is a
critical point of both functionals AŒ
�t2t1 and LŒ
�

t2
t1

. It is, in fact, a geodesic according to
Theorem 2.3, although as we say in Remark 2.4 it need not be the curve of minimal length
for long times.

The above discussion is somewhat formal in that it ignores issues of regularity required
for precise definitions of the variations. To make things more precise, one may consider
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0
u0 D P̂ t ıˆ

�1
t

ˇ̌
tD0

tu0

X D TidD�.M/

uT D P̂ t ıˆ
�1
t

ˇ̌
tDT

expid

D�.M/

id
ˆT


"
ˆ

Figure 2.2. Depiction of the geometry of fluid motion.

the group Ds
�.M/ for s > d=2C 1, which is a submanifold of all H s diffeomorphisms

of M , see [62]. The L2 exponential map is defined as the solution map of the geodesic
equations: it maps lines through the origin in the tangent space at a given diffeomorphism
onto geodesics in the diffeomorphism group. More precisely, at the identity we set

expidWTidD
s
� ! Ds

�; expidtu0 D ˆt ; t 2 R; (2.13)

where ˆt is the unique L2 geodesic (at least for short times) starting from id with
velocity u0. We note that in any spatial dimension, expid is a local diffeomorphism
near id and in two dimensions, it is defined on the whole tangent space. The study
of analytical properties of this map is the subject of the classical work of Ebin and
Marsden [62]. This framework opened up the possibility to ask purely geometric questions
about fluid motion, such as those concerning the existence of conjugate and cut points.
See [61, 149, 178].

Remark 2.6 (Euler–Arnold equations). Arnold’s geometric description of the motion of
a physical system as geodesic flow on a Lie group with respect to some metric extends
widely. These occur either by changing the group (e.g., instead of D�.M/, consider
D.M/, SO.n/, the Virasoro group, etc.) or changing the metric (e.g., instead of L2,
consider H 1, PH 1, H�1, etc.). Some of the systems described in this framework are the
n-dimensional top [144], the Camassa–Holm equation [130], the Euler-˛ mean motion
model [105, 174], the Burgers equation and compressible fluids [119, 161], the Hunter–
Saxton equation [135, 162], among others. See [8]. One can also accommodate systems
such as compressible and quantum fluids, by the inclusion of an appropriate potential
related to material properties of the system. See the recent survey [119].
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Remark 2.7 (Time analyticity of particle trajectories). Shnirelman proved [181] that expe
defined by (2.13) is a real analytic map provided that the fluid domain is an analytic
manifold. As a corollary Lagrangian trajectories are analytic functions of time at fixed
labels [136]. This fact was proved first by Serfati [170] and, for streamlines of stationary
states, by Nadirashvili [156]. The difference between Eulerian and Lagrangian analyticity
was highlighted by Constantin–Kukuvika–Vicol [41], and these results have subsequently
been extended by Constantin–Vicol–Wu [44] to other systems. See also the discussion by
Frisch and Zheligovsky [88]. It would be interesting to understand which Eulerian phase
spaces have this property. For example, are particle trajectories real analytic for bounded
vorticity solutions (the Yudovich phase space, see Theorem 2.12)?

Remark 2.8 (Two-point fluid problem). The principle of least action suggests the follow-
ing “infinite-dimensional Dirichlet principle”: given two isotopic configurations 
1 and

2 2 D�, construct a perfect fluid flow connecting them by identifying the shortest path
between them in the diffeomorphism group (in theL2 metric). From the above discussion,
if such a path exists it is automatically a perfect fluid flow. This problem was first investi-
gated by Shnirelman [175], where he proved that if d � 3, this variational problem does
not have minimizers for some pairs of configurations 
1 and 
2. In d D 2, this is open
even in the following relaxed form:

Question 1 (Shnirelman [175]). Let M � R2 be a domain with smooth boundary. Does
there exist a perfect fluid flow connecting any two isotopic states 
1; 
2 2 D�.M/?

See also [115]. In particular, it is not known whether the image of the space of
incompressible vector fields in D� defined by the L2 exponential map is the whole
group D�, i.e., that any such diffeomorphism could be realized as a time-1 value of some
solution of the Euler–Lagrange equation. It is a question of accessibility of the entire
configuration space by perfect fluid flows. If Question 1 is answered in the affirmative,
it would represent a hydrodynamical analogue of the Hopf–Rinow theorem for the group
of diffeomorphisms. The difficulty is that this group is not locally compact. However,
Misiołek and Preston proved that the L2 exponential map is a covering space map on
an open connected component U � Ds

� of the identity whose L2 diameter is infinite,
cf. [150]. This is a consequence of the fact that expid is a nonlinear Fredholm map
of index zero, see [63, 180]. An affirmative resolution of Question 1 (conjectured by
Shnirelman in [175]) would result from showing this connected component is the whole
group. We remark finally that a different but related question is that of finding minimizers
(shortest paths) connecting the states 
1 and 
2. The existence of conjugate and cut points
along geodesics generated by simple steady solutions on M D T2 having streamfunction
 .x1; x2/ D sin.nx1/ sin.mx2/ (Kolmogorov flows) [61, 149] indicate that the minimum
may fail to be achieved at long times (see the numerical study [132]), as was conjectured
in [176].

In view of the fact that classical minimizers of the two-point problem need not always
exist [175], Brenier introduced generalized flows, which are a wider class of (stochastic)
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objects over which the variation problem is always solvable [16]. Shnirelman used this
idea to show that any sufficiently long geodesic in Ds

�.M/ will contain a local cut point
if dimM D 3 (a point such that shorter paths can be chosen arbitrarily close to the given
geodesic in the manifold topology).

2.2. Cauchy well-posedness in phase space

To understand the appropriate phase space for the Eulerian (for the velocity field rather
than the flowmap) dynamics (2.1)–(2.4), a useful quantity to introduce is the vorticity
two-form � WD 1

2
.ru � rut /, which is the antisymmetric part of the velocity gradient

tensor. Recall that the Lie derivative £v along a vector field v acting on a two-form a reads
£va D v � ra C a.rv/t C .rv/a. In any dimension, perfect fluid motion (2.1)–(2.4) is
equivalently defined by the property that vorticity two-form is transported:

@t�C £u� D 0 in M; (2.14)

�jtD0 D �0 in M; (2.15)

where u WD urot C uH where uH is the harmonic part2 of the velocity field and the non-
harmonic part urot is recovered from � by the Biot–Savart law KM . More specifically,
urot D KM Œ�� is defined as the unique solution of the following elliptic system having
trivial harmonic component3 (see, e.g., [128])

�u D 2r �� in M; (2.16)

u � On D 0 on @M; (2.17)

O� � .@nu � 2 On ��/ D O� � � � u on @M; (2.18)

for all ¹O�iºd�1iD1 tangent vector fields and where �ij D @i Onj is the second fundamental form
of the boundary. The solution to (2.16)–(2.18) defines the Biot–Savart law u D KM Œ��.
On the other hand, if xM is compact and PH denotes the orthogonal projection of L2 onto
the finite-dimensional space of harmonic vector fields on M tangent to the boundary @M ,

2Recall the space of harmonic vector fields on a compact Riemannian manifold M is isomorphic to
the first cohomology group of M . See, e.g., [191, Book 1, Chapter 5]. If M has trivial first cohomology
(e.g., M is simply connected), then there are no non-trivial harmonic vector fields, the curl is injective
and the vorticity formulation (2.14)–(2.15) with u recovered by Biot–Savart is equivalent to the velocity
formulation. If the first cohomology is non-trivial (e.g., M D Td ) then the harmonic part of the solution
must be kept track of separately according to equation (2.19).

3One could instead define the Biot–Savart operator to have exactly the harmonic component con-
sistent with the Euler equations. As discussed here, this can be accomplished by solving the coupled
system of (2.19) and (2.14)–(2.18) in tandem. However, there can be simpler prescriptions. For exam-
ple, suppose M � R2 is a bounded planar domain with connected components of the boundary denoted
by �0; �1; : : : ;�N with �0 bordering the unbounded connected component of R2 nM . Then the harmonic
part of the velocity is fixed by demanding in addition to (2.16)–(2.18) that the circulations

H
�i
u � d`D 
i be

given. Euler preserves these circulations by Kelvin’s theorem since connected components of the boundary
are invariant under the Lagrangian flow. Thus 
i WD

H
�i
u0 � d`, closing the system without the need for an

additional evolution equation.
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then an evolution equation for the harmonic part of the velocity uH D PHu is found by
projecting the Euler equation (2.1)–(2.4) yielding

@tuH C PHŒdiv.urotCuH/˝ .urotCuH/� D 0; (2.19)

where, in deriving (2.19), we used that gradient vector fields (the pressure forces) are
orthogonal to harmonic vector fields which are tangent to the boundary. Equation (2.19)
is a closed equation for the harmonic component uH given the vorticity �. Thus, it can
be evolved alongside the vorticity evolution equation (2.14)–(2.15) in order to recover the
full Euler solution u WD urotC uH. As such, a solution to (2.14)–(2.19) generates a solution
to (2.1)–(2.4) and vice versa.

Remark 2.9 (Solutions with stationary vorticity). Note that an immediate consequence
of this discussion is that the space of harmonic vector fields is invariant under the Euler
evolution and the dynamics restricted to this subspace becomes finite-dimensional. In fact,
every harmonic vector field is a stationary Euler solution as they are divergence free
and satisfy uH � ruH D r 12 juHj

2 which follows from their vorticity being trivial. This
fact can also be used to eliminate the nonlinear term in uH from the equation (2.19).
More generally, if the vorticity � is time independent (and thus urot), then so is uH
provided that either M has trivial first cohomology (by Hodge theory), the dimension
of the space spanned by the harmonic vector fields tangent to the boundary is unity (by
energy conservation), orM is a compact planar domain (by a structural cancellation). See
[191, Book 3, Chapter 11, Section 1]. Outside of these settings, it would be interesting to
study what kind of motion the projected dynamics (2.19) with steady vorticity can give in
the space of harmonic vector fields.

We remark that, in the case M D Td , there are d independent harmonic vector
fields ¹hiºdiD1 which an be identified as the direction fields hi D ei . Thus, the orthogonal
projection PH is simply integration over the domain, i.e., uHDPHu WD

Pd
iD1.u;hi /L2hi DR

Td u dx. Since urot; uH are periodic, equation (2.19) shows that uH.t/ D
R

Td u0 dx is
constant in time. A similar remark holds on the periodic channel M D Td�1 � Œ0; 1�

where the horizontal means are preserved. As such, the harmonic-free part (the dynamical
component) can be solved using the Euler equation written in a moving reference frame,
i.e., by Galilean transformation.

Hereon, we shall denote by St the vorticity solution map �.t/ D St .�0/. We now
discuss the issue of local well-posedness of the Euler equation on a given function
space X . We call X a good phase space for the Euler dynamics if given data in X , the
equations admit unique solutions in �0 2 X , at least for short time, i.e., the solution
operator St WX 3 �0 7! �.t/ 2 X is a well-defined injective map for all t sufficiently
small. Generally speaking, this will be the case provided

(a) X is an algebra,

(b) trajectories P̂ t .x/ D u.ˆt .x/; t/ are unique for all x 2M provided ru 2 X ,

(c) X is compatible with the Biot–Savart law u D KM Œ��, i.e., krukX � Ck�kX .
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Examples of such a phase space includeX DC ˛ for ˛ > 0with ˛ …N andX DW s;p.M/

for s > d=p for p > 1. Generally, any space X that embeds in the space of continuous
functions will satisfy (a). Particle trajectories are usually well defined at this level of
regularity, e.g., (b) is satisfied. The Hölder spaces C k or Sobolev spacesW k;p with k 2N
and p D 1;1 are not good phase spaces for Euler since it is well known that the elliptic
regularity estimate (c) can fail in those endpoint spaces and, as a result, the dynamics can
be ill-posed [15, 76, 151].

We now recall the classical result on local well-posedness in Hölder spaces:

Theorem 2.10 (Local well-posedness for d � 2). Let M � Rd be a bounded domain
with smooth boundary @M . Let ˛ > 0 and u0 2 C 1;˛.M/ be divergence-free and tangent
to @M . For T > 0 sufficiently small, there exists a unique u 2 C 1;˛..�T;T /�M/ solving
(2.1)–(2.4) with vorticity � 2 C ˛..�T; T / �M/ If Œ0; T / is the maximal interval of
existence, then Z T

0

k�.t/kL1.M/ dt D1: (2.20)

Local existence is due to Wolibner [199], Hölder [103] and Ebin & Marsden [62]. The
continuation criterion in terms of vorticity (2.20) was proved by Beale–Kato–Majda [11]
(generalized to bounded domains and manifolds in [82, 191]). In two dimensions one can
identify the vorticity� with a scalar field ! D r? � u where r? D .�@2; @1/ and in three
dimensions with a vector field ! D r � u. These are transported by u as a scalar field and
vector field respectively

d D 2W @t! C u � r! D 0; (2.21)

d D 3W @t! C u � r! D ! � ru:

Note that, in lower regularity, there has been an explosion of work in recent years related
to problems in turbulence. See the recent reviews [19, 51].

This difference in character of the vorticity leads to extreme differences in behaviors
of two- and three-dimensional fluids. In two dimensions, conservation of vorticity magni-
tudes results in an inverse cascade where large-scale velocity structures emerge over time
through a process of vortex mergers [10, 131]. In three-dimensions, the vorticity magni-
tude is not invariant due to stretching by the (symmetric part of the) velocity gradient
tensor. This results in direct energy cascade [129] and a fine-scale filamentary structure
of the vorticity field where large values are spatiotemporally sparse but highly relevant
dynamically. See Figure 2.3 for a visualization of time snapshots from direct numerical
simulations.

In two dimensions, a consequence of the transport structure (2.21) is that the solution
has the Lagrangian representation formula

!.t/ D !0 ıˆ
�1
t (2.22)

where P̂ t D u.ˆt ; t / is the Lagrangian flowmap labelled at ˆ0 D id. A consequence of
this fact together with Theorem 2.10 is the global well-posedness in 2D [97, 103, 199]:
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Figure 2.3. Typical instances of vorticity in two-dimensions (left panel, visualized through its signed
magnitude) and three-dimensions (right panel, thresholded at large values).

Theorem 2.11 (Global well-posedness in 2D). Let M � R2 be a bounded domain with
smooth boundary @M . Let ˛ > 0 and u0 2 C 1;˛.M/ be divergence-free and tangent
to @M . Then there exists a unique u 2 C 1;˛..�1;1/ �M/ solving (2.1)–(2.4) with
vorticity ! 2 C ˛..�1;1/ �M/. Moreover, there exists a constant c WD c.M/ so that
the following bound holds for all t 2 R

k!.t/kC˛.M/

k!0kL1.M/

�

�
k!0kC˛.M/

k!0kL1.M/

�exp.ck!0kL1.M/jt j=˛/

: (2.23)

We remark that the time dependence in (2.23) is known to be sharp due to the work of
Kiselev–Šverák, see Theorem 3.16 herein.

Thus, the 2D Euler equations (2.1)–(2.4) form an infinite-dimensional dynamical
system St W C

˛ ! C ˛ for all time t 2 R on the space of C ˛ vorticity fields. We are
interested in the long-time behavior of this dynamical system. The formula (2.22) shows
that the vorticity at any later time is just some area-preserving rearrangement of its
initial conditions. As discussed in Section 2.1, any perfect fluid flow can be thought of
as a path in the group of such transformations D�.M/ (the configuration space of the
flow). As such, the diffeomorphism could conceivably become very complex: filamenting,
stretching, kneading and folding the initial vorticity isolines as time progresses. This
action causes norms which measure regularity of the vorticity to grow over time. There are
some limitations; the bound (2.23) shows that the orbit !.t/ D St .!0/ may exit the phase
space C ˛ at infinite time at a rate at most double exponential. There is great interest in
finding examples of such exits with various rates – each rate corresponds to some physical
process of generation of small scales. We will discuss some examples in detail along with
some speculations about generic behavior in Section 3.
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The strongest known control uniform in time on the vorticity is in L1. Using this fact,
in the celebrated paper [112], Yudovich proved that the 2D Euler equations are globally
well-posed on this space St WL1 ! L1 for all t 2 R:

Theorem 2.12 (Global bounded vorticity solutions). Let M � R2 be a bounded domain
with smooth boundary @M . Let !0 2 L1.M/. There exists a unique weak Euler solution
of class ! 2 L1..�1;1/ �M/ with the following properties

(a) !.t/ takes the form (2.22) for a unique Hölder continuous flow of homeo-
morphisms ˆt 2 C ˛.t/.M/ for C WD C.M/ and ˛.t/ WD exp.�C jt jk!0kL1/.
Consequently, k!.t/kL1.M/ D k!0kL1.M/ for all t 2 R.

(b) ! 2 C.RILp.M//\Cw.RIL1.M// for all p 2 Œ1;1/, where Cw.RIL1.M//

denotes the space of functions which are continuous in time with values in the
weak-� topology of L1.M/.

(c) The solution map St is continuous in the weak-� topology of L1.M/, i.e., if
!n0 *

�
!0 in L1.M/, then St .!n0 / *

�
St .!0/ in L1.M/ for all t 2 R.

Property (a) that the flowmap is Hölder continuous follows from the fact that veloc-
ity fields with bounded vorticity enjoy Log–Lipschitz regularity.4 Property (b) shows
that the solution map St WL1 ! L1 is well defined for every t 2 R. Regarding prop-
erty (c), it is also known that the solution map is continuous in Lp.M/ on bounded
sets in L1.M/ [37]. As stated, property (c) (see [139, 158, 190]) gives continuity of the
solution map in the weak-� topology and it is particularly important in connection with
long-time behavior. Specifically, let X� D X�.M/ be the unit ball in the L1 phase space

X� WD ¹! 2 L
1.M/ W k!kL1 � 1º (2.24)

endowed with the weak-� topology.5 In light of properties (a)–(c), Euler forms a dynam-
ical system in the compact metric space X�. By time reversibility of the dynamics and
uniqueness, St .X�/ D X� for all t 2 R. By property (a), weak-� limits of any !0 2 X�
always exist along subsequences as t !1. We define the !-limit set for any !0 2 X� by

�C.!0/ WD
\
s�0

¹St .!0/; t � sº
�
: (2.25)

This set represents the collection of all persistent “coarse-scale” (in that information can
be “averaged out” in the weak-� limits) behaviors of the Euler orbit emanating from !0.

4For Yudovich solutions, the velocity is thus Osgood continuous and particle trajectories are unique.
This is at the heart of why there is a good uniqueness theory for such solutions in two dimensions –
the mathematics of which has strong parallels with the measurable Riemann mapping theorem. See the
discourse of D. Sullivan [188].

5We recall that the standard way to metrizeX� which gives the weak-� topology. Consider a countable
dense set of integrable functions ¹'j ºj2N satisfying k'j kL1.M/ � 1. Let pj .!/ WD j

R
M
'j! dxj and set

dist.!1; !2/ D
P
j 2
�j pj .!1�!2/

1Cpj .!1�!2/
.
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In effect, the set (2.25) can be thought of as what a myopic observer without glasses would
see (e.g., averaging fine-scale filaments together) when looking at the flow evolved for a
long period of time. This set is compact and connected in X�, which follows from the fact
that X� is equipped with the weak� topology. We shall discuss further properties of this
set, as well as conjectures concerning its composition in Section 3.4. See also the lecture
notes of Šverák for a detailed discussion of these points [190].

We remark finally that Theorem 2.12 can be generalized to accommodate weakly
divergent vorticities. This was proved slightly later by Yudovich himself [200] (indepen-
dently established by Serfati [168]). For example, let Y D Y.M/ be the space consisting
of all functions f 2 Lp.M/ for 2 � p <1 which are finite in the norm (see [46, 200]
for generality):

kf kY WD sup
p�2

kf kLp

log.p/
: (2.26)

The Euler equation defines a dynamical system St WY ! Y for all times t 2 R. Note that
for any ! 2 Y , the corresponding velocity field is Osgood continuous, giving uniqueness
of Lagrangian trajectories. As a consequence, allLp with 1� p <1 norms are conserved
for solutions in Y . This makes the space Y endowed the topology defined by the
norm (2.26) another good (albeit slightly larger) phase space on which to study the long-
time properties of 2D fluid motion.

3. 2D fluids: A tale of isolation, wandering, and long-time strife

In this section, we discuss properties of two-dimensional perfect fluids exclusively. Two
dimensions come with the simplifying feature that any divergence-free velocity field
u 2 H 1.M/ \ C. xM/ which is tangent to @M can be represented as a perpendicular
gradient of a scalar streamfunction which is constant on connected components of the
boundary. That is, there is a streamfunction  WM ! R such that  j@M D .const:/ and
u D r? . Since vorticity is a scalar, (2.14)–(2.15) say

@t! C u � r! D 0 in M;

u D KM Œ!� in M;

!jtD0 D !0 in M:

Here, if M is simply connected then KM D r
?��1 is the perpendicular gradient

r? D .�@2; @1/ of the Green function for the Dirichlet Laplacian on M . If the domain
is multiply connected, circulations along the inner boundaries (which are preserved in
time by the Euler motion by the circulation theorem) must be also given to recover the
harmonic component (see footnote 3). This velocity is automatically divergence-free and
tangent to the boundary u � Onj@M D 0.
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3.1. Isolation: Stationary states, symmetry and stability

The simplest class of permanent fluid motions are those which have stationary (time
independent) velocity fields. The structure of such solutions (their stability, symmetry
properties, stagnation sets, etc.) sheds light on large-scale features which can emerge and
persist over time in dynamical solutions. In terms of the streamfunction  WM ! R, the
condition for being a stationary Euler solution is the statement that the gradients of the
streamfunction and the vorticity are collinear, i.e., r k r!. There are a plethora of
stationary solutions of the two-dimensional Euler equation. For example, every vector
field on T � Œ0; 1� or T �R taking the form of a shear flow

u.x1; x2/ D

�
U.x2/

0

�
;

for someU 2C 1 is a stationary solution of the Euler equation with vorticity ! D�U 0.x2/
and constant pressure. Similarly, every circular flow on the disk

u.x1; x2/ D V.jxj/
x?

jxj

with r D jxj and V 2 C 1 is stationary and has vorticity !.r/ D 1
r
@r .rV .r// and pressure

p.r/D�
R r V.�/2

�
d�. One can also generate steady solutions on general Riemannian man-

ifolds with or without smooth boundary (simply connected for simplicity) by specifying a
Lipschitz function F WR! R and solving the elliptic problem

� D F. / in M; (3.1)

 D 0 on @M; (3.2)

where � is the Laplace–Beltrami operator of the Riemannian metric g on M . Then
uDr? defines a stationary solution of the Euler equations with vorticity !DF. / and
pressure pD�1

2
jr j2CG. /whereG is an antiderivative ofF . Examples of stationary

solutions satisfying (3.1)–(3.2) include cellular flows6 (also known as Kolmogorov flows)
with streamfunction

 c.x/ D sin.x1/ sin.x2/ (3.3)

6We remark in passing that it is an intriguing open issue to establish nonlinear instability of the steady
state (3.3) in L2 of vorticity (or, in fact, velocity). This would represent a large-scale instability, unlike
the small-scale instability/singularity formation which is the subject of Section 3.3 and in contrast to the
stability Theorem 3.5 below. Being on the second shell and possessing a hyperbolic stagnation point, this
steady state is susceptible to generation of larger-scale motions which may destabilize the structure [87].
Established methods for proving instability [84, 85, 146] are difficult to apply to this example due to its
fully two-dimensional structure. We remark that for higher eigenfunctions  D sin.x1/ sin.mx2/ in the
highly oscillatory regime withm� 1, unstable eigenfunctions can be constructed using averaging methods
together with the Meshalkin–Sinai continued fraction technique [86]. A compelling piece of evidence for
nonlinear instability of (3.3) is that, from the work of Shvydkoy and Latushkin [183], we know that the
spectrum of the linearized Euler in H 1 and H�1 is the full band jRezj � 1 and so it is very unstable
linearly. It is unknown whether or not there is an embedded eigenvalue; if so, the instability would follow
from the work of Lin [137].
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which are eigenfunctions of the Laplacian, i.e., � c D �2 c. There are also the Kelvin–
Stuart cat’s-eye vortices defined by the streamfunction

 KS.x/ D � log
�

 cosh x1 C

p

2 � 1 cos x2

�
; 
 � 1: (3.4)

which solve equation � KS D �e2 KS (these flows make an interesting connection with
conformal geometry7).

Note that (3.1)–(3.2) is not generally a “good” equation for  in that it may have
no, one, or many solutions depending on F . For instance, taking affine F. / D �� ,
we obtain the eigenvalue problem for the Laplacian which exhibits all those phenomena
depending on the proportionality constant. Note also that not every Euler solution need
to have a globally defined relationship between vorticity and the streamfunction. Indeed
there are shear flows (perturbations of Kolmogorov flow) for which this is not so: e.g.,
defined on M D Œ0; 2��2 for each " > 0 by

 ".x1; x2/ D sin.x2/C " sin.2x2/:

In this case,  " has a line of critical points. The recent work [94] gives examples of this
phenomenon for non-radial vortex patches with compactly supported velocity field on the
plane. If  has no critical points (on a multiply connected domain) or isolated critical
points, there always will exist a single global map F .

There is a privileged class of such stationary solutions (3.1)–(3.2) that are “stable.”
Specifically, if F WR! R is Lipschitz, single valued and either

��1.M/ < F 0. / < 0 or 0 < F 0. / <1 (3.5)

where �1 > 0 is the smallest eigenvalue of �� in M . Such steady states ! are called
Arnold stable. They are nonlinearly (Lyapunov) stable in the L2.M/ norm (see [8] and
Theorem 3.5 below). The two ranges are referred to as type I and type II Arnold stability
conditions. They ensure that the steady state is either a minimum or a maximum of
the energy (the action) on the orbit of a vorticity distribution in the group of volume-
preserving diffeomorphisms [8]. The degenerate case of F. / D .const:/ corresponds to
a steady state ! which is nonlinearly stable in L1.M/. All these steady states have the
property that

(H0) the operator
L WD � � F

0. /

has a trivial kernel in H 1
0 .M/.

The following result of [38] shows that all such steady states are severely constrained by
the symmetries of the vessel M :

7Curvature, conformal mapping, and 2D stationary fluid flows (M. Taylor): httpsW//mtaylor.web.unc.
edu/wp-content/uploads/sites/16915/2018/04/stream.pdf.

https://mtaylor.web.unc.edu/wp-content/uploads/sites/16915/2018/04/stream.pdf
https://mtaylor.web.unc.edu/wp-content/uploads/sites/16915/2018/04/stream.pdf
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Theorem 3.1 (Symmetry of stable equilibria [38]). Let .M; g/ be a compact two-
dimensional Riemannian manifold with smooth boundary @M . Suppose that there exists
a Killing field � for g tangent to @M . Let  2 C 3.M/ be a steady state streamfunction
with vorticity ! D F. / such that L satisfies (H0). Then £� D 0 where £� is the Lie
derivative along �.

Theorem 3.1 is essentially the fact that in a Hamiltonian system, a critical point of the
Hamiltonian is invariant under the symmetries of the Hamiltonian unless there is some
non-trivial central manifold. Its proof is elementary and follows from applying £� to the
equation (3.1), using the fact that the Lie derivative commutes with the Laplace–Beltrami
operator, and noting that £� is a tangential derivative along the boundary. A sufficient
condition to ensure that L has a trivial kernel is F 0. / > ��1 where �1 is the first
eigenvalue of ��g on M – all of the above stability conditions ensure this. Theorem 3.1
immediately implies that on the channel with � D ex1 all Arnold stable states are shears
u D v.x2/ex1 , on the disk (or annulus) with � D e� all Arnold stable states are circular
u D v.r/e� and on the hemisphere, all Arnold stable stationary solutions are zonal
(functions of latitude). It also implies that whenever there are two transversal Killing
fields (as on the sphere or the torus), there are no non-trivial flows satisfying the Arnold
stability conditions. We note that rotation on the sphere (ˇ-plane equations on the torus)
introduces an anisotropy in the system and non-trivial Arnold stable solutions can again
exist [34, 197].

Since F 0. / > ��1 is an open condition, Theorem 3.1 shows that such stable
steady states on domains with symmetry are isolated in C 1 of vorticity from asymmetric
equilibria. Here isolated takes the following precise meaning

Definition 3.2 (Isolation from G in X ). Given a Banach space X , we say that an element
u 2 X is isolated from G � X if distX .u;G/ > " for some " > 0.

Thus, Theorem 3.1 reveals a strong form of rigidity of stable steady states and, as such,
indirectly sheds light on the everyday observable phenomena such as axi-symmetrization
of tea or coffee when stirred, and formation of large stable vortices (e.g., hurricanes, the
great red spot of Jupiter) in planetary atmospheres.

It is not only the dynamically stable steady states which assume the symmetries of
their vessels. In some cases, all stationary solutions having certain structural properties to
do with their stagnation sets must also “fit” the geometry. In particular,

Theorem 3.3 (Hamel and Nadirashvili [98, 99]). The following hold:

• LetM DT � Œ0;1� be the periodic channel. Let u 2C 2. xM/ be any stationary solution
of the Euler equations satisfying inf� juj > 0. Then u is a shear flow u D v.x2/ex1
with v 2 C 2 having a strict sign.

• LetM D ¹x 2 R2 W jxj 2 .1=2; 1/º be the annulus. Let u 2 C 2. xM/ be any stationary
solution of the Euler equations satisfying inf� juj > 0. Then u is a circular flow
u D v.r/e� with v 2 C 2 having a strict sign.
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• Let M D ¹x 2 R2 W jxj < 1º be the disk. Let u 2 C 2. xM n ¹0º/ be any stationary
solution of the Euler equations satisfying u > 0 on xM n ¹0º. Then u is a circular flow
u D v.r/e� with v 2 C 2 having a strict sign.

In Theorem 3.3, we have highlighted just a couple results of [98,99] – termed Liouville
theorems – which show symmetry of solutions having a certain structure. We remark that
it is an interesting open issue (conjectured in [99]) whether on the disk domain it is enough
to say u 2 C 2. xM n ¹zº/ for some interior point z 2M with u > 0 on xM n ¹zº to conclude
that z must be the origin and u must be circular.

In a similar spirit to Theorem 3.3, there is the recent work [96] which establishes
radial symmetry for all compactly supported single signed vorticity distributions on R2,
as well as for more singular vortex sheet configurations [95]. Free boundary fluid bodies
also exhibit strong forms of rigidity [39, 99].

Note that the flows of Theorem 3.3 are not isolated from other stationary solutions,
since one can find nearby shear/radial flows in any given C 1 neighborhood. However,
this theorem shows that stationary solutions without stagnation points are isolated from
any non-shear stationary solution of the equations in C 1 (e.g., from cellular flow (3.3)
and cat’s-eyes (3.4)). It is important to emphasize that without the assumption of no
stagnation points, shear flows are no longer isolated and that these statements depend
strongly on topology. For instance, Lin and Zeng [138] showed that Couette flow u.x/ D

.x2; 0/ is isolated from non-shears in the H s , s > 3=2 topology while there exist non-
shear cat’s-eye vortices arbitrarily close in the s < 3=2 topologies. Coti Zelati–Elgindi–
Widmayer [47] showed that Kolmogorov flow uK.x/ D .sin.x2/; 0/ is not isolated from
non-shear steady states even in the analytic topology, showing an extreme example of the
effect of stagnation. However, the work of [47] also showed that the assumption of non-
stagnation is not always necessary for isolation by showing that all (Sobolev H s , s > 5)
neighboring solutions to Poiseuille flow u0.x/ D .jx2j

2; 0/ are shear flows.
One can ask about the “flexibility” of steady states more systematically. For example,

say one wants to find nearby steady states corresponding to a slight change in the vorticity,
a wrinkling of the domains (slight changes of the background metric), or a wiggling in the
boundary of the vessel (see Figure 3.1).




M0 M

 0  0 ı 

�1

Figure 3.1. Deformation of periodic channel M0 and streamfunction  0 by 
 .
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There have been a number of results recently on the flexibility of stationary solutions.
Here we discuss the implications for a large class of stable steady states. Specifically, let
M0 � R2 and  0WM0 ! R be any streamfunction satisfying:

(H1) The vorticity !0 D � 0 D F0. 0/ satisfies F 00. 0/ > ��1.M0/.

(H2) There exists c 0 > 0 such that 8 c 2 image. 0/ one has �.c/ � 1=c 0 where

�.c/ WD

I
¹ 0Dcº

d`
jr 0j

: (3.6)

The purpose of hypothesis (H1) is to ensure something slightly stronger than (H0),
namely that the operator L be positive definite. Hypothesis (H1) is guaranteed for all
known stable states (e.g., (3.5) and constant vorticity). Hypothesis (H2) ensures that the
period of revolution of fluid parcels along streamlines (the travel time) is bounded. This
condition is satisfied for any base flow without stagnation points on multiply connected
domains. A sufficient condition on simply connected domains to ensure it holds is that
there is a unique critical point where the vorticity does not vanish !0 ¤ 0. Such solutions
are flexible:

Theorem 3.4 (Structural stability of stable states [38]). Let ˛ > 0 and k � 3. Let
.M0; g0/ be a compact two-dimensional Riemannian submanifold of R2 with C k;˛

boundary. Suppose  0 2 C k;˛.M0/ satisfies (H1)–(H2) on .M0; g0/ with vorticity profile
F0 2 C

k�2;˛.R/. Then there are constants "1; "2; "3 depending only on M0; F0; g0 and
k 0kC k;˛ such that if .M; g/ is a compact Riemannian manifold and �WM0 ! R withR
D0
� dvolg0 D Volg.D/ and gWM0 ! R2 satisfy

k@M �@M0kC k;˛ � "1; k��1kC k;˛.M0/
� "2; kg�g0kC k;˛.M0/

� "3;

then there is a diffeomorphism 
 WM0 ! M with Jacobian det.r
/ D �, and a function
F WR!R close in C k�2;˛ to F0 so that  D  0 ı 
�1 2 C k;˛.M/ and  satisfies (3.1)–
(3.2) on .M; g/. Thus, u D r? is an Euler solution on .M; g/ satisfying (H1)–(H2)
nearby u0 whose vorticity is ! D F. /.

Theorem 3.4 generates solutions with the same streamline topologies of the base state
since the new streamfunction  is on the orbit of the base  0 in the group of area-
preserving diffeomorphisms.8 This result is built on the previous works of [29, 198].
Wirosoetisno and Vanneste [198] proved that shear flows without stagnation points on
the channel can be deformed to domains with wiggled boundaries. This analysis can be
extended also to circular flows on annuli or with single critical points on the disk, showing
that all the steady states of Theorem 3.3 are flexible to deformation of the fluid vessel.
Choffrut and Šverák [29] gave a full characterization of the steady states nearby certain

8As we will describe in Section 3.3, this fact is useful for constructing isochronal steady solutions
(having time-periodic flowmap) on domain nearby disks/ellipses.
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ones satisfying a version of (H1) on annular domains by showing that they are in one-
to-one correspondence with their distribution functions, i.e., for all !0 sufficiently close
to !, there exists a unique stationary solution on the orbit O!0 WD ¹!0 ı ' W ' 2D�.M/º

in the group of area-preserving diffeomorphisms. That stationary states come in such rich
families is a truly infinite-dimensional feature of the Euler equations.

We remark in passing that, in the opposite direction, Ginzburg and Khesin [92, 93]
show that if M is a simply connected planar domain and !0 is Morse, positive and has
both a local maximum and minimum in the interior, then O!0 contains no smooth Euler
steady state. Izosimov and Khesin [109] later gave necessary conditions on the vorticity
!0 to have a smooth steady Euler solution on O!0 for any metric, as well as a sufficient
condition for the existence of a steady solution for some metric.

It is important to note that hypothesis (H0) or (H1) are not strictly needed for the
conclusions of Theorem 3.4 to hold if the kernel of L can be well understood. This
is demonstrated by the work of Coti Zelati–Elgindi–Widmayer [47] for Kolmogorov
flow uK.x1; x2/ D .sin.x2/; 0/. These shear flows are eigenfunctions of the Laplacian
having vorticity F0. K/ D � K. The operator L K WD � � F 00. K/ has a non-trivial
kernel Ker.L K/ D span¹sin.x1/; cos.x1/; sin.x2/; cos.x2/º. Nevertheless, nearby non-
shear solutions can be found by a Lyapunov–Schmidt scheme in which, to deal with
this degeneracy, extra degrees of freedom from the kernel are introduced within the
construction.

All of the above results point to Euler equilibria being non-isolated from one another.

Problem 1. Show that there is no steady 2D Euler solution ! 2 C 1 that is isolated in C 1

from other stationary solutions (modulo symmetries).

If isolated steady states did exist, then the ray generated by scaling would be a
candidate attractor for the Eulerian dynamics either forward or backward in time.

We now begin our discussion of dynamics nearby steady states. We first recall the
famous theorem of Arnold showing that certain large-scale structures (which include
monotone shear flows on the channel and radial vortices with decreasing vorticity on the
disk or plane) do persist for all time under evolution. It reads:

Theorem 3.5 (Arnold [4–6,8]). Let M � R2 be a simply connected domain with smooth
boundary. Let u� WD r? � be a steady solution of Euler with the property that !� WD
r? � u� D F. �/. If F is single valued and

��1.M/ < F 0. / < 0 or 0 < F 0. / <1 (3.7)

where �1 > 0 is the smallest eigenvalue of �� in M , then ! is nonlinearly stable in the
L2.M/ norm. That is, for any ı > 0, there is an " WD ".ı/ such that for all !0 2 L1.M/

satisfying k!0 � !�kL2 < " and with equal circulations at the boundary of � to v, then
kSt .!0/ � !�kL2 � ı for all t 2 R.

The two ranges in (3.7) are referred to as type I and type II. The result holds also for
multiply connected domains if we restrict to perturbations which conserve the circulation
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along the boundaries. See the recent work of Gallay and Šverák for a detailed discussion
of this theory for radial vortices [89]. We note also that similar results can be established
for other nonlinear fluid equations [104].

We remark that, since Arnold stable solutions come in infinite-dimensional families
according to Theorem 3.4 and the results of [29], the asymptotic behavior of the long-
time limits can be extremely difficult to determine. Some results and conjectures in this
direction are deferred to Section 3.4.

Proof. For a suitable H WR! R to be chosen, we introduce the functional

AŒ!� D
1

2

Z
M

juj2 dx C
Z
M

HŒ!� dx:

We want AŒ!� to be locally convex/concave and coercive with respect to the L2 norms
of the velocity and vorticity in a neighborhood of the critical point. Recall, coercive with
respect to a norm means that control on the energy functional controls the norm. Since F
is strictly decreasing for type I flows and increasing for type II flows, it is invertible and
we can H such that H 0Œ!� D F �1.M/ and

H 00Œ!� D 1=F 0
�
F �1.M/

�
:

It follows that H is strictly concave if the type I condition holds and strictly convex if the
type II condition holds.

Note that A is invariant under the Euler flow (energy and enstrophy are conserved).
For !0 2 L1.M/, denote !.t/ D St .!0/ and u.t/ D KM Œ!.t/�. Then

AŒ!0� � AŒ!�� D AŒSt .!0/� � AŒ!��:

We next write

AŒSt .!0/� � AŒ!�� D
1

2

Z
M

�
ju.t/j2 � ju�j

2
�

dx C
Z
M

�
HŒ!.t/� �HŒ!��

�
dx

D
1

2

Z
M

�
ju.t/j2 � ju�j

2
�

dx

C

Z
M

�
HŒ!.t/� �HŒ!�� �H

0Œ!��.! � !�/
�

dx

C

Z
M

H 0Œ!��.! � !�/ dx:

Using the fact that H 0Œ!�� D F �1.!�/ D  �, and that u?� D �r �, we haveZ
�

H 0Œ!��.! � !�/ dx D
Z
M

 �r
?
� .u � u�/ dx D

Z
M

�
ju�j

2
� u� � u

�
dx;

since  �j@M D 0. Thus we obtain

AŒ!0��AŒ!�� D
1

2

Z
M

ju.t/�u�j
2 dx C

Z
M

�
HŒ!.t/� �HŒ!�� �H

0Œ!��.!�!�/
�

dx:
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By concavity/convexity of H , we have the following bounds

type I: �
c

2
.!�!�/

2
� HŒ!� �HŒ!�� �H

0Œ!��.!�!�/ � �
C

2
.!�!�/

2;

type II:
C

2
.!�!�/

2
� HŒ!� �HŒ!�� �H

0Œ!��.!�!�/ �
c

2
.!�!�/

2;

for appropriate constants 0 < c < C <1. Recalling Poincaré’s inequality,

�1

Z
M

ˇ̌
u.t/�u�

ˇ̌2 dx �
Z
M

ˇ̌
!.t/�!�

ˇ̌2 dx;

we deduce that

type I: AŒ!�� � AŒ!0� �
C � 1=�1

2

Z
M

ˇ̌
!.t/�!�

ˇ̌2 dx;

type II: AŒ!0� � AŒ!�� �
c

2

Z
M

ˇ̌
!.t/�!�

ˇ̌2 dx:

For type I steady states, C > 1=�1 giving coercive control. Thus the kinetic energy and
the enstrophy of the perturbation are uniformly bounded by data with

jAŒ!0� � AŒ!��j .
Z
M

j!0 � !�j
2 dx;

thereby completing the proof.

A consequence of this result together with interpolation is that ! is Lyapunov stable
in the same sense in Lp.M/ for p 2 Œ2;1/. However, the dynamics of the Euler equation
in the spaces Lp.M/ is not understood for p < 1. Global existence of solutions with
initial data !0 2 L2.M/ is known [55, 112] but not uniqueness. In fact, Euler is known
to possess multiple weak solutions emanating from !0 2 L

p with p <1, at least in the
presence of an external force (see Vishik [194]). As such, Arnold’s stability theorem is
an “a priori estimate” rather than a true dynamical stability [5]. In view of this, it is of
interest to understand the stability properties of stationary solutions in spaces on which
Euler is a well-defined dynamical system. This question was asked in the context of the
space L1 by Yudovich [202, Question 6a] of Arnold stable solutions. Unfortunately, L2

stable Euler states are not, in general, stable in the L1 topology (see Remark 3.8 below).
Here we give an example of a Banach space,X , on which Euler is a dynamical system

and Arnold stable solutions (in fact, any L2 stable solutions) are Lyapunov stable in theX
topology. Specifically, letX DX.M/ be the space consisting of all functions f 2Lp.M/

for 2 � p <1 which are finite in the norm:

kf kX D

1X
pD2

kf kLp

p.log.p//2
: (3.8)

Observe that kf kX . kf kL1 whenever the right-hand side is bounded. It is also not
difficult to check that this is an existence and uniqueness class for the 2D Euler equation.



T. D. Drivas and T. M. Elgindi 24

Indeed (see Lemma 3.7 below), kf kY . kf kX where Y is the Yudovich space defined
by (2.26) in which Euler is globally well-posed [200]. Since allLp with 1� p <1 norms
of vorticity are conserved for solutions in Y , one has k!0kX D k!.t/kX and !.t/ 2 X for
all t 2 R.

We show that if !� 2 X is the vorticity of a steady Euler solution which is stable in
L2 (e.g., satisfies Arnold’s conditions (3.5)), then it is stable in X :

Theorem 3.6. Let !� 2X be a stationary state of the 2D Euler equation that is Lyapunov
stable in L2.M/. Then, !� is Lyapunov stable in X .

Proof. Fix " 2 .0; 1/. Since !� 2 X , there exists N" > 1 so that

1X
pDN"

k!�kLp

p.log.p//2
<
"

4
:

Thus, if !0 2 B"=4.!�/ in the X topology and !.t/ WD St .!0/, we have

1X
pDN"

k!.t/kLp

p.log.p//2
<
"

2
for all t � 0;

by conservation of the Lp norms. Since !� is stable in L2, for each � > 0, there exists
ı� > 0 so that k!� � !0kX < ı� implies

k!� � !.t/kL2 < � for all t � 0:

This follows since the X norm controls the L2 norm. Now, by interpolation, if 2 � p �
N" � 1 we have 

!��!.t/

Lp � 

!��!.t/

N"�pN"�2

L2



!��!.t/

 p�2
N"�2

LN"

< �
1

N"�2 max
®

!��!.t/

LN" ; 1¯

� �
1

N"�2N".log.N"//2:

Thus, we obtain



!��!.t/

X � N"�1X
pD1

k!��!.t/kLp

p.log.p//2
C

1X
pDN"

k!�kLp C k!.t/kLp

p.log.p//2

< �
1

N"�2 .N"/
2.log.N"//2 C

3"

4
:

Choosing � D ."=4N 2
" log.N"/2/N"�2; we find k!��!.t/kX < " for all t � 0.

Lemma 3.7. We have the following inclusions: L1 � X � Y .
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Proof. The first inclusionL1 �X is obvious. To see thatX � Y , note that for any f 2X
there exists a subsequence ¹piºi2N with pi !1 such that

kf kLpi � C log.pi /

for some constant C > 0. We aim to show that kf kLp � C 0 log.p/ on the whole sequence
for a possibly different constant C 0 > 0. Indeed, fix any q 2 Œpi ; piC1�. By interpolation,
we have

kf kLq � kf k

piC1�q

piC1�1

L1
kf k

q�1
piC1�1

LpiC1
:

Now note that for all m sufficiently large we have

log.n/
m�1
n�1 � log.m/ for all n � m:

Thus, for all i sufficiently large, we have for all q 2 Œpi ; piC1� that

kf kLq � kf k

piC1�q

piC1�1

L1
C

q�1
piC1�1 ln.q/ � max¹kf kL1 ; 1; C º ln.q/:

This proves that f 2 Y .

We remark that stability trivially holds for the phase spaceX� given by (2.24) endowed
with the L2 topology. However, the space X in Theorem 3.6 reflects a stronger topology
for which allL2 stable steady states are Lyapunov stable and for which particle trajectories
are controlled (since ! 2 X implies u is Osgood).

Remark 3.8 (Nonlinear stability inL1). There exist particular stationary solutions which
possess stronger stability properties. For example, in a simply connected domain, every
flow with constant vorticity (Couette flow on the periodic channel) is nonlinearly stable in
L1 since there is no “stretching” of a vortical perturbation. In view of this fact, one may
ask whether or not stability inL2 can be promoted to stability inL1 in general [155,202].
This is not the case. For example, consider the Rankine vortex, which is the stationary
solution !� D 1B1.0/. The vortex patch is known to be nonlinearly stable in L2 for a
certain class of perturbations [195, Section 7]. However, it is not stable in L1. To see
this, consider an initial condition of two patches, the Rankine vortex and a small patch
of intensity " outside. The presence of the second patch immediately shifts the Rankine
vortex, resulting in anO.1/ change in L1. On the other hand, this example reflects a kind
of ill-posedness (in the sense of Hadamard, a lack of continuity of the solution operator
St WL

1 ! L1) for the Cauchy problem in L1. We note that if !� is continuous, then
St WL

1 ! L1 is continuous at !�. A natural question is:

Question 2 (Yudovich [202]). Does there exist a continuous L2 stable steady state !�
that is unstable in L1?

Theorems 3.5 and 3.6 shed some light on the Eulerian dynamics on the phase spaceX .
Systems that cover all accessible phase volume are sometimes called ergodic, mixing or
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stochastic. Ergodicity is often invoked to predict the asymptotic behavior as maximizers of
some entropy functional defined on the phase space – we shall briefly return to this point in
Section 3.4. An immediate corollary of Theorems 3.5 and 3.6 is the failure of ergodicity in
this sense in theX phase space due to the presence of Lyapunov stable equilibria. Another
example of failure of ergodicity is the existence of wandering points. This is the subject
of the subsequent section (Section 3.2). We remark that it is possible that neither of these
phenomena exclude the possibility of ergodicity in a weak-� sense. Establishing that this
is not the case is the essence of Problem 4.

We close this section with one final open question:

Question 3. Let .M; g/ be a compact two-dimensional Riemannian manifold without
boundary (e.g., S2 with the round metric or T2 with the flat metric). Do there exist any
non-trivial stable steady Euler solutions?

In the above, the perturbations should have trivial harmonic component. We should
remark that the first eigenfunctions of Laplacian (harmonics) on any such manifold are
stable, but these are necessarily constant and thus are trivial. Desingularized periodic point
vortex lattices [3, 164, 192] may be interesting to investigate in the context of Question 3.

3.2. Wandering: Non-recurrence in infinite dimensions

In this section, we discuss another truly infinite-dimensional feature of perfect fluid
motion. We first recall the notion of non-wandering from finite-dimensional dynamics,
which takes the form of the Poincaré recurrence theorem:

Theorem 3.9 (Poincaré recurrence). Let .X;†;�/ be a finite measure space and 'WX 7!
X be a measure-preserving transformation. For any E 2 † (the sigma algebra of mea-
surable subsets of X ), the measure

�
�®
x 2 E W 9N 2 N such that 'n.x/ … E for all n > N

¯�
D 0:

This says that in a finite measure space, the images of a positive measure set under a
measure-preserving transformation will be forced to intersect the original set repeatedly.
This behavior should be contrasted with that of wandering:

Definition 3.10 (Wandering inX ). LetX be Banach space and St WX ! X for t 2R be a
dynamical system. A given ! 2X is called a wandering point if for all initial conditions in
a neighborhood k!0 �!kX � ", there is a moment T > 0 such that the solution emanating
from any such !0 leaves that vicinity forever after, i.e., kSt .!0/� !kX > " for all t > T .
The dynamics has a wandering neighborhood U in X if St .U /\ U D ; for all t > T for
some T WD T .U /.

There are various finite-dimensional approximations to the Euler equations (see, e.g.,
[143, Chapter 5]); for example, the Galerkin approximation [142], Sullivan’s fluid algebra
models [185], the Kirchhoff point vortex approximation [122], and lattice models [189].
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An application of the Poincaré recurrence theorem (Theorem 3.9) can be used to show
that some of these finite-dimensional approximations are non-wandering. For example,
energy-preserving Galerkin truncations form a dynamical system on a sphere in Rm

where m is the number of Fourier modes retained. For some such truncations, the motion
preserves the Euclidean volume on spherical shells (Liouville theorem). Sullivan’s fluid
algebra models and Zeitlin’s approximation [203] also all have this property. Thus,
the Poincaré recurrence theorem applies and almost every moving point returns to a
neighborhood in which it started repeatedly. We remark that this same property allows
Galerkin Euler to support a Gibbs measure (Gaussian measure) since the flow is tangent
to the L2 spheres and the Euclidean volume is preserved on spherical shells (which are
preserved). This measure corresponds to a k2 equipartition energy spectrum. This so-
called Liouville theorem was proved first by Burgers [20] and then by Lee [133] and
Hopf [106]. Sullivan [187] establishes the result for fluid algebra models [185] and uses it
to motivate a conjecture about almost-sure well-posedness in the zero-viscosity limit.

The non-wandering behavior implied by Poincaré recurrence relies crucially on the
space X in Theorem 3.9 being finite and finite-dimensional. Despite the fact that certain
finite-dimensional approximations to Euler are volume-preserving, an example of wan-
dering points for the infinite-dimensional Euler equations in the unit L1 ball phase space
(recall from the discussion around Theorem 2.12 that X� is a compact metric space pre-
served by the Euler dynamics) was given by Nadirashvili.

Theorem 3.11 (Nadirashvili [157]). Let M D Œ��; �/ � Œ0; 1� be the periodic channel.
There is a scalar field � 2 C1.M/ such that for any " > 0 sufficiently small, there exists
a finite time T WD T ."/ so that any initial condition satisfying k!0 � �kL1 < " wanders
in L1, i.e., kSt .!0/ � �kL1 > " for all t > T .

In Nadirashvili’s original paper, he works on the annulus with a circular flow having
zero vorticity (streamfunction  .x/ D ln jxj). The ideas are the same. The significance of
this result is that it establishes the existence of data !0 2 L1 (those satisfying !0 2 O� )
such that the Euler solution St .!0/ is not ergodic on O!0 \ ¹E D E0º where O!0 is the
orbit of !0 in the group of area-preserving diffeomorphisms:

O!0 WD ¹!0 ı ' W ' 2 D�.M/º;

and ¹E D E0º is the collection of vorticity fields with equal energy. This set is the natural
phase space for a given datum !0, and incorporates all known conservation laws of
the Euler equation. Failure of ergodicity in this sense is relevant to the applicability
of statistical hydrodynamic theories of long-term behavior, see further discussion in
Section 3.4. We remark that there have been recent developments establishing wandering
(rather, non-approaching) in 3D Euler [116, 117].

Proof. We first construct the field � . Let v.x/ D .x2; 0/ be Couette flow (any L2 stable
shear flow can generate such an example). Note that the field is solenoidal r � v D 0,
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tangent to the boundary v � Onj@M D 0, with circulations
H
¹yD1º

v � d` D 2� and
H
¹yD0º

v �

d` D 0 and has vorticity � WD r? � v D �1.




B

G

y

x

Figure 3.2. Setup for Nadirashvili’s example. Here g could be supported on G and the blue lines
represent the velocity field of the Couette flow. The set B is the grey region.

Consider the sets (see Figure 3.2)

B D Œ0; �� � Œ0; 1�; 
 D ¹��=2º � Œ0; 1�:

Let h 2 C1.M/ be any scalar function hWM ! R satisfying

hj
 � 1=2; hjB D 0; khkL1 � 1: (3.9)

Thus, h is supported entirely in the white region of Figure 3.2, and is non-trivial on the
line 
 . For ı � 1, define � 2 C1.M/ as a perturbation of the Couette vorticity

� WD �C ıh:

It follows that �jB D �1. For any g 2 L1.M/ such that kgkL1 < 1 and let

!0 D � C "g for "� 1: (3.10)

For instance, g could be supported in the regionG � B of Figure 3.2. It follows by (3.10),
(3.9) and kgkL1 < 1 that we have

k!0 � �kL1 � "; k!0 � �kL1 � "C ı; !0j
 > �C ı=2 � ": (3.11)

Consider !.t/ WD St .!0/. The perturbed vorticity z! WD ! � � is transported:

@t z! C u � r z! D 0;

z!jtD0 D ıhC "g;

where u D KM Œ!�. Thus, we find that

k!.t/ � �kL1 � "C ı;

showing that Couette flow (as any constant vorticity solution) is stable in L1 topology
for vorticity. We now appeal to the following elementary lemma:



Singularity formation in the Euler equation 29

Lemma 3.12. Let M D Œ��; �/ � Œ0; 1� and u 2 C 1.M/ be divergence-free r � u D 0
with u � Onj@� D 0 and with

H
¹yD0º

u � d` D 0. Then for some C WD C.M/ > 0

kukL1 � Ckr
?
� ukL1 :

In fact, the stronger result that kukC˛ � C.˛/kr? � ukL1 for all ˛ 2 Œ0; 1/ holds by
Schauder theory (see, e.g., [91]). As a consequence of Lemma 3.12,

ku.t/ � vkL1 � C."C ı/

since by Galilean transformation, a small constant velocity can be removed to ensure the
circulation on the bottom boundary be zero. Now we take ı and " sufficiently small so that

ku.t/ � vkL1 � 1=4: (3.12)

This velocity field u.t/ defines an area-preserving diffeomorphism ˆt of the periodic
channel withˆ0 D id. Since the velocity is tangent to the walls u2.t/jyD0;1 D 0,ˆt maps
the boundaries to themselves. Note that from (3.12) we deduce

u1.t/jx2D0 � 1=4; u1.t/jx2D1 � 3=4 (3.13)

so that the smallest relative velocity is min¹yD1º u1.t/ �max¹yD0º u1.t/ � 1=2 for all t .
We now consider the image of the line 
 under the flow 
.t/ WDˆt .
/. Due to the relative
speeds along the top and bottom boundary, we find (3.13)

dist.
.t/jx2D1; 
.t/jx2D0/ � t=2:

Combined with the fact that the domain is periodic in x 2 Œ��; �/, this shows that for

G.t/


1.t/

B

Figure 3.3. Representation of a possible evolution 
.t/. Here the dashed red line is the evolution
of the line 
 if the problem were linear (with velocity 3=4 at the top and 1=4 at the bottom, the
worst-case scenario). A possible region G.t/ WD ˆt .G/ is also shown.

large enough time we have that the curve must partially occupy the region B forever after:


.t/ \ B ¤ ; for all t > 2�: (3.14)

See Figure 3.3 for a depiction of a possible evolution. It is enough to wait until the image
of the curve wraps once around the torus – the longer time elapses, the more the image
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G.t/

1.t/

B B

Figure 3.4. The unwrapped evolution on the covering space of the cylinder.

will become wrapped. This fact can be clearly seen by lifting to a covering space of the
cylinder, see Figure 3.4.

To complete the proof, we note that since vorticity is transported !.t/ D !0 ı ˆ�1t ,
we have from (3.11) that

!.t/j
.t/ > �C ı=2 � ":

It follows from (3.14) that for all t > 2� , the above implies that

k!.t/��kL1 � k!.t/��kL1.B/ > ı=2 � ";

since �jB D � D �1. For any " < ı=4, k!.t/ � �kL1 > " establishing the claim.

We should remark that two distinguishing features of Nadirashvili’s setup is that
the domain of the fluid has boundary and a non-trivial fundamental group. Elgindi and
Jeong [71] showed in the case of the trivial fundamental group, when boundary is present,
the boundary of a large chunk of a vortex patch can play the role of an essential curve
(see Figure 3.5) and an infinite spiral can form. To show this, one must use the fact that
the velocity vanishes at the corner of the domain and so particles cannot pass through to
different sides of the square’s boundary. This idea can establish the existence of wandering
points on simply connected domains with corners.

U0

�0

Figure 3.5. Spiral formation in the case of the square [71, Figure 4].
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On M D T2, Shnirelman proved that a typical trajectory of the Euler equation is
wandering. He works with Lagrangian description rather than the Eulerian, rephrasing
Euler with initial data !0 as

d
dt
.ˆ; !0/ D

�
KT2 Œ!0 ıˆ

�1� ıˆ; 0
�
;

where we used !.t/ WD !0 ı ˆ�1 and where KT2 is the Biot–Savart law on T2. Rather
than working in Hölder or Sobolev spaces, Shnirelman works with Besov spaces, Bs2;1.
Note thatH s � Bs2;1 �H

s� for any s > 0. It is proved that X s WD Bs2;1 �B
s�1
2;1 defines

a suitable phase-space for the pair .ˆ � id; !0/ provided s > 3 for all time. The main
result is:

Theorem 3.13 (Shnirelman [179]). For s > 3, there exists an open and dense set Y s �X s ,
such that each .ˆ; !0/ 2 Y s is contained in a wandering neighborhood.

The main difference between the above result and the one of Nadirashvili is that
Shnirelman’s theorem takes place at the level of particle configurations ˆ, not velocity
fields u WD KT2 Œ!0 ıˆ

�1�. Seemingly, a wandering neighborhood in configuration space
(at the level of the Lagrangian flowmap) is not inconsistent with non-wandering in phase
space (at the level of the vorticity field), and so the results are complementary. Finally,
the dynamics are not uniformly-in-time bounded in theX s topology, unlike the L1 phase
space of Theorem 3.11.

Problem 2. Show that there exist wandering neighborhoods in the phase space L1 of
vorticity on compact domains without boundary (e.g., M D T2 or S2).

These domains should be somehow generic, in the spirit of Theorem 3.13.

3.3. Strife: Instability and infinite-time blow-up

As discussed in Section 3.1, Arnold established a form of dynamical stability in his
works [4, 5]. Namely, if !� is a stationary solution satisfying one of two so-called Arnold
stability conditions, then it is Lyapunov stable in the L2 topology (Theorem 3.5). This
can be promoted to a true dynamical stability in a suitable phase space X (Theorem 3.6
herein). On the other hand, in stronger topologies such as C ˛.M/ or H s.M/ for s > 0,
stationary solutions – especially those identified by Arnold – are known to be strongly
unstable. In fact, a behavior which is believed to be typical is a gradual deterioration
of smoothness or infinite-time blow-up. Namely, solutions can have the property that
k!.t/kC˛.M/ ! 1 as t ! 1 thereby leaving the C ˛ phase space at infinite time.
Physically, such roughening is the result of a process of the stretching, folding and
filamenting of vortex lines by coherent velocity structures and is the signature of the direct
cascade of enstrophy to small scales, see Figure 3.9.

In this direction, the Nadirashvili’s argument [157] of wandering in Theorem 3.11
can be modified to provide a simple example of sustained growth. The construction is
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on the periodic channel for a constant vorticity steady Euler solution !�. Such a state is
nonlinearly stable has the property that its velocity field exhibits a fixed “gap,” i.e., the
particles on top boundary ¹x2 D 1º are moving strictly faster than those moving along the
bottom ¹x2 D 0º. Below we state the result for shear flows on M D T � Œ0; 1� but this
is non-essential: constant vorticity steady states on a fluid vessel which is topologically
annular would work.

Theorem 3.14 (Growth in C ˛ near constant vorticity states). Let M D T � Œ0; 1� and
˛ > 0. Let !� be a constant-vorticity steady Euler solution with

ut� WD min
x12T

u�
ˇ̌
x2D1

> max
x12T

u�
ˇ̌
x2D0

DW ub�:

For any 0 < " � 1, there exists � 2 C1.M/ with k� � !�kC˛.M/ < ", a time T WD
T .";M; ut� � u

b
�/ and a constant C WD C.�;M; ut� � u

b
�/ > 0 such that

kSt .
0/ � �kC˛.M/ � "C t
˛ for all k
0 � �kC˛.M/ < ":

Proof. The setup is along the same lines as the proof of Theorem 3.11. For simplicity set
ut� D 1 and ub� D 0. Define a pair of curves traversing the channel


1 D ¹��=2º � Œ0; 1�; 
2 D ¹��=4º � Œ0; 1�:

Let
hj
1 � 1=2; hj
2 � 1=4; khkC˛ � 1:

Set � WD !� C "h for 0 < "� 1. We take initial data


0 D � C "g;

where g 2 C ˛.M/ with kgkL1 < 1=4. Define the rectangle delimited by 
1; 
2 as

A D Œ��=2;��=4� � Œ0; 1�:


1 
2 GA

y

x

Figure 3.6. Setup for example of growth. Here g could, e.g., be supported onG and � has non-trivial
support on 
1 and 
2. The set A is the area contained between 
1 and 
2.

We claim that the distance between the images of the two lines 
1 and 
2 under the
Lagrangian flow ˆt decreases. This will be used to deduce growth of the C ˛ norms since
the curves carry different values of vorticity (since the background is constant).
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Lemma 3.15. Let 
i .t/ D ˆt .
i / for i D 1; 2 where ˆt is the Lagrangian flow corre-
sponding to the solution with initial vorticity 
0. Then

dist.
1.t/; 
2.t// �
8A

t
: (3.15)

Proof. First note that for any p > 2, interpolation and L2-stability yields

ku.t/�u�kL1 � Ck!.t/�!�kLp � 2Ck!.t/�!�k
p�2
p

L1 k!.t/�!�k
2
p

L2
:

By choosing "� 1 sufficiently small, it follows that for all t 2 R,

u1.t/jx2D0 � 1=4; u1.t/jx2D1 � 3=4:

Letting xti .t/ D 
i .t/jx2D1 and xbi .t/ D 
i .t/jx2D0, on the covering space of M (see
Figure 3.4) we have the ordering

xb1.t/ < x
b
2.t/ <

t

4
and xt2.t/ > x

t
1.t/ >

3t

4
:

Assume now for contradiction that the result (3.15) is false. Fix x 2 .1
4
t; 3
4
t /. Let y1.x/

be the lowest x2-value of any point on the line x D x0 intersecting 
1.t/ and y2.x/
be the highest x2-value on the line x D x0 intersecting 
2.t/. By continuity and by the
assumption, the vertical line Œy1.x/;y1.x/C 8A

t
� is in the domain. See, e.g., Figure 3.7. On

the other hand, by volume preservation and Fubini’s theorem, we arrive at a contradiction

jAj �

Z 3t=4

t=4

Z 1

0

�A �

Z 3t=4

t=4

8A

t
dx > 2jAj:

G.t/


1.t/

2.t/

y

xx0

Figure 3.7. Cartoon of the evolution spiraling around the torus. Dashed purple vertical line indicates
the point where the distance between the lines is smallest.

With Lemma 3.15, the result follows after noting that for some c > 0 we have

k!.t/kC˛ �
j!.t; y1.t// � !.t; y2.t//j

jy1.t/ � y2.t/j˛
�

c"t˛

.8A/˛
;

where !.t/ WD St .
0/ and y1.t/ and y2.t/ are as above (endpoints of purple line in
Figure 3.7).
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There has been subsequent work exhibiting this type of behavior (often stated for
the gradient of the vorticity) on domains with the boundary [13, 107, 113, 124, 126, 157,
172, 201], on the torus [53, 54, 204] near stationary solutions and the plane near a vortex
dipole [31]. The works [113, 157, 201] provide linear-in-time growth rates whereas the
others provide superlinear growth rates, with [126] on the domain of a disk standing out as
the sole example of double-exponential growth from smooth data of the vorticity gradient,
saturating the bound (2.23). The result is:

Theorem 3.16 (Kiselev–Šverák [126]). Let M be the unit disk. There exists smooth
initial datum !0 with kr!0kL1=k!0kL1 > 1 such that the Euler solution !.t/D St .!0/
satisfies for all t 2 R the lower bound

kr!.t/kL1.M/

k!0kL1
�

�
kr!0kL1.M/

k!0kL1.M/

�c exp.ck!0kL1.M/jt j/

(3.16)

for some constant c > 0.

Remark 3.17. The original paper of Kiselev–Šverák [126] finds data for which (3.16)
holds for all t > 0. The case of all t 2 R follows by a simple modification.

In generality (nearby arbitrary steady states), little is known about infinite-time blow-
up. However, the following theorem due to Koch [128] establishes a strong form of
nonlinear instability:

Theorem 3.18 (Koch [128]). Every stationary solution !� 2 C 1;˛ of the two-dimensional
Euler equation whose Lagrangian flow is not periodic in time is nonlinearly unstable
in C ˛ . Specifically, for all M and ", there exists a time T WD T .M; "/ and a solution
!.t/ D St .!0/ with the property that

k!0 � !�kC˛ � "; while k!.T / � !�kC˛ �M:

The idea of the proof is that the vorticity of a perturbation is transported by the volume-
preserving flowˆt up to a lower order (compact) term. If the gradient of the corresponding
Lagrangian flow is large at some point, then derivatives of the perturbation can be large.
The gradient of the Lagrangian flow of the steady state !� grows unboundedly large unless
it is periodic in time – i.e., !� is the vorticity of a so-called isochronal [155,201]. Towards
a contradiction, stability in the C ˛ topology of the vorticity gives Lipschitz stability of the
flowmap. As such, unbounded growth of the base flow means nearby solutions have a large
stretching factor at a fixed late time. The perturbation is designed to exploit this stretching,
yielding instability. It would be interesting to extend Theorem 3.18 to supercritical (in the
sense that the dynamics are uncontrolled) spaces.

Problem 3. Let X be any space compactly embedded in L2. Show that any smooth
stationary solution !� of the two-dimensional Euler equation whose Lagrangian flow is
not periodic in time is nonlinearly unstable in X .
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It would be interesting to prove first the above statement for X D H s with s > 0.
We remark that the analogous instability statement in 3D would be for X be any space
compactly embedded in L2 of velocity (rather than vorticity) and it appears to be much
harder due to the lack of control on the dynamics there.

t D 0

t D 1
3
T

t D 2
3
T

t D T

Figure 3.8. A fluid “clock” which is right at least twice a day: isochronal flow with period
T D 12 hrs. Clock hands are made of Lagrangian particles seen at the different times.

The assumption of the Lagrangian flowmap being non-periodic is not always neces-
sary. For example, the trivial solution has periodic flowmap but is clearly is unstable in the
sense of Theorem 3.18. We call those velocity fields with periodic flowmaps isochronal:

Definition 3.19. We say that a Hamiltonian  WM ! R or its corresponding Hamiltonian
vector field u D r? WM ! R2 is isochronal if the flowmap ˆt it generates via P̂ t D
u ıˆt is time-periodic.

An interesting family of isochronal flows are elliptical vortices with constant vorticity,
see [155]. Specifically, let M be an elliptical vessel with major axis a > 0 and minor axis
b > 0. This family is defined by the streamfunctions

 .x1; x2/ D
1

2

��x1
a

�2
C

�x2
b

�2�
(3.17)

which correspond to Euler solutions having constant vorticity � D .a2 C b2/=.a2b2/.
One member of this family is the radial solid-body rotation vortex discussed in
Remark 2.4. Having constant vorticity, these steady states are stable in L1. The travel
time (3.6) �.c/ D 2�ab along each streamline ¹ D cº is manifestly independent of c
and thus these flows are isochronal.

Although Theorem 3.18 does not directly apply, it can be shown that members of
the family of elliptical vortices are not isolated (see Definition 3.2) from non-isochronal
steady states in the C ˛ topology on vorticity [155]. As such, they too are nonlinearly
unstable. It seems reasonable to conjecture that all steady states are unstable in C ˛ .
A natural starting point for addressing this question would be to characterize Euler flows
having this isochronal property. In certain cases, this can easily accomplished:
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Lemma 3.20. LetM D ¹x W jxj � 1º be the disk. There exists a unique smooth isochronal
Euler flow (up to scaling), corresponding to solid body rotation.

Proof. If  WM !R is an isochronal streamfunction for a Hamiltonian vector field on xM ,
then it possesses exactly one critical point (otherwise, there will be a curve along which
the velocity u D r? vanishes, and so the period would need to be zero making u is
everywhere trivial). Being a stationary solution of Euler imposes r? � r� D 0 in M
(vorticity equation) and @� j@M D 0 (non-penetration condition). Since  2 C 2.M/ has
a single critical point, there is a C 1 function F WR! R such that

� D F. / in M;

 D 0 on @M:

See, e.g., [39, Lemma 5]. Clearly  cannot change sign in M (it otherwise would
contradict  having a unique critical point). It follows from the symmetry results of
Gidas–Ni–Nirenberg [90] that  is radially symmetric  D  .jxj/. The only (up to
scaling) circular isochronal flow is solid body rotation  .jxj/ D 1

2
jxj2.

In light of Lemma 3.20, since the isochronal flow is nearby (in any topology) circular
solutions which are not isochronal, we have:

Corollary 3.21. All steady Euler solutions on the disk are unstable in C 1;˛ .

Yudovich conjectured that the elliptical family, of which solid body rotation is a mem-
ber, are the unique isochronal Euler solutions having constant vorticity [201]. However,
preliminary computations of ours based on expanding the analytic Euler solutions with
constant vorticity about the center critical point suggests there exists another branch of
steady states that are isochronal, having domains which terminate at one with non-smooth
boundary. As such, the situation may not be so simple. Nevertheless, we ask:

Question 4. For each simply connected domain M � R2, is there at most one (modulo
scaling) smooth isochronal flow?

A rough motivation for this question is as follows. Steady Euler solutions can be
constructed by finding a scalar function  sharing the same level sets as its Laplacian,
the vorticity ! D � . Imagine starting with a single-level curve (say the boundary of
the domain) and “evolving” away to form a steady Euler solution. Thus there is one
degree of freedom at each level of  , since the vorticity can be an arbitrary function
of the streamfunction. On the other hand, the condition of isochronality removes a degree
of freedom, so by naive counting one should obtain at most one flow for suitable initial
conditions.

More substantial support comes from the following simple fact: given an isochronal
flow with streamfunction  0, new isochronal flows can be generated by finding other
stationary Euler solution on the orbit of the streamfunction  0 in the group of area-
preserving diffeomorphisms.
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Lemma 3.22. Let M0 � R2 and suppose that  0WM0 ! R is a C 1 streamfunction
of an isochronal Hamiltonian vector field on M0. Let M � R2 with jM j D jM0j be
diffeomorphic to M0. Any element  of

O 0 WD ¹ 0 ı ' for any 'WM !M0 smooth area-preserving diffeomorphismº

is a streamfunction  WM ! R of an isochronal Hamiltonian vector field on M .

Proof. Suppose that  0 is isochronal with travel time �0.c/ D �0 (defined by (3.6)).
If M0 is simply connected, then  0 has one isolated critical point so that its level sets
foliate M0. If it is doubly connected, it has no critical points, and there do not exist
isochronal Hamiltonian vector fields on domains with more than one hole. In any case,
call rang. 0/D Œa; b�. By the coarea formula, we have for any f 2 L1.Œa; b�/ the identityZ

M0

f . 0.x// dx D �0

Z b

a

f .s/ ds:

Let M be a deformation of M0 having equal area. Any  2 O 0 takes the form  D

 0 ı 

�1 where 
 WM0 !M . Consequently, we haveZ

M

f . .x// dx D
Z
M

f
�
 0
�

�1.x/

��
dx D

Z
M0

f . 0.x// dx D �0

Z b

a

f .s/ ds:

Choosing f .x/ D �Œa;c�.x/, we obtain an identity on the area enclosed by  -levels:

Area.¹ � cº/ D �0.c � a/: (3.18)

Finally, we recall the general identity (see, e.g., [171, Section 4.1] or [38, Appendix E])

�.c/ D
d

dc
Area.¹ � cº/: (3.19)

It follows from (3.18) and (3.19) that �.c/ D �0 is constant.

Using Lemma 3.22, we can exhibit a non-trivial family of isochronal Euler solu-
tions. Specifically, let  0 be the streamfunction for a isochronal steady Euler solution
with �0.c/ D �0 on M0 � R2 satisfying the stability condition (H1). For example, one
can take M0 to be an ellipse and  0 to be the constant vorticity isochronal stream-
function (3.17) on M0. Let M be a slight deformation of M0 having equal area (here
we can also “wrinkle” the domain M by varying the Riemannian metric). By Theo-
rem 3.4 there exists a steady Euler streamfunction on M of the form  D  0 ı 


�1

where 
 WM0!M is an area-preserving diffeomorphism [38]. Since  2O 0 , this shows
that for all sufficiently small deformations M of an elliptical domain M0, there exists
at least one isochronal flow ! D � on M . The algorithm producing the new solu-
tion via Theorem 3.4 gives a unique diffeomorphism 
 WM0 ! M and thus offers some
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support to Conjecture 4. It is conceivable that all isochronal Euler solutions can be con-
structed in this way, tracing out a path from solid body rotation on the disk. Since all
isochronal flows constructed in this way continue to satisfy (H1), they are non-isolated
from non-isochronal steady solutions and thus unstable in C 1;˛ according to Koch’s The-
orem 3.18.

We finally remark that the issue of characterizing flows with the isochronal property
subject to various constraints arises in the classical subject of constructing the tautochrone
curve, in Hamiltonian dynamical systems [24] and even has applications to problems in
engineering [9].

Returning to the issue of long-term growth, it is natural to suppose further that all
steady (at least) Euler solutions should be infinitely unstable in C ˛ and that this behavior
should be generic. This conjecture was enunciated by Yudovich (1974), [113, 201], quote
from [155]:

“There is a ‘substantial set’ of inviscid incompressible flows whose vorticity
gradients grow without bound. At least this set is dense enough to provide the loss
of smoothness for some arbitrarily small disturbance of every steady flow.” [155]

We express this conjecture as follows:

Conjecture 1 (Yudovich [113]). No steady solutions of the Euler equations are stable in
C 1;˛ . Moreover, for any steady state !� 2 C ˛ and any " > 0, there is a k!0 � !�kC˛ � "
such that k!.t/kC˛ !1 as t !1.

A stronger form of the above conjecture reads: for any steady state !� 2 C ˛ and any
" > 0, in any "-neighborhood N of !� in C ˛ there exists an open set B � N such that all
!0 2 B have k!.t/kC˛ !1 as t !1.

Here we show that Koch’s instability argument can be used to prove generic long-
time growth nearby certain stable steady states. Given !0 2 C ˛.M/; we may consider the
solution map St .!0/ taking !0 to the unique Euler solution at time t that is equal to !0 at
time t D 0: It is not difficult to see that St is not continuous on C ˛ . Despite this, we have
the following lemma.

Lemma 3.23. The map kSt .�/kC˛.M/WC
˛.M/! RC is lower-semi-continuous for any

t 2 R.

Proof. If a family of continuous initial vorticities !n ! !0 in C ˛.M/ (even in C.M/),
we have that !n.t/! !.t/ uniformly. The result then follows easily from the definition
of the C ˛ norm.

Remark 3.24. While it is not difficult to show that St .�/ is not continuous on C ˛ , it is
not immediately obvious whether the quantity jSt .�/jC˛ is continuous. However, lower
semi-continuity is sufficient for our purposes.
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In what follows, all balls are in the fixed C ˛ topology and B" will be a given ball
in C ˛ .

Theorem 3.25. Assume that for every !0 2 B" we have that the corresponding
Lagrangian flow-map satisfies krˆtkL1 � c.t/, for some growth function c.t/ ! 1
as t !1. Fix a function ı.t/! 0 with ı.t/c.t/˛ !1. Then, there is a dense set of !0
in B" for which

sup
t

kSt .!0/kC˛

ı.t/c.t/˛
D C1:

Proof. Call the set of !0 satisfying the conclusion U. Now let

UN D

°
!0 2 B" W sup

t

kSt .!0/kC˛

ı.t/c.t/˛
> N

±
:

By lower semi-continuity of the norm, this is an open set in the C ˛ topology. Now we
will show that it is dense using the result of Koch [128] (Theorem 3.18 herein). Indeed,
by Koch’s main theorem (Theorem 3.18), given !0 2 B", and any T; � > 0, there exists �
with k�kC˛ < � for which, for t D T , we have

kSt .!0 C �/kC˛ �
1

2
�c.T /˛:

Thus, take � as small and T large so that 1
ı.T /
� 4��1N: Then,

kSt .!0 C �/kC˛

ı.T /c.T /˛
� 2N:

It follows that !0C � 2UN . Thus UN is dense inB". Now letB be any ball with xB �B".
xB is a complete metric space. The sets UN \ xB are open and dense in xB . Thus, by the
Baire category theorem,9°

!0 2 xB W sup
t

kSt .!0/kC˛

ı.t/c.t/˛
D C1

±
WD U \ xB D

1\
ND1

UN \ xB

is dense in xB . The result follows.

Remark 3.26. This result can be applied within symmetry classes. As such, it might be
used to prove generic (within symmetry) fast growth.

A direct corollary of Theorem 3.25 is generic growth near stable steady states.

9Note that the step of intersecting with xB is just to emphasize that the Baire category theorem applies
to open subsets of complete metric spaces, even though open subsets are not usually complete. In fact,
intersecting with a closed ball “inside” of the original ball is just the first step of the proof of the Baire
category theorem.
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Corollary 3.27 (Generic loss of smoothness near stable steady states). LetM �R2 be an
annular fluid domain. Fix ˛ > 0 and let !� 2 C ˛. xM/ be an Arnold stable Euler solution
such that the boundary travel times are not equal. Then there exists " > 0 such that the set°

!0 2 B".!�/ W 9c > 0 so that sup
t

k!.t/kC˛

jt j˛�
D C1

±
contains a dense set in B".!�/.

Proof. The argument in Theorem 3.14 shows that the gradient of the Lagrangian flowmap
for any perturbation grows at least linearly. We then apply Theorem 3.25.

We also announce a stronger result for a class of M-stable stationary solutions. These
are non-isochronal L2 stable stationary solutions possessing an isolated global maximum
or minimum at either or single point or at the boundary. Here generic loss of smoothness
can be definitively established:

Figure 3.9. Numerical simulation of slightly viscous Navier–Stokes with viscosity � D 10�6 on T2

exhibiting spiral formation. Shown are heatmaps of the vorticity field at subsequent times, with
rightmost panel at t WD 0:0025 � t� where t� WD 1=�. Initial data !0 D !� C !00 is a perturbation
!00.x; y/ WD sin.x/ sin.y/ exp.�100 � j cos.x/2 cos.y/2 � 1

4 j
2/ of the cellular flow !�.x; y/ WD

sin.x/ sin.y/. See [45]. For perturbations with odd-odd symmetry, !� is nonlinearly stable under
Euler evolution.10

Theorem 3.28 (Generic loss of smoothness nearM-stable steady states [59]). LetM �R2

be a bounded fluid domain. Fix ˛ > 0 and let !� 2 C ˛. xM/ be a M-stable Euler solution.
Then there exists " > 0 such that the set®

!0 2 B".!�/ W 9c > 0 so that k!.t/kC˛ � cjt j˛ for all t 2 R
¯

contains an open and dense set in B".!�/.

102D-Euler software by N. C. Constantinou and T. D. Drivas: httpsW//github.com/navidcy/2D-Euler. For
simulation video, see httpsW//www.youtube.com/watch?v=25Md9qxIReE.

https://github.com/navidcy/2D-Euler
https://www.youtube.com/watch?v=25Md9qxIReE
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The basic idea of the proof is that, since the vorticity is non-constant, the Eulerian
stability strongly constrains the motion of particles in the direction transverse to the
vortex lines. Thus, if the state is not isochronal, then particles starting near different
streamlines of the base steady solution will experience a differential rotation which causes
that increased separation over time (in a covering of the domain). As such, what is really
required is that, away from regions where the solution is locally isochronal, the vorticity
is not identically constant. In that case, provided it is not isochronal, the solution is
generically infinitely unstable in C ˛ . This allows us to establish indefinite shearing of
the Lagrangian flowmap for a full neighborhood of time-dependent solutions nearby the
steady state. Using this we show for any ı > 0 there exists � 2 Bı.!�/ such that for " > 0
sufficiently small, any !0 2 B".�/ gives rise to !.t/ D St .!0/ having the property

k!.t/kC˛ � ct
˛

for some c WD c.�/ > 0. The result now follows.
The strongest in this line of conjectures dispenses with the assumption of proximity to

steady states:

Conjecture 2. For each !� 2 C ˛ and any " > 0, there is a k!0 � !�kC˛ � " such that
k!.t/kC˛ !1 as t !1.

In fact, a more severe form of singularity formation might be generic (see Conjecture 3
below) and is related to the asymptotic portrait of the motion.

3.4. Asymptotic picture: “Entropy” decrease

In this section, we give a mathematically precise but conjectural picture of generic
behavior at infinite time (either C1 or �1) for 2D Euler solutions. We should take a
moment to discuss what is observed from numerical simulations and physical experiment.
Starting from almost any initial data, large-scale coherent structures are robustly seen
to emerge as time progresses through a process of vortex merger. The formation and
persistence of these structures are sometimes understood to be a manifestation of the
inverse energy cascade. See Figures 3.10 and 3.11 for two “typical” examples of such
behavior on the torus T2 (see [154] for more impressive examples on the sphere S2).
These observations indicate that a great deal of diversity is lost in the long-time behavior
– the vorticity portrait on T2 always begins to resemble some very special subset of phase
space consisting of a collection of coherent vortices wandering around the domain. It is
tempting to view this apparent “contraction” in phase space as a decrease in entropy,
roughly understood as a measure of diversity of a set.11 Together with the detailed
structure of the limiting profiles, understanding these phenomena from first principles (as
properties of long-time limits of solutions of the 2D Euler equations) is a major challenge.

11We stress that this apparent decrease of diversity is in the phase space. As discussed in Section 2.1,
there is an alternative description of fluid motion in its configuration space in the group of area-preserving
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Figure 3.10. Emergence of a vortex dipole at long times in a simulation a slightly viscous Navier–
Stokes.12

Figure 3.11. Emergence of a vortex tripole pair at long times in a simulation of slightly viscous
Navier–Stokes.13

There has been a great deal of activity in this direction under the name of “statistical
hydrodynamics” [147, 159, 163, 184]. Specifically, under an implicit assumption on the
uniform validity of finite-dimensional approximations for long times together with an
assumption of ergodicity of the finite-dimensional dynamics, they predict that “end states”
are thermodynamic equilibria which arise from maximizing a certain entropy14 measuring
the available phase space of a given configuration on a fixed momentum and energy

diffeomorphisms D�.M/. In principle, “entropy” could flow from the phase space variables (which is what
we typically observe in nature and simulation) to the configuration space variables. This configuration space
is known to have infinite diameter diamD�.M/D1 [77,178], and so it can absorb an arbitrary amount of
entropy. In this way, one might be able to understand irreversibility at infinite time in terms of this transfer
of diversity within the two descriptions of fluid motion. We owe this remark to A. Shnirelman (private
communication).

12For simulation video, see httpsW//www.youtube.com/watch?v=-YdEYumSSJ0.
13For simulation video, see httpsW//www.youtube.com/watch?v=a3ENdIy1WL0.
14We remark that the entropy which is maximized in these theories is associated to the distribution of

vorticity in space. Were it not for the constraint imposed by conservation of energy and momentum, the
maximum entropy state in this sense would be a uniform mixing, i.e., replacing the vorticity by its average
over the entire flow domain. It is a very different measure than from the notion of entropy discussed above in
connection to the lack of diversity of end states in the infinite-dimensional phase space of available vorticity

https://www.youtube.com/watch?v=-YdEYumSSJ0
https://www.youtube.com/watch?v=a3ENdIy1WL0
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surface. Lars Onsager, a pioneer in these ideas, painted the following picture in the context
of the point-vortex dynamical system:

“: : : vortices of the same sign will tend to cluster – preferably the strongest ones
– so as to use up excess energy at the least possible cost in terms of degrees
of freedom. It stands to reason that the large compound vortices formed in this
manner will remain as the only conspicuous features of the motion; because the
weaker vortices, free to roam practically at random, will yield rather erratic and
disorganized contributions to the flow.” [159]

Indeed, Onsager’s conjectured picture is a remarkably accurate description of the late
stages of numerical simulations of the continuum system (see, e.g., the final panels in
Figures 3.10 and 3.11). However, in practice, these equilibrium theories often predict
that the fluid will settle down to a steady solution which is completely determined by
its momentum and energy together with possibly the vorticity distribution function of its
initial data. This prediction is in contradiction with simulations and experiments which
indicate that the flow can, and generally does, retain time dependence asymptotically.
For example, Figures 3.10 and 3.11 which are initiated with Gaussian random data seem
to have associated end states which are time dependent and are different despite having
comparable initial energy/vorticity distribution. On the other hand, in Figure 3.9, the flow
is started near a steady state and appears to relax back to equilibrium in a weak sense.

There are a number of possible causes for the failure of statistical hydrodynamic the-
ories to capture this aspect of fluid flows. The issue mainly resides in the commutation of
two limits,N !1 (from finite- to infinite-dimensional) and t !1 (long time). Assum-
ing the finite-dimensional dynamics are sufficiently ergodic,15 these theories predict that
the long-time behavior at fixedN will spend the majority of its time around the maximizer
of the entropy (maintaining the aforementioned constraints). A leap of faith is taken when
it is asserted that the infinite-dimensional system therefore displays the same behavior.

For the infinite-dimensional dynamics, wandering neighborhoods exist [157, 179]
(Theorems 3.11 and 3.13), along with infinite-dimensional families of Lyapunov stable
solutions [4, 5] (Theorems 3.4, 3.5 and 3.6). Most severely, there are examples of fluid
flows which exhibit mixing (loss of compactness) which means that the Euler system
is “open” in the sense that information (say enstrophy) can be lost through infinite
frequency in the limit of long time. This subtle behavior is intrinsically linked to the
infinite dimensionality and cannot be captured by its finite-dimensional approximations.
All of the above are instances of non-equilibrium behavior of a mechanical system and, as
such, there is no good reason to expect theories built on equilibrium considerations to be
realistic.

configurations. Thus, there is no contradiction in fluid motion increasing the former while decreasing the
latter.

15There are instances in which the finite-dimensional dynamics are known to not be ergodic (see [114]
for results on the point-vortex system), although the presence of multiple ergodic components in the phase
space by itself may not invalidate the conclusions of equilibrium theories [80].
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Shnirelman built a theory which embraced this infinite-dimensional aspect of fluid
motion [177] (see also [58]). This theory made the concrete prediction that, if Euler is
“maximally mixing” up to constraints imposed by the conserved integrals (momentum,
energy, etc.), then the long-time behavior is described by an Arnold stable stationary flow.
Despite its more realistic setting, this prediction is also in seeming contradiction with
numerical simulations starting far from equilibrium (although it may be appropriate near
stable equilibria, see Figure 3.9).

This points toward the apparent fact that the Euler dynamics is not generally com-
pletely effective at mixing. Rather, solutions can become “trapped” in time-dependent
regimes which can indefinitely avoid further mixing. While the end states may be (and by
many observations, are) a very rich and complicated set, there may exist a precise math-
ematical framework which can effectually capture the spirit of the above discussion. Our
considerations are motivated by the following two conjectures concerning fluid flows on
bounded planar domains M � R2:

Conjecture 3 (Šverák [190]). Generic initial data !0 2 L1.M/ gives rise to inviscid
incompressible motions whose vorticity orbits ¹!.t/ºt2R are not precompact in L2.M/.

The precise meaning of “generic” in the above statement is to be elucidated. It may
also be better to use the space X introduced by (3.8) herein in regards to the genericity
statement above as X is a separable Banach space and has the property that a unit
ball in X is invariant for the Euler dynamics at finite times. Conjecture 3 represents an
objective form of creation of “small-scale” vorticity. In particular, it implies that a form
of mixing or self-averaging must occur in the limit of infinite time somewhere in the flow
domain, although in no way implies that the dynamics perform this mixing as efficiently
as possible.

Conjecture 4 (Shnirelman [182]). For any initial data !0 2 L1.M/, the collection of
L2.M/ weak limits of the orbit ¹!.t/ºt2R consists of vorticities which generate L2.M/

precompact orbits under 2D Euler evolution.

Conjecture 4 asserts that there exists a genuine (weak) attractor for the 2D Euler
equations, the !-limit set defined16 by

�C.X�/ WD
[

!02X�

�C.!0/; �C.!0/ WD
\
s�0

¹St .!0/; t � sº
�
: (3.20)

which is made up entirely of those orbits which “do not mix at infinity.” Examples of
such orbits are stationary [6], time-periodic [102], quasi-periodic [48] and perhaps also
chaotic [52], states.

16This definition of the !-limit set of the phase space slightly different from the standard one used in
dynamical systems which includes also the weak-� limit points of sequences of initial data. This definition
has the property that the !-limit set of the phase space is the entire phase space and as such cannot capture
the irreversible features of 2D fluid motion. On the other hand, the set (3.20) is quite possibily a meager
portion of the phase space, in line with Conjectures 3 and 4.
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Taken together, Conjectures 3 and 4 give a precise notion of “entropy decrease” for
perfect fluids in the long-time limit – a “second law of thermodynamics” for 2D Euler. By
this we mean that it gives some quantification of the apparent fact that the velocity fields
of long-lived states (whose orbits according to Conjecture 4 are precompact) represent a
“sparse” set in the entire L1 phase space (whose orbits according to Conjecture 3 are
generally not precompact). See Figure 3.12 for a cartoon involving the !-limit set of the
phase space X� defined in (2.24).

St W

X� X�

�C.X�/ D

Figure 3.12. Euler preserves the unit L1 ball X� (2.24) for all finite time St WX�! X�. However,
the !-limit set �C.X�/ (2.25) of the entire phase space can be sparse.

A beautiful refinement to Shnirelman’s Conjecture 4 is given by the recent work of
Modin and Viviani [152, 154] which postulates some structure of the precompact orbits
which form�C.X�/. They conjecture, based on careful numerical simulations of Euler on
the sphere using a refinement of Zeitlin’s method [203], that the portrait of fluid motion
in the limit t ! 1 consists generically of N blobs where N is the maximum number
of point vortices on the fluid vessel M for which the dynamics is integrable (given the
macroscopic characteristics; energy, circulation, momentum). The subsequent motion of
the center of masses of these blobs is described approximately by the point vortex system.
See Figures 3.13 and 3.14 (kindly provided by Klas Modin) for an empirical support of
this conjecture. We remark also that [153, Conjecture 1] posits necessary conditions for
the point vortex dynamics on a two-dimensional Riemannian manifold with symmetry
group G to be integrable.

A much simpler problem than Conjectures 3 and 4 is the following:

Problem 4. Show that �C.X�/ ¤ X�.

While there are very few rigorous results concerning 2D Euler which survive for all
time, there are two which must be mentioned in connection with these conjectures. First
is a result of Šverák which establishes that, for each initial datum !0 2 L

1.M/, there
exists at least one element of its !-limit set (one long-time limit) which corresponds to
a L2 precompact orbit [190], lending some support for Conjecture 4. Next, there is one
setting for which both of these conjectures are proved to be correct in some sense. At
this moment, these results pertain only to flows near certain equilibria on the periodic
channel T � Œ0; 1� or its unbounded analogue T � R. This work on inviscid damping,
initiated with the celebrated paper of Bedrossian and Masmoudi [13], show that in an open
neighborhood (in a Gevrey-1

s
for s 2 .0;1� topology with regularity quantified by the scale
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t D 4 st D 0 s t D 318 s

t D 326 st D 322 s t D 330 s

Figure 3.13. Evolution of vorticity for Euler equations on the sphere, with randomly generated,
smooth initial data. After a transient stage, where vorticity regions of equal sign undergo weak
mixing, a dynamically stable configuration of 3 vortex blobs emerge. These blobs continue to
interact, yielding quasi-periodic trajectories well approximated by 3-point vortices on the sphere.
That 3 blobs emerge seems to correspond to integrability conditions: on the sphere N point vortex
dynamics is integrable for N � 3, and in general non-integrable for N � 4.17

t D 4 st D 0 s t D 247 s

t D 295 st D 271 s t D 319 s

Figure 3.14. Evolution of vorticity for Euler equations on the sphere, with randomly generated,
smooth initial data chosen so that the total angular momentum vanishes. A dynamically stable
configuration of 4 vortex blobs emerge. The trajectories of these blobs are well approximated by
4-point vortices on the sphere. That 4 blobs emerge seems to correspond to integrability conditions:
on the sphere N point vortex dynamics with vanishing momentum is integrable for N � 4.18

of norms kf kG�Is D ke
�jrjsf kL2 ) of any sufficiently smooth monotone shear flow, the

solutions starting from any initial data (with the sole exception of other stationary states)

17For simulation video, see https://play.chalmers.se/media/0_sqc7dy3t.
18For simulation video, see https://play.chalmers.se/media/0_eik8wnab.

https://play.chalmers.se/media/Sphere+simulation+smooth+data/0_sqc7dy3t
https://play.chalmers.se/media/Sphere+simulation+vanishing+momentum/0_eik8wnab
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converge weakly but not strongly in L2 back to equilibrium as time goes to infinity [107].
The following is the (rough) statement:

Theorem 3.29 (Bedrossian and Masmoudi [13]). Let M D T � Œ0; 1� or T � R. There
exists an "0 WD "0.�; �0/ such that if


u0 � �x2

0

�



L2
C k!0 � 1k

G
�I 12
D " < "0;

then there is a profile !1 2 G�
0I 12 corresponding to a (possibly different) shear flow such

that the solution converges weakly-� in L1.M/ to this equilibrium, i.e., !.t/ *� !1 as
t !1. Moreover, there is an open set of data such that

• k!.t/kC˛ � "t
˛ for all ˛ > 0, t 2 R,

• k!1kL2 < k!0kL2 .

This has been generalized by Ionescu and Jia [107] and Masmoudi and Zhao [145] to
hold for the class of monotone shear flows, i.e., u� WD .v.x2/; 0/ where v 2 C1.Œ0; 1�/
is a monotone function. To some extent, similar phenomena can be established also in
the radial vortex setting [12, 108]. Theorem 3.29 and the like are the only ones to fully
characterize the !-limit sets (2.25) for Euler, albeit for very smooth perturbations of
special equilibria. Specifically, if !� is a monotone shear on T � Œ0; 1� or T � R, then
for k!0 � !�k

G
�0; 12
� 1, one has

�C.!0/ D ¹!1º;

where !1 WD !1.!0/ is a (slightly modified) shear flow nearby !�. The convergence
happens weakly, not strongly, in L2 for an open set of data, so some amount of mixing
definitively occurs in accord with Conjecture 3. Moreover, they show that certain full
neighborhoods in the Gevrey phase space relax to equilibrium at long time, confirming
Conjecture 4 in this context. Of course, in this setting much more can be said, but far
from equilibrium one may hope that two conjectures in concert are as robust as seem the
phenomena which they describe.

4. 3D fluids: Finite-time singularity formation

We now move to discuss the issue of finite-time singularity in solutions to the Euler
equation. This problem has been considered by many authors in different contexts. For
the purposes of this article, we will discuss analytical results in the following categories:

• Necessary conditions for blow-up.

• Lower-dimensional models.

• Blow-up of infinite energy solutions.
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• Self-similar blow-up.

As we discuss each of the above issues, we will mention relevant numerical simulations
that have helped to guide the analytical studies.

4.1. Background, 1D models and special solutions

4.1.1. Necessary conditions for blow-up. The local existence and uniqueness of solu-
tions in C 1;˛ and a wide variety of function spaces is not difficult to establish using the
basic energy estimate

d
dt
kukX � CXkrukL1kukX ; (4.1)

enjoyed by smooth solutions to the Euler equation. It follows also that a necessary
condition for blow-up at some time T� is that

lim
t!T�

Z t

0

krukL1 D C1: (4.2)

This result is somewhat unsatisfying since to determine whether there is a blow-up in a
particular scenario, or likewise to find a good candidate for a blow-up, one must study the
behavior of the whole matrix ru. This approach is limited by our poor understanding of
the corresponding pressure term D2p.

An important improvement on the basic blow-up criterion (4.2) is that of Beale, Kato,
and Majda [11]. In particular, they observed that there is a little more than a logarithm of
room in the basic energy estimate (4.1) while there is only a logarithmic loss in replacing
krukL1 by kr � ukL1 , since we know that div.u/D 0. While this improvement appears
on the surface to be merely technical, it is actually paradigmatic in that we now only need
to study the evolution of the vorticity ! D r � u. Indeed, ! now evolves by the equation:

@t! C u � r! D ! � ru;

and in fact the equation is closed due to the fact that

u D .��/�1r � !:

There are, strictly speaking, “better” analytical blow-up criteria than the BKM (see,
for example, [160]). However, the BKM criterion is the best in that it gives us something
concrete to look for, pointwise growth, on a quantity, !, whose evolution is understand-
able.

A second important improvement is due to Constantin, Fefferman, and Majda [40].
This criterion answers the basic question: Can a 3D Euler solution blow up in a two-
dimensional way? Since 2D Euler solutions are global, the answer should be “no” in a
general setting. In particular, the authors of [40] proved that if the velocity field u remains
uniformly bounded up to the blow-up time and if the direction of vorticity remains C 1,
then no blow-up can occur. In other words, in order that a singularity occurs, the vorticity
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vector must change direction very quickly. We remark that if a singularity were to occur
at a point where the vorticity vanishes for all t < T� (as occurs in [65]), the direction
of vorticity becomes discontinuous at the time of blow-up. If the vorticity is nowhere
vanishing initially, it is possible that the criteria of [40] could be helpful in ruling out
blow-up. See Question 5.

A natural question one could ask when discussing blow-up criteria is whether they are
sharp. In fact, it is possible to show that the BKM criterion is actually sharp in several
senses. In particular, if we have a solution with j!jL1 � 1

T��t
as t ! T�, then the BKM

criterion is clearly borderline. This was done in setting of C 1;˛ solutions in [65] and
it is not difficult to deduce that the BKM criterion is actually sharp in the scale of Lp

spaces for general C 1;˛ solutions of the Euler equation. In other words, given p < 1,
there are classical C 1;˛ solutions that remain bounded in Lp uniformly up to the blow-up
time. This phenomenon is present in many of the basic models where we know finite-time
singularity. This is not difficult to show in the 1D Burgers equation, for example. However,
an interesting consequence of [33] and a direct calculation gives the following:

Lemma 4.1. If u is a smooth solution to the 1D Burgers equation:

ut C uux D 0:

Then, if u becomes singular at t D T�, we have

sup
t2Œ0;T�/

kux.t/kL3=2 D C1:

Note that there are smooth solutions to the Burgers equation that becomes singular so
that kuxkLp <1 for any p < 3=2 uniformly up to the blow-up time.

We thus close the section on blow-up criteria with the following conjecture, the
meaning of which is that any smooth Euler solution that becomes singular in finite time
must do so with a minimal intensity. Ideally, one would hope that this conjecture can be
established without a full resolution of the blow-up problem.

Conjecture 5. There exists a universal p� <1 so that if a smooth solution to the Euler
equation ! 2 C1c .R

3 � Œ0; T�// becomes singular as t ! T�, then

sup
t2Œ0;T�/

k!.t/kLp� D C1:

Remark 4.2. If we are looking at C 1;˛ solutions, necessarily p� must depend on ˛ and
p�.˛/!1 as ˛ ! 0. See [67].

4.1.2. Lower-dimensional models: Advection and vortex stretching. Aside from
proving bounds, understanding the dynamics of solutions of the Euler equation presents
a significant challenge in any dimension. In dimension two, the vorticity is transported
by the velocity field that is determined through the Biot–Savart law u D .��/�1r?!.
Because of the simple nature of transport, there are a number of special types of solutions
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one can study to gain intuition about general solutions: one can consider point vortices,
vortex sheets, vortex patches, etc. Such solutions allow us to visualize vortex motion in
two dimensions. In three dimensions the situation is a bit more grim and our understand-
ing is much weaker, the main difference being that vorticity is no longer transported but is
now also “stretched”:

@t! C u � r! D ! � ru: (4.3)

A natural approach to understanding the vorticity equation is thus to simply understand the
equation (4.3) in various settings, forgetting about the link between u and !. It turns out
that a number of the classical models of the Euler equation such as the SQG equation [43]
and other active scalar equations [123], the De Gregorio equation [50], and many others
can be recast in the general form (4.3), the defining feature of the equation being the
relationship between u and !. Even in one-dimensional renditions, the combination of
transport and stretching is significantly richer than just transport.

Before discussing specific examples, it is important to remark that there can be no
model that describes the dynamics of all solutions of the vorticity equation. At best, we
should hope for a model that accurately describes the behavior of some solutions perhaps
in a symmetry class or even more restrictive class. In fact, the more universal of a model
we try to give, the less likely we are to understand it any better than we do the Euler
equation itself. At the same time, there are a few guiding principles we can use to devise
models that may be relevant to some Euler solutions:

• The vorticity is transported and stretched by the same velocity field u. It is not
necessary that u should always be divergence-free since the model may only describe
lower-dimensional dynamics.

• That the velocity field u D .��/�1r � ! is determined through an operator of
degree �1 is important though it could be of even less degree depending on the
scenario.

• The parity between u and ! is important, but also may change depending on the
scenario.

4.1.3. General ideas. We now discuss a little bit the general intuition behind the linear
equation

@t! C u@x! D !@xu; (4.4)

where u is a given time-independent mean-zero function on S1. Let x0; x1 be two
consecutive zeros of u and let us assume that u > 0 in .x0; x1/. while @x.x0/ > 0 and
@xu.x1/ < 0. Then, using a simple calculation, it is easy to show that smooth solutions
of (4.4) in .x0; x1/ can be written as:

!.x; t/ D !.x0; 0/F�.x; t/C @x!.x0; 0/u.x/C�.x; t/;

where
k�kL2 � C exp.�ct/
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and F�.x; t/ is just the solution of (4.4) with data ! � 1 on Œx0; x1�. Note that it is not
difficult to see that F� grows exponentially.

The above decomposition on .x0; x1/ tells us that if u has only finitely many zeros
that are all non-degenerate, the smooth solutions of (4.4) all approach a finite-dimensional
family of solutions exponentially fast. The key to the proof is that !

u
is transported and

any smooth solution to the transport equation

@tf C u@xf D 0

vanishing initially at x0 will decay exponentially in L2.Œx0; x1�/ as t ! 1. What this
means is that smooth solutions to (4.4) evolve almost completely based on the Taylor
expansion of the data near the zeros of u: the constant part is magnified at stationary
points where @xu > 0, the first derivative term is preserved, and the higher order terms
are dissipated. This (linear) behavior appears to be similar to what has been found even in
the nonlinear case and it is tempting to conjecture that this behavior is “universal” even
among nonlinear 1D vorticity equations, the main difference being that what happens in
infinite time for the linear problem may happen in finite time in the nonlinear problem.
We remark that the presence of advection is what leads to a relatively simple dynamics
in (4.4). Without advection, the dynamics of the linear problem would be completely
infinite-dimensional. Let us now discuss two simple nonlinear examples.

4.1.4. Examples and a conjecture. Consider the following projection operator

P1.f / D sin.x/
Z

S1
f .x/ sin.x/ dx:

Now consider the nonlinear problem:

@t! C u@x! D !@xu; (4.5)

u D P1.!/:

Interestingly, we can give a complete characterization of blow-up and global regularity in
this problem. We may write:

u D �.t/ sin.x/; �.t/ D

Z
S1
!.x; t/ sin.x/ dx:

Thus, (4.5) becomes:

@t! C �.t/ sin.x/@x! D �.t/ cos.x/!:

It follows that
@t

� !

sin.x/

�
C �.t/ sin.x/@x

� !

sin.x/

�
D 0:

Thus, letting PXt .a/ D �.t/ sin.Xt .a// with X0.a/ D a, we get that

!.Xt .a/; t/

sin.Xt .a//
D
!0.x/

sin.x/
; H) !.x; t/ D !0

�
X�1t .x/; t

� sin.x/
sin.X�1t .x//

:
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It follows that

�.t/ D
1

2�

Z 2�

0

!0
�
X�1t .x/; t

� sin2.x/
sin.X�1t .x//

dx:

Now let’s solve for X . We get
PXt .a/

sin.Xt .a//
D �.t/. If we let ƒ.t/ D

R t
0
�.s/ ds we get:

d
dt

log.tan.Xt .a/=2// D �.t/ H) log
tan.x=2/

tan.X�1t .x/=2/
D ƒ.t/:

Thus, we obtain
X�1t .x/ D 2 arctan

�
e�ƒ.t/ tan.x=2/

�
:

We now only need to consider

ƒ0.t/ D
1

2�

Z �

��

!0
�
2 arctan

�
e�ƒ.t/ tan.x=2/

�� sin2.x/
sin
�
2 arctan

�
e�ƒ.t/ tan.x=2/

�� dx

D
1

2�

Z �

��

!0
�
2 arctan

�
e�ƒ.t/ tan.x=2/

��eƒ.t/ sin2.x/
�
1C e�2ƒ.t/ tan2.x=2/

�
2 arctan.x=2/

:

Therefore we arrive at the expression:

ƒ0.t/ D
eƒ.t/

4�

Z �

��

!0.: : : /
sin2.x/

tan.x=2/
dx C

e�ƒ.t/

4�

Z �

��

!0.: : : / sin2.x/ tan.x=2/ dx:

Notice, however, that the functions sin2.x/
tan.x=2/ and sin2.x/ tan.x=2/ are smooth 2�-periodic

functions with zero mean on Œ��; ��. This is a key observation. It is now easy to see that
if !0 2 C 1 we have global regularity. Indeed, in the first integral, we use the mean-zero
property of sin2.x/

tan.x=2/ and we get:ˇ̌
!0
�
2 arctan

�
e�ƒ.t/ tan.x=2/

��
� !0.0/

ˇ̌
� C j!0jC 1e

�ƒ.t/ tan.x=2/:

Arguing similarly in the second integral (subtracting !0.�/ this time) we get that

jƒ0.t/j � Ck!0kC 1 ;

for some universal constant C . This bound is sharp since �.t/Dƒ0.t/ can be constant for
all time. We arrive at the following theorem.

Theorem 4.3. C 1 solutions to (4.5) are globally regular and �.t/ is uniformly bounded
for all time in that case.

It is also clear from the above that we can construct !0 2 C ˛ for any ˛ < 1 for which
ƒ.t/ satisfies the bound:

ƒ0.t/ � c exp..1�˛/ƒ.t//:

This leads to a finite-time singularity and the following:
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Theorem 4.4. For any ˛ < 1 there are C ˛ solutions to (4.5) that become singular in finite
time.

It is interesting that the sharp regularity threshold is not C 1 but is rather given by a
(sharp) Osgood-type condition on the modulus of continuity of !0. For example, even
when !0 has a modulus of continuity like r j log r j there is still global regularity.

4.1.5. @xu D P1.!/. We now consider the problem

@t! C u@x! D !@xu; (4.6)

@xu D P1.!/:

This problem may seem to be a trivial modification of the preceding one since the system
simply becomes (after a translation):

@t! C �.t/ sin.x/@x! D �.t/ cos.x/!;

where

�.t/ D

Z 2�

0

!.x; t/ cos.x/ dx:

The strange fact is that smooth solutions to this problem now can develop a singularity in
finite time. This issue is that the parity of the velocity is the opposite of the parity of the
vorticity, in a sense. Indeed, for this problem we arrive at the equation:

ƒ0.t/ D
eƒ.t/

4�

Z �

��

!0
�
2 arctan

�
e�ƒ.t/ tan.x=2/

�� sin.x/ cos.x/
tan.x=2/

dx

C
e�ƒ.t/

4�

Z �

��

!0
�
2 arctan

�
e�ƒ.t/ tan.x=2/

��
sin.x/ cos.x/ tan.x=2/ dx:

The key difference now is that sin.x/ cos.x/
tan.x=2/ and sin.x/ cos.x/ tan.x=2/ are not mean-zero.

The following theorem is an exercise.

Theorem 4.5. There exist analytic solutions to (4.6) on S1 that blow up in finite time.

While the above models appear to be somewhat overly-simplified, we do gain some
very important pieces of information about the dynamics of the general equation

@t! C u@x! D !@xu;

with some functional relation between u and !. Generally speaking, the picture we get is
that:

• Growth of vorticity is coming from the vortex stretching term !@xu.

• The transport term depletes the growth.

• Whether the growth or depletion wins depends on the regularity of the solution and
the parity of the mapping relating u and !.
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The above observations along with the existing results on various models of this type
motivate us to make the following guess about the nature of solutions of the 1D vorticity
equation for general Biot–Savart law ! ! u. As we will discuss below, some aspects of
the conjecture have already been established on a number of non-trivial models.

Conjecture 6. Consider the 1D vorticity equation on S1:

@t! C u@x! D !@xu; u DK.!/;

where K is a non-trivial Fourier integral operator with bounded symbol m satisfying
jm.k/j � C

1Cjkj
.

• In general, H s solutions should develop singularities when s < 3=2.

• If m is odd, there exist analytic solutions that become singular in finite time.

• If m is even, H s solutions must be global whenever s > 3=2.

We have written the bullet points of the conjecture in order of perceived difficulty.
Note that the two models we discussed above exhibit exactly the behavior described in the
above conjecture.

Remark 4.6. It is important to emphasize that the spatial domain in the above conjecture
is S1. When the spatial domain has a boundary such as the case of domains like Œa; b�, the
results of the conjecture do not necessarily hold. In particular, there may be singularities
no matter the parity of m – see [166] as an example.

Let us now move to discuss several of the existing results on non-trivial models that
seem to support the above conjecture.

4.1.6. Overview of results on 1D models of the vorticity equation. As mentioned
above, the first 1D model of the vorticity equation that we are aware of is the model
of Constantin, Lax, and Majda [42], where only the effect of vortex stretching is studied.
A related model is the De Gregorio model:

@t! C u@x! D !@xu;

@xu D H.!/; (4.7)

where H is the Hilbert transform defined on L2.R/ by:

H.f /.x/ D
1

�
P:V:

Z
f .y/

x � y
dy:

Alternatively, we can write:

F .Hf /.�/ D �isgn.�/F .f /.�/;

where F is the Fourier transform. The choice ofH in (4.7) is due to the desire to have the
relation between @xu and ! to be translation invariant, zeroth order, and truly a singular
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integral operator (as opposed to just the identity on the right-hand side, for example).
Numerical computations of De Gregorio himself [50] indicated that solutions to his
equation may be global, but major theoretical advances in this direction were only made
just a few years ago. Since the symbol relating u and ! in (4.7) is even, Conjecture 6
indicates that solutions to the De Gregorio model with high smoothness should be globally
regular while low regularity solutions should become singular. All of the recent advances
in the study of the De Gregorio equation have confirmed these predictions.

In the direction of singularity formation for low regularity data, advances were made
in [72] where self-similar blow-up profiles were constructed via perturbative methods.
These blow-up profiles were studied further in the works [68] and [27] where asymptotic
stability was also established. In the very recent work [25], J. Chen proved the first bullet
point in Conjecture 6 for the De Gregorio model using a different type of perturbative
method that perturbs a steady state to construct a blow-up profile with smoothness C 1�".
In the direction of global regularity, the authors of [111] observed a very interesting
mechanism for asymptotic stability of steady states in the De Gregorio model and gave
the first results on global regularity for non-trivial solutions. Thereafter, it was shown that
non-negative regular solutions are global [134]. Most recently, this was extended to sign-
changing solutions under some symmetry hypotheses [25].

Let us close by remarking that there are several other 1D models of fluid problems
related to 3D Euler [30, 32, 57, 101, 123, 127]. While these models are not models of the
vorticity equation per se, they tend to exhibit several similar features to the models we
described above. One important example that satisfies the assumptions and conclusions of
Conjecture 6 is the equation:

@t! C u@x! D !@xu; @xxu D !:

See [166] for more details.

4.1.7. Symmetry reductions and special ansatzes. A natural first step to understand the
dynamics of real solutions to the Euler equation is to consider solutions in symmetry. The
solution map for the Euler equation enjoys a number of important symmetry properties.
In particular, whenever u is a solution, �; � > 0 are constants, and O satisfies OOt D I,
we have that

1

�
u.�x; t/; Otu.Ox; t/; �u.x; � t/;

are automatically solutions. It follows that solutions belonging to an existence and unique-
ness class must retain symmetries of the above type. Up to now, there are three principle
types of symmetries:

• rotationally symmetric and reflection symmetric solutions;

• scale-invariant solutions;

• self-similar solutions.
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There are also solutions that are a combination of various symmetries. For example,
helically symmetric solutions [79] are obtained through a combination of the translation
and rotation symmetries.

4.1.8. Rotation and reflection symmetries. Rotation and reflection symmetries are
helpful to reduce the complexity of the Euler equation. A particular example is the axi-
symmetry assumption. We let

r D
�
x21 C x

2
2

�1=2
:

Definition 4.7. A velocity field u is said to be axi-symmetric (with respect to x3) if for
all rotation matrices O fixing the x3 axis we have:

u.Ox/ D Ou.x/:

This immediately implies that u3 is a function of r and x3 only. Moreover, expanding
uh D .u1; u2/ in a Fourier series in � D arctan x2

x1
, we see that

uh.r; x3; �/ D
X
k

ukh.r; x3/ exp.ik�/:

Thus, we have thatX
k

ukh.r; x3/ exp.ik.� C ˛// D exp.i˛/
X
k

ukh.r; x3/ exp.ik�/

for all ˛ 2R. It follows that uk
h
6D 0 if and only if kD 1. We have established the following

lemma.

Lemma 4.8. Any L2 axi-symmetric velocity field can be written as:

u D ur .r; x3/er C u� .r; x3/e� C u3.r; x3/e3;

where er D 1
r
.x1; x2; 0/, e� D 1

r
.�x2; x1; 0/, and e3 D .0; 0; 1/.

Now via some simple identities,19 we find that axi-symmetric solutions of the 3D Euler
equation satisfy a simplified equation.

Corollary 4.9. Axi-symmetric solutions u.�; t / of the Euler equation satisfy

@tv C v � rv Crp D
� .u� /2

r
; 0
�
; (4.8)

r � .rv/ D 0; (4.9)

@t .ru� /C v � r.ru� / D 0; (4.10)

where v D .ur ; u3/ and r D .@r ; @3/.

19er � r D @r ; e� � r D @� ; e3 � r D @3, while @ier D @ie� D @ie3 D 0, for i 2 ¹r; 3º, and @�er D
e� ; @�e� D �er ; @�e3 D 0.
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Even though axi-symmetric solutions are governed by a system of two evolution
equations in two spatial variables .r; x3/, the qualitative behavior of solutions remains
largely open. As we shall see below, even in the case where u� � 0 we are able to make
highly non-trivial statements about the dynamics.

4.1.9. Scale-invariant solutions. We now move to discuss scale-invariant solutions. We
start with a formal definition of scale invariance, where the “scale” we choose is obviously
motivated by the Euler equation.

Definition 4.10 (Scale invariance). A velocity field u is said to be scale-invariant if for
every � > 0 we have that

u.�x/ D �u.x/:

Observe that this level of homogeneity is the only one that could possibly be propa-
gated by solutions except perhaps in trivial situations. Surprisingly, these solutions seem
to have only been discovered and analyzed in recent years [64, 66, 69, 70, 73]. One rea-
son appears to be that such solutions are automatically linearly growing at spatial infinity
and are not smooth except in special situations or possibly in domains that exclude the
origin. We remark that it is an interesting problem to classify those solutions that satisfy
the no-penetration boundary condition on annular domains in R3, though it is known that
there is a large number of non-trivial solutions of this type. Let us remark here that the
assumption of scale invariance essentially reduces the complexity of full 3D solutions to
essentially a 2D problem. If it were also possible to combine this with another symmetry
like axi-symmetry, then we would have reduced the problem to a one-dimensional one
that would be more amenable to analysis.

The key difficulty in analyzing scale-invariant solutions is to define the pressure in the
Euler equation:

@tuC u � ruCrp D 0:

In particular, to restrict the Euler equation to scale-invariant solutions we would need to
show that if u is scale-invariant then rp is scale-invariant, where p is determined by:

��p D div.u � ru/: (4.11)

In terms of scaling, it would seem that if u were scale-invariant, then the right-hand side
of (4.11) is 0-homogeneous spatially so that the solution p should be 2-homogeneous. If
this “scaling counting” were rigorous, then we would have no trouble to directly analyze
scale-invariant solutions. Unfortunately, when it comes to the Poisson equation, integer
homogeneity counting is in general false and there need to be logarithmic corrections. In
particular, there exist u that are scale-invariant for which any solution to (4.11) grows like
jxj2 log jxj when jxj !1. The extra logarithm can be viewed as a “resonance” due to the
harmonic polynomials of degree two. In particular, the scaling problem can be solved by
imposing further restrictions on u that ensure that this resonance does not occur. To make
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this precise, let us first make some definitions. First we define

H2 D

°P.x/
jxj2

W P is a harmonic polynomial of degree 2
±
:

Definition 4.11. A function f WSd�1 ! R is said to belong to H?2 ifZ
Sd�1

f .�/h.�/d� D 0;

for all h 2 H2.

The following lemma was established in [73] in the case d D 2, though the proof
carries over word by word to general d � 2.

Lemma 4.12. Let f 2 L1.Rd / and that f .r; �/ 2 H?2 for all r 2 Œ0;1/. Then, there
exists a unique  2 W 2;p

loc
for all p <1 with

� D f;

j .x/j � C jxj2 on Rd , and with  .r; �/ 2 H?2 for all r 2 Œ0;1/.

An important corollary of this lemma is the following:

Corollary 4.13. Given a 0-homogeneous function f 2 H?2 , there is a unique 2-
homogeneous function  2 H?2 solving

� D f:

From the above, it is natural to conjecture that we can give a sense to scale-invariant
solutions as long as the right-hand side of (4.11) belongs to H?2 automatically. It does not
seem that H?2 itself is an invariant set for the solution map; however, using considering
solutions that also satisfy rotational and/or reflection symmetries, we can force the
solutions we consider to be under the domain of applicability of Corollary 4.13. In two
dimensions, there is a very nice analogue of the Yudovich theory that allows for the
analysis of scale-invariant solutions.

Theorem 4.14. ([73]) Given an initial vorticity !0 2 L1 that is m-fold symmetric for
some m � 3, there exists a unique L1 and m-fold symmetric solution to the 2D Euler
equation.

A corollary of this theorem is that every scale-invariant initial data that is 2�
m

-periodic
in � on R2 gives rise to a unique scale-invariant solution. In vorticity form, the equation
takes the form of an active scalar equation on S1:

@tg C 2G@�g D 0; (4.12)

4G C @��G D g:

This equation is globally well-posed in L1. Though some aspects of the long-time
behavior of solutions of (4.12), the long-time dynamics is not yet resolved.
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Problem 5. Establish generic infinite-time singularity formation and convergence to
compact orbits for smooth solutions to (4.12) in the infinite-time limit.

When d � 3, there does not seem to be any analogue of Theorem 4.14 due to issues
of ill-posedness [76]. However, if we add a bit of regularity we can still give a sense to
scale-invariant solutions. To do this, we need to make two definitions, the first describing
admissible symmetry classes and the second regarding regularity.

Definition 4.15. A collection M of orthogonal matrices is said to be an admissible
symmetry class if whenever u 2 C1 is M-invariant, we have that

div.u � ru/ 2 H?2

on every sphere centered at the origin.

Definition 4.16. Given 0 � ˛ � 1, a function f 2 L1.Rd / is said to belong to VC 0;˛ if

jf j
VC 0;˛
WD sup

x 6Dy

ˇ̌
jxj˛f .x/ � jyj˛f .y/

ˇ̌
jx � yj˛

<1:

Now the main theorem in this direction is the following:

Theorem 4.17. Fix 0 < ˛ < 1 and an admissible symmetry class M. Then, the Euler
equation is locally well-posed in the class of velocity fields u that are M-invariant with
ru 2 VC 0;˛ .

Remark 4.18. The interested reader can look at the thesis of I. Jeong [110] and the
papers [64, 69, 70, 73].

As we have already remarked, the utility of this theorem is that scale-invariant
solutions will satisfy a lower-dimensional equation, which should be easier to analyze.
This gives an interesting approach to the blow-up problem that yielded the first examples
of blow-up for finite-energy strong solutions to the 3D Euler equation [69, 70, 74]. We
must remark, however, that there remain numerous interesting problems in this direction.
An important one is:

Problem 6. Does there exist a scale-invariant solution with ru 2 VC1 belonging to an
admissible symmetry class that develops a singularity in finite time?

Here, the space VC1 (as defined in [70]) is the space of functions f 2 C1.R3 n ¹0º/
for which jxjkDkf is bounded for all k D 0; 1; 2; : : : .

4.1.10. Self-similar solutions. Another type of solution that is more amenable to anal-
ysis than full time-dependent 3D solutions are self-similar solutions. In vorticity form,
these are solutions of the form:

!.x; t/ D
1

T� � t
�
� x

.T� � t /�

�
;
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where � 2 R. We remark that the power of 1 on the coefficient 1
T��t

is the only self-
consistent one, as can be readily checked. The value of � is free and there may be different
“branches” of self-similar solutions for different values of �. There are a few important
ideas to keep in mind when studying self-similar solutions:

• � > 0 corresponds to a concentrating profile in which the singularity occurs only at the
origin at t D T�. � < 0 corresponds to an expanding profile in which the singularity
occurs everywhere t D T�. The fact that the time-dependent solution looks like it is
“expanding” or “contracting” does not violate the divergence-free condition.

• It should not be expected that there are self-similar solutions where � decays fast.
In fact, the decay of � should be precisely jxj�� when � > 0. Indeed, the profile
would satisfy an equation of the form:

�C �z � rz� D B.�;�/;

where B is bilinear. Thus, if a decaying solution exists, it must be such that �C �z �
rz� decays faster than � itself. Under some quite soft assumptions, this implies that
the profile decays precisely like jxj��. We do not make this precise (and it may not be
true in full generality since�may oscillate at spatial infinity), but see [72] for example
for some settings where this is made precise.

• Even though self-similar solutions will decay slowly and will have infinite energy in
general, if we have a self-similar solution with � > 0, it is likely that there do exist
finite-energy solutions nearby that behave asymptotically self-similar near the blow-
up time. This even be the case when the solution is “unstable” since the instability
generically would be only finite-dimensional.

Until the recent work [65], it was not known whether self-similar solutions to the
3D Euler equation exist and a complete theory remains elusive. What is clear is that
their analysis is the most promising one available to attack the singularity problem in
general. It is important to emphasize that self-similar solutions are not only useful for the
blow-up problem, but also for numerous other problems related to non-trivial dynamics
of solutions [2, 78, 194]. Note that there are several interesting no blow-up results under
various assumptions on self-similar or nearly self-similar blow-ups (see [21–23]).

4.2. Taming the non-local effects

We now move to discuss the issue of finite-time singularity for the actual 3D Euler
equation, where we recall it in vorticity form:

@t! C u � r! D ! � ru; (4.13)

u D r � .��/�1!:

Though this problem looks significantly more difficult than the corresponding one-
dimensional equations we discussed before, we can still build quite a bit of intuition from
the one-dimensional problems. For the benefit of the reader, we repeat some of these ideas:
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• Growth tends to occur near a stagnation point where ru has a positive eigenvalue.

• The transport term will deplete the growth though this depletion can be overcome
when the vorticity is non-smooth in the expanding direction of u, in the presence of a
physical boundary, or for smooth vorticity without a boundary when parity allows.

In the coming pages we will describe the simplest setting in which the above princi-
ples, coupled with a deeper understanding of the Biot–Savart law

u D r � .��/�1!;

can be successfully applied to give a singularity for “strong” and “classical” solutions
of (4.13). We will also discuss the limitations of the constructions in those settings to
achieve a singularity for smooth data without boundary and move on to discuss one avenue
to get a smooth blow-up solution.

4.2.1. A first look at non-locality. The non-local nature of incompressible fluids is
captured in the pressure term in the velocity formulation and in the Biot–Savart law in
the vorticity formulation. In both cases, the non-local operator involved is the solution to

� D f:

Let us make precise the meaning of this non-locality through the trivial observation
that the Taylor expansion of f at 0 does not determine the Taylor expansion for  
at 0. To be more precise, the terms in the Taylor expansion of  corresponding to
Harmonic polynomials are determined by the global behavior of f while the other terms
only depend on f locally. We have already alluded to this in the discussion around
Corollary 4.13. In fact, as can be expected, the presence of these harmonic polynomials in
the Taylor expansion of f leads to a type of resonance that yields a logarithmic correction.
The above considerations hint at a decomposition of the following type:

��1 D � CR;

where � is a singular part coming only from projection to certain the spherical harmonics
and a more regular part R.

We will start with some examples.

4.2.2. Examples illustrating the behavior on L1. We start with some examples
illustrating the behavior of solutions of � D f .

Radial case. Observe that if
 .x/ D jxjˇ ;

then
� D

�
@rr C

1

r
@r

��
rˇ
�
D ˇ2jxjˇ�2:

Thus, up to a harmonic part, the solution to

� D jxj�
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is
 D

1

.2 � 
/2
jxj2�
 ;

and we are interested in the case 
 ! 0. Thus we see that:

jD2 j � C jxj�
 ;

for C independent of 
 as 
 ! 0. It is in fact possible to show that K restricted to radial
functions is bounded on Lp independent of p and, in particular, on L1.

General homogeneous vorticity. Now we look at more general negative homogeneous
data:

 .r; �/ D rˇm.�/;

where we leave m free for now. Then we see that

� .r; �/ D
�
@rr C

1

r
@r C

1

r2
@��

�
 D

�
ˇ2m.�/Cm00.�/

�
rˇ�2:

At the same time,
jD2 j � .jmj C jm0j C jm00j/rˇ�2:

Thus, singular behavior occurs only when we have

jˇ2mCm00j � jmj C jm0j C jm00j:

This only occurs when: ˇ is, or is very close to, some n 2 N and when ˇ2m.�/Cm00 is
very small. For example,

 .r; �/ D rˇ sin.2�/;

and ˇ close to 2 gives:

� .r; �/ D .4 � ˇ2/ sin.2�/r2�ˇ :

Thus, as ˇ ! 2, we see that jD2 j D O.1/ but � D O.2 � ˇ/.

4.2.3. Expansion of the Biot–Savart law. We now place the preceding calculations in
their proper context. The first is through a lemma about the Taylor expansion of  and
can be seen as a pointwise estimate and the second is in an L2 context.

4.2.4. Pointwise estimates.

Lemma 4.19. Let P2 be the orthogonal projection onL2.Sd�1/ to the spherical harmon-
ics of order 2. Assume that � D f . Then,ˇ̌̌

 .x/ �  .0/ � x � r .0/ � jxj2
Z 1
jxj

P2f .�; �/

�
d�
ˇ̌̌
� C jf jL1 jxj

2;

where C D C.d/ is a dimensional constant.
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Remark 4.20. This lemma may be stated similarly at higher orders of the Taylor expan-
sion of  . A proof can be found in [75] in the case d D 2, the general case being similar.
Note also that the corresponding expansion for r holds (again with a bound on jf jL1
only). This can be seen as a generalization of the key lemma of [126].

Observe that the term

L.f / WD

Z 1
jxj

P2f .�; �/

�
d�

could be unbounded, even if f is bounded. As we have remarked, a version of this lemma
was used in [126] to establish double exponential growth for the gradient of some solutions
of 2D Euler in domains with boundary. An important open problem is to study domains
without boundary and it is tempting to try to use the above lemma to give a simplified
model to determine whether double exponential growth occurs without boundary. Toward
this end, we may consider the model (written in polar coordinates):

@t! C
1

r
.@� @r! � @r @�!/ D 0;  .r; �/ D r2

Z 1
r

P2.!/.�; �/

�
d�: (4.14)

Problem 7. Determine whether a smooth compactly supported solution to (4.14) on R2

can have r! grow double exponentially.

Remark 4.21. In the model we have only retained the “singular part” of the stream-
function  near r D 0. It is natural to believe that the answer to the question above should
be the same for 2D Euler, though it is not clear how to pass from one to the other.

4.2.5. L2 based estimates. We now move to understand the above expansion in an L2

context that also allows us to give an expansion forD2��1 rather than just��1 or r��1.
We consider � D f; where we take f to be of the form

f .r; �/ D �.R; �/;

where
R D r˛;

and ˛ > 0 is small. Note that even if � is smooth, ! will generally only be C ˛ in space
(though it may be C1 away from the origin). So, we want to study the solution  of
� D f , which in polar coordinates reads

@rr C
1

r
@r C

1

r2
@�� D f:

Now let us make the above changes:

 .r; �/ D r2‰.R˛; �/; !.r; �/ D �.R; �/:

Thus,
˛2R2@RR‰ C .4˛ C ˛

2/R@R‰ C 4‰ C @��‰ D �: (4.15)
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4.2.6. The regular part. We begin with a discussion of the regular part of D2��1 as it
acts on �.

Theorem 4.22. Assume thatZ 2�

0

�.R; �/ exp.in�/d� D 0;

for all R and for n D 0; 1; 2. Then, given � 2 H s , there is a unique solution to (4.15)
satisfying

˛2jR2@RR‰jH s C ˛jR@R‰jH s C j@��‰jH s � Csj�jH s ;

with the constant Cs independent of ˛.

Proof. We will only prove the L2 estimate. The case s � 1 is easier after that. First,
observe that ‰ also satisfies the orthogonality conditions. Indeed, if we define

‰n.R/ D .‰.R; �/; exp.in�//L2
�
:

We see that
˛2R2@RR‰n C .4˛ C ˛

2/R@R‰n C .4 � n
2/‰n D 0:

Consequently,
‰n.R/ D c1;nR

�1 C c2;nR
�2 ;

where �1; �2 are the roots of

˛2�.� � 1/C .4˛ C ˛2/�C .4 � n2/ D 0;

which is reduces to ˛2�2 C 4˛�C .4 � n2/ D 0. Thus,

� D
�2˙ n

˛
:

It is then easy to see that since we want ‰ 2 L2, we need ‰n � 0 for n D 0; 1; 2. Now
coming back to the L2 estimates, take

˛2R2@RR‰ C .4˛ C ˛
2/R@R‰ C 4‰ C @��‰ D �;

multiply by @��‰, and integrate. Then we see:

j@��‰j
2
L2
� 4j@�‰j

2
L2
C

Z
˛2R2@RR‰@��‰ C .4˛ C ˛

2/

Z
R@R‰@��‰

� j�jL2 j@��‰jL2 :

The crucial point is that because of the orthogonality condition, we have that

j@�‰j
2
L2
�
1

9
j@��‰j

2
L2
:
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Moreover,

.4˛ C ˛2/

Z
R@R‰@��‰ D �.4˛ C ˛

2/

Z
R@R@�‰@�‰ D

4˛ C ˛2

2

Z
.@�‰/

2:

Additionally,Z
˛2R2@RR‰@��‰ D �˛

2

Z
R2@RR�‰@�‰ D ˛

2

Z
R2j@R�‰j

2
C 2˛2

Z
R@R�‰@�‰

D ˛2
Z
R2j@R�‰j

2
� ˛2

Z
.@�‰/

2:

Thus we get:

1

2
j@��‰j

2
L2
C ˛2

Z
R2j@R�‰j

2
C
4˛ � ˛2

2

Z
.@�‰/

2
� j�jL2 j@��‰jL2 :

To prove the rest, multiply by R2@RR‰ and integrate. This is left as an exercise.

4.2.7. The singular part. Obviously, the singular part must come from functions which
are not orthogonal to exp.in�/ for some n 2 ¹0; 1; 2º:

˛2R2@RR‰ C .4˛ C ˛
2/R@R‰ C 4‰ C @��‰ D �:

Theorem 4.23. Assume that

�.R; �/ D F.R/ exp.2i�/

and that F 2 L2. Then, the unique solution to (4.15) with ‰ 2 L2 is

‰.R; �/ D
1

4˛
L.F /.R/ exp.2i�/CR.F /;

where

L.F /.R/ D

Z 1
R

F.s/

s
ds

and kRkH s!H s � Cs independent of ˛.

Proof. As in the proof above, we can write:

‰.R; �/ D G.R/ exp.2i�/

so that G satisfies:

˛2R2G00.R/C .4˛ C ˛2/RG0.R/ D F.R/:

Now we just have to solve this ODE. Observe that

G00 C
4C ˛

˛R
G0.R/ D

F

˛2R2
:
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It follows that .G0R
4C˛
˛ /0 D R

4C˛
˛

F
˛2R2

and thus

G0.R/ D R�
4C˛
˛

Z R

0

s
4C˛
˛
F.s/

˛2s2
ds:

Integrating, we find

G.R/ D

Z 1
R

��
4C˛
˛

Z �

0

s
4C˛
˛
F.s/

˛2s2
ds D �

Z 1
R

˛

4

d

d�
��

4
˛

Z �

0

s
4C˛
˛
F.s/

˛2s2
ds

D
1

4˛

Z 1
R

F.s/

s
ds C

1

4˛
R�

4
˛

Z R

0

s
4
˛
F.s/

s
ds

DW
1

4˛
L.F /CR.F /:

Lemma 4.24. There is a constant C independent of 0 � ˛ � 1 so that

jR.F /jL2 � C jF jL2 :

In Lemma 4.24, we can take C D 1=56.

Proof. The proof is similar to the proof of the Hardy inequality.Z 1
0

R.F /F D
1

4˛

Z 1
0

F.R/R�
4
˛

Z R

0

s
4
˛
F.s/

s
ds

D
1

4˛

Z 1
0

R�
8
˛C1R4=˛

F.R/

R

Z R

0

s4=˛
F.s/

s
ds

D
1

8˛

Z 1
0

R�
8
˛C1

d

dR

�Z R

0

s4=˛
F.s/

s
ds
�2

D
1

8˛

� 8
˛
� 1

� Z 1
0

R�8=˛
�Z R

0

s4=˛
F.s/

s
ds
�2
D
64˛2.8 � ˛/

8˛2
jR.F /j2

L2
:

Thus, we obtain jR.F /jL2 �
1

8.8�˛/
jF jL2 .

4.2.8. Discussion. We showed above two senses in which we can see that for merely
bounded or almost merely bounded f (like C ˛ for small ˛), the leading order behavior of
the solution of � D f is given by:

 
�
jxj;

x

jxj

�
� jxj2

Z 1
jxj

P2.f /.�;
x
jxj
/

�
d�:

As we have remarked several times, similar expansions can be done at higher order and
it would be interesting to see in what sense these higher expansions can lead to higher
order singular expansions in higher regularity spaces. We now move to discuss stable self-
similar blow-up in a general context before applying these ideas to the Euler equation.
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4.3. Self-similar singularity

In the preceding section, we were able to show that under a certain change of variables
(i.e., by looking at the correct type of functions), we can re-write the Euler equation as
follows:

@t! C u � r! D ru!;

u D
1

˛
u� C uR;

for ˛ small. In particular, by scaling time by ˛, we see that

@t! C u� � r! D ru�! C ˛N.uR; !/;

where u� has a very simple angular dependence and can be thought of as a function of one
variable (the radial variable). Thus, for the problem when ˛ D 0, there is some hope to
actually establish a finite-time singularity. We now want to discuss, on toy examples, what
kind of techniques one could use to pass from a blow-up when ˛ D 0 to a blow-up for
˛ > 0. We will discuss two techniques to approach this problem: the fixed point method
and compactness method.

4.3.1. Fixed point method. For an example of the fixed point approach that led to
a great deal of work in this direction see [72]. Consider the following problem for
.x; t/ 2 Œ0;1/ � Œ0;1/:

@tf D f
2
C "N.f /;

where N could be a functional satisfying the following properties:

N.af / D a2N.f /; N.f .a �// D N.f /.a �/;

for a 2 R. Let us also assume that N is a bounded operator, for example, onH k for some
k 2 N.

The case " D 0. When " D 0, we have @tf D f 2. This has many self-similar profiles:

f .x; t/ D
1

1 � t
F
� x

1 � t

�
;

where the F are solutions to

F C z@zF D F
2:

From this, it is easy to see that F � 1 is a solution (though this is quite unstable). The
stable solution is:

F0.z/ D
1

1C z
:
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The case of " small. Let us try to find a solution like this when " > 0 for

@tf D f
2
C "N.f /:

We seek a solution of the form:

f .x; t/ D
1

1 � t
F"

� x

.1 � t /1Cı."/

�
;

where ı."/ is to be determined. Then,

F" C .1C ı"/z@zF" D F
2
" C "N.F"/:

Thus, letting F" D g C F0 we see:

g C z@zg �
2

1C z
g D �ı"z@zF0 C g

2
C "N.F0 C g/;

which we write as:
L.g/ D �ı"z@zF0 C g

2
C "N.F0 C g/:

Lemma 4.25. Let f 2 H k ; k � 2. L.g/ D f is solvable in C 1 if and only if f 0.0/C
2f .0/ D 0. Moreover, in this case we can write

g.z/ D �f .0/C
z

.z C 1/2

Z z

0

.t C 1/2

t2

�
f .t/C f .0/

t � 1

t C 1

�
dt

and jgjHk � Ckjf jHk .

Remark 4.26. Assuming the truth of this lemma, the idea is just to use ı" to make sure
that the right-hand side satisfies the solvability condition.

Proof. Evaluating L.g/ D f and its derivative at z D 0 gives

�g.0/ D f .0/; 2g.0/ D f 0.0/:

This gives the condition f 0.0/C 2f .0/ D 0. When f satisfies this, we write:

z � 1

z C 1
g C z@zg D f;

so that
z � 1

z C 1
.g � g.0//C z@z.g � g.0// D f C f .0/

z � 1

z C 1
:

Let
G D g � g.0/; F D f C f .0/

z � 1

z C 1
:

Observe that F.0/ D F 0.0/ D 0 using the condition. Thus we have

z � 1

z C 1
G C z@zG D F; H)

.z � 1/

.z C 1/z
G C @zG D

F

z
:
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Note that Z
z � 1

.z C 1/z
D

Z
2z � z � 1

.z C 1/z
D 2 log.z C 1/ � log.z/:

Thus,

@z

� .z C 1/2
z

G
�
D
.z C 1/2

z2
F; H) G.z/ D

z

.z C 1/2

Z z

0

.t C 1/2

t2
F.t/ dt ;

where we chose that G0.0/ D 0 (since we have one compatibility condition, we have one
free condition on G and this is how we chose it). We obtain

g.z/ D �f .0/C
z

.z C 1/2

Z z

0

.t C 1/2

t2
F.t/ dt:

The proof of theH k bound follows from small generalizations of the Hardy inequality
and we leave it as an exercise. There may be some concern about the f .0/ terms for L2

bounds so we will explain this part. Let us observe that when z � 1,

�f .0/C
z

.1Cz/2

Z z

1

.tC1/2

t2
F.t/ dt D �f .0/C

z

.1Cz/2

Z z

1

.tC1/2

t2
f .0/

t�1

tC1
dt

D f .0/
�
�1C

z

.1C z/2

Z z

1

t2 � 1

t2
dt
�
D f .0/O

�1
z

�
:

Now, back to finding g:

L.g/ D �ı"z@zF0 C g
2
C "N.F0 C g/:

Observe that the compatibility condition is:

2g.0/2 C 2"N.F0 C g/.0/ � ı"F
0
0.0/C 2g.0/g

0.0/C "N.f0 C g/
0.0/ D 0:

Since F 00.0/ D 1 we thus set:

ı" D 2g.0/
2
C 2"N.F0 C g/.0/C 2g.0/g

0.0/C "N.f0 C g/
0.0/:

Then we can write:

g D L�1
�
�ı"z@zF0 C g

2
C "N.F0 C g/

�
WDK.g/:

Theorem 4.27. SinceN is bounded onH k for some k � 2, there is a ı > 0 (which is just
a constant multiple of ") so that

KWBı.0/! Bı.0/

is a contraction (where Bı.0/ is the ball of radius ı around 0 in H k).

Remark 4.28. We do not actually need that N is bounded on H k . All we need is that
L�1.N / is bounded on H k , which is possible in some cases even when N contains
derivatives (see, for example, [72]). We now discuss a more flexible approach given by
a compactness method.
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4.3.2. Compactness method. The compactness approach follows essentially the same
line of reasoning as the fixed point approach but instead of using invertibility of the
linearized operator, we use its ellipticity on certain spaces. The point of this is to deal
with possible unboundedness of N in

@tf D f
2
C "N.f /: (4.16)

General philosophy. Suppose we are trying to solve an equation of the form:

L.f / D g C "N.f /:

When L�1N is a bounded operator, we can do as above and solve it via a clear iteration
scheme. In the case that L is a positive operator and N satisfies:

j.N.f /; f /j � C jf j2;

while
.L.f /; f / � cjf j2;

we are still able to construct a solution. Indeed, in this case we can add a “fake” time
variable � :

@�f C L.f / D g C "N.f /:

In the above, the reader should interpret .;/ as an H k inner-product or similar. Since g
is independent of � , it is usually then possible to show that @�f decays exponentially in,
say H k�1 while f is bounded in H k . The existence of a solution then follows.

Simple application of the compactness method. Consider equation (4.16). We now
search for a solution of the form

f .x; t/ D
1

1 � .1C �."//t
F"

� x

.1 � .1C �."//t/1Cı."/

�
:

Essentially the point we will see is that while for invertibility of L we needed only one
free parameter, we will need two to establish ellipticity. Then we get:

.1C �."//F" C z.1C �."//.1C ı."//@zF" D F
2
" C "N.F"/:

Writing F" D F0 C g, we obtain

g C z@zg �
2

1Cz
g

D ��F0 � .�C�C��/z@zF0 C g
2
� �g � .�C�C��/z@zg C "N.F0Cg/:

Thus,

L.g/ D ��F0 � .�C�C��/z@zF0 C g
2
� �g � .�C�C��/z@zg C "N.F0Cg/:

(4.17)
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Our goal is now to find a space X so that

.L.g/; g/X � cjgj
2
X (4.18)

while
.RHS; g/X � C"

�
jgjX C jgj

2
X

�
C C jgj3X : (4.19)

Recall that
L.g/ D g C z@zg �

2

1C z
g:

Consider a g supported in Œ0; 1�which satisfies g.0/ > 0 and then decreases monotonically
to 0. Obviously, for such g, .L.g/; g/L2 < 0, while for g supported at large z we see that
.L.g/; g/ > 0. This means that it will not be able to take the space X to be a normal
Sobolev space.

If we wish to show that L is positive, we should try to penalize mass at 0. It turns out
that if one just defines the weight

w.z/ D
.1C z/4

z4
;

then
.L.f /; f /L2w D

1

2
jf j2

L2w
:

Note that it is not really necessary to have an exact weight which will give us equality
as above, but the point is to take a strong weight near z D 0. There are now a number of
ways to get around this issue and choosing the weight for a given problem can be quite
involved.

Choice of � and �. Since we intend to solve for g in the space L2w with weight
w D .1Cz/4

z4
, we need to ensure that g and the right-hand side vanish quadratically at

z D 0. Observe that, as in the fixed point approach, we can use � and � to satisfy these
two conditions since we have on the RHS or (4.17) the term

��F0 � .�C �C ��/z@zF;

which when evaluated at z D 0 gives � and when differentiated and evaluated at 0 gives
2�C �C��. This means that we can choose � to ensure RHS.0/D 0 and then choose �
to ensure RHS0.0/ D 0.

Lemma 4.29. It is possible to find constants c1; c2 > 0 so that the inner product

.f; g/X D .f; g/L2w C c1.z@zf; z@zg/L2w C c2
�
.z@z/

2f; .z@z/
2g
�
L2w

is such that (4.18) holds.

Remark 4.30. Additionally, (4.19) holds with the above choices of � and � so long as N
satisfies reasonable assumptions (basically that we can do standard energy estimates).

Corollary 4.31 (A priori estimate). There exists a C� > 0 and an " > 0 sufficiently small
so that if a solution to (4.17) g 2 X exists with jgjX � C�", then actually jgjX � C� "2 .



T. D. Drivas and T. M. Elgindi 72

4.4. Application to axi-symmetric no swirl solutions

We now discuss a particular situation where the perturbation arguments discussed above
as well as the expansion of the non-local operator of Section 4.2.1 can be applied to
give a singularity for C 1;˛ solutions of 3D Euler as in [65]. We emphasize that this
is just one application of these ideas. Another application appeared in [26], where the
authors establish a finite-time singularity for C 1;˛ solutions to the 3D Euler equation in
a cylinder in the precise scenario of the numerical work [141]. Recall the axi-symmetric
Euler equation derived above (4.8)–(4.10):

@tv C v � rv Crp D .
.u� /

2

r
; 0/;

r � .rv/ D 0;

@t .ru� /C v � r.ru� / D 0:

Recall that v D .ur ; uz/ and all derivatives are .r; z/ derivatives. We restrict further our
class of solutions to the ones where

u� � 0:

These are called no-swirl solutions. Geometrically, particles are allowed to move
toward/away and from and up/down the z-axis but cannot “swirl” around the axis. Such
solutions are effectively 2D though they are three-dimensional exactly at the axis of sym-
metry. While this restriction appears quite restrictive, it turns out that solutions can still
exhibit non-trivial behavior and even blow-up.

Our first task will be to pass to the vorticity equation. We define

! D @ruz � @zur :

We obtain the system

@t! C v � rr;z! D
ur

r
!; (4.20)

div.rv/ D 0; ! D @ruz � @zur : (4.21)

4.4.1. Boundary conditions and growth mechanism. The physical domain of the solu-
tion is:

.r; z/ 2 Œ0;1/ �R:

When r D 0, the system does not actually require any boundary condition on !. However,
in order for the original u to be smooth, !0 must vanish at least linearly on r D 0.
Of course, if we only care that u 2 C 1;˛ all it means is that ! must vanish like r˛ as
r ! 0. The system does impose a boundary condition on ur . We need ur to vanish at
r D 0 linearly (just for the solution to be C 1).

In this particular setting, it is easy to see that in order for ! to grow, we need to be
working in a scenario where ur

r
> 0 (at least near the maximum of !). It is easy to see that
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if we put an odd symmetry in z and also make ! positive in Œ0;1/ � Œ0;1/, ur will be
positive on z D 0 and uz will be negative on r D 0. This follows from the Hopf lemma.
We now see that 0 is a hyperbolic point and that ! grows along trajectories. Whether !
actually grows pointwise depends on the degree of vanishing of ! along r D 0, just as we
saw in our analysis of the vorticity equation in 1D in Section 4.1.2.

4.4.2. Passage to the fundamental model. Toward understanding the behavior of
weakly vanishing solutions near the origin, we introduce the new variables

R D �˛; � D arctan
�z
r

�
where � D

p
r2 C z2. Following a similar computation to what we did in Section 4.2.1

(see [65] for details), we get that (4.20)–(4.21) can be re-written as

@t� �
3

2
L12.�/ sin.2�/@�� D L12.�/�C ˛N.�/;

L12.�/.R/ D

Z 1
R

Z �=2

0

�.s; �/

s
K.�/ d� ds;

where K.�/ D 3 cos2.�/ sin.�/ and N is a quadratic nonlinearity that is amenable to
energy estimates independent of ˛.

Let us now set ˛ D 0. Then we see that

@t� �
3

2
L12.�/ sin.2�/@�� D L12.�/�; (4.22)

L12.�/.R/ D

Z 1
R

Z �=2

0

�.s; �/

s
K.�/ d� ds: (4.23)

This is the system
@t! C u� � r! D ru�!;

which we mentioned before, restricted to axi-symmetric solutions without swirl.
It is not difficult to check that (4.22)–(4.23) is, in fact, globally regular for data which

is smooth in � and R and vanishing on � D 0.

Lemma 4.32. Assume that �0 2 C
1=3
c .Œ0; �

2
� � Œ0;1// and �0.R; 0/ D 0, then the

unique local solution of (4.22)–(4.23) is global. If, however,�0.�;R/� .�=2� �/˛ for �
near �=2 and for any ˛ < 1

3
, the solution can blow-up in finite time.

Remark 4.33. This lemma implies that even when we formally set ˛ D 0 smooth (in �
and R) solutions are global. These solutions are merely bounded solutions in the original
coordinates; however, because of the regularity in � they have the key property that !
vanishes linearly on the axis of symmetry. In this regime, the transport term is strong
enough to prevent blow-up just as we saw in the 1D models.

In particular, this means that the small ˛ regime in the change of variables r ! r˛

itself does not actually change the regularity properties of the Euler equation. The only
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use of this change of variables is to magnify certain effects that, in principle, could be
magnified in the smooth case as well. To get a singularity, we need to minimize the effect
of the transport term. This leads us to introduce non-smoothness in the direction of the
flow.

4.4.3. Dropping the angular transport term for solutions that are almost � indepen-
dent. When � is independent of � , (4.22)–(4.23) becomes

@t�.R; t/ D �.R; t/

Z 1
R

�.s; t/

s
ds:

This is like a non-local Ricatti equation. It turns out that very similar arguments to what we
described in Section 4.3.2 above (the compactness approach), yield that the self-similar
blow-up profile

�.R; t/ D
1

1 � t
F
� R

1 � t

�
; F .z/ D

z

.1C z/2
; L12.F / D

1

.1C z/

is stable.

4.5. Analysis of the linearized operator L and design of angular weights

When interpreted as a solution of (4.22)–(4.23), the linearized operator becomes:

Lg D g C z@zg �
2

1C z
g �

z

.1C z/2
L12.g/C

3

2.1C z/
sin.2�/@�g:

The way to deal with L, we have to be very careful in how we deal with the angular
transport term. Our goal is to design a reasonable inner product space X for which we
have

.Lg; g/X � cjgj
2
X :

Let us adopt the notation:

D� D sin.2�/@� ; Dz D z@z :

Now, observe that

D�Lg D D�g C z@zD�g �
2

1C z
D�g C

3

2.1C z/
sin.2�/@� .D�g/:

We already have a weight wz.z/ D .1C z/4=z4 which gives us positivity from the first
three terms. For the last term, we can simply add the weight

w� D
1

sin.2�/1Cı
;

and if ı is sufficiently small, we will see that

.D�Lg;D�g/L2w �
�1
2
� ı

�
jD�gj

2
L2w
;
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where w WD wzw� . This allows us to get control ofD�g in terms of itself. We then define
an inner product of order 1 as follows:

.f; g/H1 D .D�f;D�g/L2w C c1.f; g/L2w C c2.Dzf;Dzg/L2w

and c1 can be taken small and then c2 smaller so that we have:

.Lg; g/ � cjgj2
H1 :

The choice of taking ı > 0 is to ensure that Hk embeds in C ˛ for some ˛ > 0.

5. Perspectives and problems on singularity formation

We now move on to give precise statements of the existing blow-up results on the 3D
Euler equation and discuss various possible extensions. Most of the discussion below
will be regarding axi-symmetric solutions. The reason for this is that fully 3D solutions
are significantly more complicated and there are very few existing results. An interesting
direction of study in the full 3D setting is the high-symmetry setting introduced in [14,121]
and studied analytically in [74]. An interesting feature of all of the current results
(numerical and analytical) on singularity formation in the Euler equation is that they seem
to occur near stationary points of the flow where the vorticity is also vanishing. This
motivates the following interesting question of D. Sullivan.

Question 5 (D. Sullivan). Do there exist blow-up solutions with non-vanishing vorticity?

Remark 5.1. Even in the 1D models, the vanishing of vorticity seems to be a necessary
condition for blow-up. It is not clear at all how one could approach this question with the
current technology; however, it would be interesting to develop arguments in this direction
applied to the 1D models.

5.1. The Boussinesq system

Let us now recall the axi-symmetric Euler equation and Boussinesq system. We already
derived the axi-symmetric Euler equation above in (4.8)–(4.10):

@tv C v � rv Crp D
� .u� /2

r
; 0
�
;

r � .rv/ D 0;

@t .ru� /C v � r.ru� / D 0;

where that vD .ur ;uz/ and all derivatives are .r;z/ derivatives. Here, the two-dimensional
velocity field v essentially solves the 2D Euler equation except that it is forced on the right-
hand side by an effect of the swirl u� . A multiple of the swirl u� is then transported. There
are two quite different regimes for this equation. Near r D 0 even the zero-swirl solutions
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can behave in a complicated way. Away from r D 0, axi-symmetric Euler solutions can
be effectively modeled by solutions to the Boussinesq system:

@tv C v � rv Crp D .�; 0/; (5.1)

r � v D 0; (5.2)

@t�C v � r� D 0: (5.3)

Definitive links between the singularity problem for the Boussinesq and axi-symmetric
Euler equations were established in [26, 69, 70]. While it may not always be the case,
it is reasonable to guess that a blow-up in the Boussinesq system essentially implies a
corresponding blow-up of axi-symmetric Euler solutions.

5.1.1. Corner domains. The first results on blow-up for 3D Euler with finite energy were
established in domains with corners following a series of papers by I. Jeong and the second
author [69, 70, 74]. The key idea of these works is to introduce and analyze scenarios in
which the Biot–Savart law can be localized. The key is to impose geometric conditions,
such as spatial symmetries or boundary conditions, that ensure that we can recover the
entire velocity gradient at a point x� D 0 from just the vorticity vector at this point. In the
setting of solutions on the whole space where we impose only symmetry conditions, we
have already discussed this in Section 4.1.9. In the setting of domains with boundary, this
phenomenon is understood from an analysis of the Taylor expansion of solutions to the
Poisson equation. We explain this in the following example.

Example 5.2. Assume that  2 C 2 is any solution to a Dirichlet problem � D f on
the sector ¹.x; y/ W 0 � x � yº. Then, the entire matrix D2 .0/ can be determined
uniquely from f .0/. The same can be said in any sector or corner domain of angle
strictly less than �=2. The reason for this is that on this domain we have that  .x; 0/ D 0
and  .x; x/ D 0 so that @xx .0; 0/ D 0 and 2@xy .0/C @yy .0/ D 0. Since f .0/ D
@xx .0/C @yy .0/, we now recover D2 .0/.

When considering solutions on domains without a corner or with a corner of size �=2
or more, further symmetries should be imposed on the data. One idea considered in [70,73]
is to impose a reflection symmetry. This is the setting of the following problem.

Problem 8. Prove that there exist scale-invariant blow-up solutions to the Boussinesq
system (5.1)–(5.3) on the corner domain�D ¹.r; �/ W ��=4 < � < �=4º with vanishing
vorticity and density gradient on @�.

Remark 5.3. The interested reader should look at [70] for previous results and ideas in
this direction. Additionally, a scalar model of this system was studied in [66] where this
type of result was established.

The above problem is a prelude to the more striking possibility that solutions supported
entirely inside of such corner domains could become singular in finite time.
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5.2. Axi-symmetric solutions on the cylinder: The Hou–Luo scenario

We now move to discuss a very promising scenario for blow-up of smooth solutions at
the boundary of a smooth domain proposed by Guo Luo and Thomas Hou [140]. The
singularity mechanism is most clearly explained on the Boussinesq system (5.1)–(5.3) on
the domain Œ0;1/ � R. Observe that the two-dimensional vorticity ! is forced by the
vertical derivative of �:

@t! C u � r! D @y�;

while � is transported by u:
@t�C u � r� D 0:

Now let us assume that the initial data for � even in y and decreasing as a function of y
on Œ0;1/ for fixed x. Under this condition, positive vorticity is produced for short time
in the quadrant Œ0;1/ � Œ0;1/ and the vorticity remains odd in y for all time. For short
time, the generated vorticity produces a velocity field that pushes particles down in y and
“out” in x on Œ0;1/ � Œ0;1/. This, in turn leads to the growth of the magnitude of @y�.
The growth in @y� leads to more vorticity growth and stronger advection. If this growth
“loop” is sustained for all time, a finite-time singularity will form. Remarkably, there does
not appear to be any clear “enemy” to blow-up in this situation and the only difficulty is to
capture the blow-up rigorously. The difficulty is compounded by the fact that (5.1)–(5.3)
is a system and is non-local. Despite the difficulties associated to rigorously establishing
the blow-up, upon studying the simulations provided by Luo and Hou [140] and reflecting
upon the mathematical mechanism described above, one is naturally led to believe that a
singularity does indeed occur in this scenario:

Conjecture 7. There exists a smooth solution to the axi-symmetric Euler equation on the
cylindrical domain ¹.r; z/ W 0 � r � 1º that becomes singular in finite time.

Remark 5.4. There may be different approaches to solve this conjecture. If it be through
constructing first a self-similar profile, it would suffice to establish the corresponding
result on the Boussinesq system. In the category of C 1;˛ solutions, a singularity was
constructed in the work [26] via this strategy. It is important to emphasize that singu-
larity formation at the boundary is qualitatively different from singularity formation in
free space. This is due to the suppression, via the boundary, of a powerful regulariz-
ing mechanism in the vorticity equation. We know that this regularizing mechanism is
present in 1D equations and prevents singularity formation for smooth data. This reg-
ularizing mechanism is completely absent when the vorticity does not vanish on the
boundary.

The study of Conjecture 7 has led to a number of outstanding results in the analysis
of the Euler equation and related models. The first such result was given by Kiselev and
Šverák [126] where the authors established the qualitatively optimal double-exponential
growth rate for the gradient of vorticity for 2D Euler solutions on the disk. The result
was established using two essential ingredients: the key lemma, which is contained in
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Lemma 4.19, which gives the leading order term in the expansion of the velocity at a
hyperbolic point in the case of uniformly bounded vorticity. This is used to give large-scale
control on the motion of particles. The second ingredient is a clever argument to control
the evolution of a bump of vorticity on the boundary which also uses a type of comparison
principle given by the key lemma that particles closer to the hyperbolic point tend to have
higher relative velocity. An important extension of the methods introduced in [126] was
given in [125] where a singularity was established in a related two-dimensional model.
Finally, following the work of Luo and Hou [140], there were a number of model equations
that were proposed to get a better understanding of the singularity in the Hou–Luo
scenario. Singularity formation in these models is established mostly using contradiction
and/or barrier arguments (see, for example, [30, 32, 35, 36, 56, 57, 101, 125, 127, 204]).
Recently, Chen, Hou, and Huang [28] established the existence of a self-similar blow-
up in a one-dimensional “boundary layer model” of the Hou–Luo scenario via computer
assistance. The authors of [28] also suggested the existence of approximate self-similar
profiles in the original Hou–Luo scenario. More recently, Wang, Lai, Gómez-Serrano, and
Buckmaster [196] proposed a new method to find self-similar profiles in the Hou–Luo
scenario using neural networks.

5.3. Axi-symmetric solutions without swirl

The focus of this subsection is on possible extensions and follow-up problems related to
the blow-up result [65]. We remark that all of the problems we discuss below could also
be asked in the context of the singularity result of Chen and Hou [26] (though there should
be no regularity limitations there). Let us first recall the main theorem of [65]:

Theorem 5.5. There is a continuum .0; ˛0/ of self-similar blow-up axi-symmetric no-
swirl Euler solutions.

The solutions consist of concentrating and colliding oppositely signed vortex rings.
See Figure 5.1.

Figure 5.1. Snapshots of blow-up solution of Theorem 5.5 at times approaching singularity.
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A first obvious problem is to give a reasonable estimate on the size of ˛0. This can
be done by checking the constants in [65], though many of the estimates done there were
suboptimal. It is possible that by sharpening the arguments in [65], one can show that
˛0 > 10�4. To motivate the next problem, let us observe that the blow-up constructed
in [65] is essentially one-dimensional. Indeed, one of the key ideas is to show that in some
regime the Euler equation is well approximated by solutions to the so-called “fundamental
model”:

@tF D FL12.F /; L12.F / D

Z 1
r

Z 2�

0

F.s; �/K.�/

s
d� ds:

This model problem has an infinite-dimensional family of self-similar blow-up profiles
starting from data of the form:

F0.R; �/ D
R

.1CR/2
�.�/;

for any � satisfying
R 2�
0
K.�/�.�/d� > 0. Despite this, in [65] the author was only able

to establish singularity formation in the Euler equation near one particular profile ��.
Whether there is actually a singularity near other angular profiles is a very interesting
problem.

Problem 9. Establish blow-up for axi-symmetric no-swirl solutions in the vicinity of a
large class of blow-up profiles to the fundamental model.

Remark 5.6. It is possible that most of the tools to solve this problem are essentially
contained in [65], though it is possible that singularities near profiles other than �� will
exhibit non-self-similar behavior. Studying this problem would also shed some light on
the universality profiles. Indeed, in a number of other similar models it is observed that
corresponding to each blow-up speed there is a unique self-similar profile.

In the spirit of the preceding problem, we also mention the following general problem.

Problem 10. Study the stability/instability of the self-similar profiles of Theorem 5.5 with
respect to general 3D perturbations.

Remark 5.7. In the work [67], stability of those profiles was established with respect to
certain types of perturbations including perturbations with swirl.

Another problem that may appear to be technical at first is the following.

Problem 11. Establish the existence of self-similar profiles relying only on the invertibil-
ity of the linear operator rather than its coercivity.

Remark 5.8. Another way to say this is to establish existence using the “fixed point
method” rather than the “compactness method” as discussed in Section 4.3. It would be
interesting to see whether this can be done even in the setting of [65]. We remark that if it
were possible to establish existence of a profile based only on invertibility, it would allow
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for a much more robust approach to the construction of singularities, both analytically and
numerically. In particular, it would give a basis for studying the continuation of curves of
self-similar profiles as we are about to discuss.

Another important direction of study is to determine the behavior of self-similar
solutions as we increase the continuation parameter ˛ used in the paper [65]. Such a
study would shed further light on the nature of singularity formation in this setting.
It may be possible to establish analytical results in the spirit of [100], though even
a better understanding through numerical simulations of the solution curves would be
illuminating.

Problem 12. Study the behavior of the curve of self-similar solutions in ˛ constructed
in [65]. Does the curve continue for all ˛ � 2 or does it stop at some ˛� < 2? Establish
continuation criteria for the curve of solutions.

Remark 5.9. Note that the curve does not necessarily stop until ˛ D 2 (after which the
change of variables involving the parameter ˛ ceases to make sense). The parameter ˛
only controls the radial regularity, which could be C1 as we will remark below.

Conjecture 8. For any ˛ < 1
3

, there exists a C ˛c axi-symmetric no-swirl local Euler
solution that becomes singular in finite time.

Remark 5.10. Note that C 1=3Cc solutions are globally regular and so solving this conjec-
ture would close the regularity gap (see [1,49,165,169,173,193]). It is likely that there is
global regularity in the borderline case as well.

A sharper version of the preceding conjecture is the following one where the real non-
smoothness required is in the flow direction as we remarked above in Remark 4.33.

Conjecture 9 (Smooth in R, limited regularity in � ). In the preceding conjecture, !0 can
be C1 in � D

p
x21 C x

2
2 C x

2
3 .

Finally, we remark that the key to the blow-up seems to be the degree of vanishing
of the vorticity on the axis of symmetry and not non-smoothness per se. The following
conjecture makes this precise.

Conjecture 10 (artificial boundary at the axis of symmetry). There exist smooth solutions
to the axi-symmetric Euler equation non-vanishing on the axis of symmetry that become
singular in finite time.

Remark 5.11. Of course, “smooth” in the preceding conjecture means smooth in the axi-
symmetric coordinates; however, once they are lifted to 3D solutions they are not smooth
on the axis since the vorticity does not vanish on the symmetry axis.

5.3.1. Continuation after singularity? An important problem is to study extensions
of classical solutions beyond the time of singularity. Since solutions leave the classical
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uniqueness classes at the singularity time, it seems that “anything” could occur after the
singularity. Despite this, we have the following:

Theorem 5.12. Let !0 be a compactly supported initial axi-symmetric no-swirl vorticity
that gives a local classical solution that becomes singular in finite time. Also assume that
1
r
!0 2 L

2Cı for some ı > 0. Consider a family !" of axi-symmetric no-swirl solutions
from regularized data !"0. Now let !� be any subsequential limit of !" as "! 0. Then,
!� is a weak solution to the 3D Euler equation that is necessarily smooth outside of
BC �.t�T�/.0/ for some constant C D C.!0/ > 0, where T� D T�.!0/ is the blow-up time
of the Euler solution emanating from !0.

The theorem says that the singular set after the blow-up time remains inside a growing
ball around the origin. The structure of the flow-lines seems to indicate that the singular
set is actually much smaller. This is the content of the following conjecture.

Conjecture 11. The singular set of the solutions of [65] propagates within the natural
symmetry class as an expanding ring �.t/ D ¹.r; x3/ D .ı.t/; 0/º, where ı.T�/ D 0 while
ı is increasing in t for all t � T�.

Remark 5.13. This may be related to corresponding results and conjectures in two
dimensions [18, 78].

Sketch of the proof of Theorem 5.12. By the assumptions and properties of axi-symmetric
no-swirl solutions, we have a time and " independent bound on

k!"=rkL2Cı :

Standard elliptic estimates give a uniform bound on u:

ku"kL1 � C.!0/

for all "; t > 0. At the same time, we have that !=r is transported. This implies

k!"=rkL1.A/.t1/ � k!
"=rkL1.Bı.t/.A//;

whenever t2 � t1, for any open set A where Bı.t1;t2/.A/ is the set of points within distance
ı.t/ of A and ı.t1; t2/ D C � .t2 � t1/. This implies local L1 bounds on !" independent
of " away from the axis of symmetry. The global L2 bound on ! along with the local L1

bounds away from the axis of symmetry gives local propagation of regularity away from
the axis of symmetry. This is because the Biot–Savart law is smoothing off the diagonal.
That !� is a weak solution follows from a standard compactness argument using the
a priori bound.

Remark 5.14. This result has a 2D analogue [60]: if we consider data !0 2 Lp.R2/ \
C1.R2 n ¹0º/ for p > 2, then any limit of regularized solutions will be smooth outside
of a growing ball. In particular, possible non-uniqueness can only come from inside that
ball.
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6. 1D fluids: Finite-time singularity from smooth data

Here we consider pressureless solutions, i.e., those withrpD 0 for all time on the domain
M D Td or Rd . These solve the multidimensional Burgers’ equation

@tuC u � ru D 0; (6.1)

ujtD0 D u0: (6.2)

To be consistent with incompressibility, the initial data u0 must be very special as we
shall see. From the (infinite-dimensional) geometric viewpoint of Section 2.1, such Euler
solutions correspond to flowmaps ˆt which are asymptotic geodesics [118]. Namely,
those curves which are geodesic both in the group D�.M/ of smooth volume-preserving
diffeomorphisms of M with the L2 pseudo-Riemannian metric (2.6) as well as in the full
diffeomorphism group D.M/ for either the non-invariant or right invariant L2 metrics
(the distinction of non-invariant and right invariant is immaterial for D�.M/ since the
Jacobian determinant is unity). We remark also that, in view of Theorem 2.3, they are
minimizers of the energy for all time.

The first statement characterizes for which initial data the Burgers solution can main-
tain incompressibility. This result can be found in the thesis of Serfati [167, Chapter III]
and the paper of Yudovich [201]. That pressureless solutions are globally regular is a
consequence of the continuation criterion given by Chae and Constantin [22].

Theorem 6.1. A velocity field uWM � R ! Rd is an incompressible solution of (6.1)
with ujtD0 D u0WM ! Rd for all time t 2 R if and only if ru0WM !Md�d .R/ is a
nilpotent matrix for each x 2M . If ru0 is a nilpotent matrix, then the solution exists for
all time and the gradient satisfies:

ru.ˆt .x/; t/ D

d�2X
mD0

.�t /m.ru0.x//
mC1 (6.3)

where ˆt is the Lagrangian flowmap.

Theorem 6.1 gives examples of solutions on Td and Rd for any d > 2 which exist for
all time and grow with a specific polynomial rate ku.t/kC 1 � td�2. This point is related to
the fact that these flows are unstable in Sobolev spaces in their (Lagrangian) configuration
space [148].

Proof. Letˆt be the flowmap corresponding to the solution of (6.1)–(6.2). Equation (6.1)
says that u is transported by its own flow, thus trajectories are straight lines

ˆt .x/ D x C tu0.x/:

The velocity field u is incompressible if and only if the flow is volume-preserving, i.e.,
det.rˆt .x// D 1. Thus, the incompressibility condition is equivalent to

det
�
I C tru0.x/

�
D 1 for all x 2M; t 2 R: (6.4)
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Recall that if a matrix N is nilpotent, then det.I C tN / D 1 for any t 2 R. Conversely,
if det.I C tN / D 1 for d C 1 distinct values of t , then N is nilpotent. It follows that the
condition of (6.4) holding for all t 2 R is equivalent to the matrix ru0.x/ being nilpotent
for every x 2M .

The equation for the gradient of the Burgers solution is

.@t C u � r/ru D �.ru/
2:

Thus A.t/ D ru.ˆt .x/; t/ satisfies the following matrix ODE20 for each x 2M :

PA D �A2; (6.5)

AjtD0 D A0 WD ru0: (6.6)

The solution of (6.5)–(6.6) is readily seen to be

A.t/ D A0.I C tA0/
�1:

If N 2Md�d is nilpotent then .I CN/�1 D
Pd�1
mD0.�N/

m. The claim follows.

Example 6.2 (example of nilpotent data). Let u0WM ! Rd be defined by

u0.x1; x2; : : : ; xd / D

0BBBBBBBB@

u1.x2; : : : ; xd /

u2.x3; : : : ; xd /
:::

ud�2.xd�1; xd /

ud�1.xd /

0

1CCCCCCCCA
;

ru0.x1; x2; : : : ; xd / D

0BBBBBBBBBBB@

0 @2u1 @3u1 : : : : : : @du1

0 0 @3u2 : : : : : :
:::

::: : : :
: : :

: : : : : :
:::

::: : : : : : :
: : : @d�1ud�2 @dud�2

::: : : : : : : : : :
: : : @dud�1

0 : : : : : : : : : : : : 0

1CCCCCCCCCCCA
:

It is easy to check that .ru0/d�1 has only one non-trivial component
Qd�1
iD1 @iC1ui which

is located on the first row and final column. Thus whenever
Qd�1
iD1 @iC1ui ¤ 0, then

.ru0/
d D 0 but .ru0/n ¤ 0 for any n < d .

20See Sullivan [186] for a discussion of conditions for long-time existence and genericity of finite-time
blow-up in quadratic ODEs of this type.
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We now discuss the possibility of singularity formation in “infinite” spatial dimen-
sions. Although there are no examples, it is expected that the higher the dimension, the
easier it is for a perfect fluid to form a singularity in finite time. In this direction, Khesin
and Yang constructed a finite-time blow-up for the binormal equation in 5D, which is a
localized induction approximation (LIA) of the 5D Euler [120]. It is also hoped [81, 83]
that more complicated phenomena, such as turbulence, simplify in the large dimension
limit due to the decreased influence of pressure (the reason being the incompressibility
becomes one constraint amongst infinitely many components, and thus becomes trivially
satisfied – at least in some generic sense – without need of pressure). Here we show, in
some sense, that infinite-dimensional perfect fluids form a singularity in finite times from
smooth initial conditions.

Theorem 6.3. The following two statements hold:

• For any smooth vector field u.d/0 WM ! Rd , we have



ru.d/.�; t /


L1
�

kru
.d/
0 kL1

1 � tkru
.d/
0 kL1

; (6.7)

where kAkL1 D supx2M kA.x/k and kAk WD max1�i�d
Pd
jD1 jaij j is the induced

L1 norm (maximum absolute row sum).

• There exists a family ¹u.d/0 ºd2N of smooth vector fields u.d/0 WM ! Rd whose
gradients A.d/0 D ru

.d/
0 WM ! Md�d are nilpotent for every x 2 M such that

kru
.d/
0 kL1 D 1 and for all t 2 Œ0; 1� we have

lim
d!1



ru.d/.�; t /


L1
D

1

1 � t
: (6.8)

Proof. The bound (6.7) follows from (6.5)–(6.6) noting that by sub-multiplicativity of the
L1 norm, one has the differential inequality for A.t/ D ru.d/.ˆt .x/; t/

d
dt
kAkL1 � kAk

2
L1 :

The lower bound (6.8) follows from bounding the sum (6.3) for data of the form

u0.x1; x2; : : : ; xd / D

0BBBBBBBB@

u1.x2/

u2.x3/
:::

ud�2.xd�1/

ud�1.xd /

0

1CCCCCCCCA
;

with u1; : : : ; ud�1 to be chosen. This is a special case of the data of Remark 6.2. For
such initial data, the matrix .ru0/n has non-zero entries only on the nth superdiagonal.
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In particular, there are no cancellations when the powers are summed up to construct the
Lagrangian velocity gradientA.t/ WD ru.ˆt .x/; t/ via the formula (6.3). ThenA.t/ takes
the explicit upper triangular form0BBBBBBBBBBB@

0 @2u1 �t
Q2
iD1 @iC1ui t2

Q3
iD1 @iC1ui : : : .�t /d�2

Qd�1
iD1 @iC1ui

0 0 @3u2
: : :

: : : .�t /d�3
Qd�1
iD2 @iC1ui

::: : : :
: : :

: : :
: : :

:::
::: : : : : : :

: : : @d�1ud�2 �t
Qd�1
iDd�2 @iC1ui

::: : : : : : : : : :
: : : @dud�1

0 : : : : : : : : : : : : 0

1CCCCCCCCCCCA
:

We now choose initial data such that the absolute maxima of all the partials is unity and
this is achieved at the point x D 0, i.e., @iC1ui .0/ D �1 while j@iC1ui .x/j � 1 for all
x 2M and all 1 � i � d � 1. It follows that kru0kL1 D 1 and thus kru.�; t /kL1 � 1

1�t
.

On the other hand, we note

kru.0; t/kL1 D

d�2X
iD0

t i D
1 � td�1

1 � t
:

This concludes the proof.

We remark that this blow-up is generic within the class of nilpotent initial conditions
in the sense that perturbations also exhibit finite-time singularities at slightly modified
times. One might hope that in large but finite spatial dimensions, 1=d could serve as a
small parameter with which to perform a controlled expansion.

Question 6. Is it possible to construct a blow-up for smooth solutions in large but finite
dimension d perturbatively from a suitable infinite-dimensional blow-up?

We note also that, for axi-symmetric no swirl solutions in dimensions larger than three,
it remains unclear whether global existence and uniqueness holds for smooth solutions.

Question 7. Can singularities form from smooth data for the axi-symmetric no swirl Euler
equations on Rd when d � 4?

7. Collection of problems, questions and conjectures

We collect, for the reader’s convenience, the problems, questions and conjectures stated
throughout the paper (with perceived difficulty in that order). We remark that a good
number of the problems and conjectures below are either explicit, or are simplifications of,
statements by other authors. For the others, we have followed Arnold’s principle: “There
is a general principle that a stupid man can ask such questions to which one hundred wise
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men would not be able to answer. In accordance with this principle I shall formulate some
problems.”

Section 2.

Question 1 (Shnirelman [175]). Let M � R2 be a domain with smooth boundary. Does
there exist a perfect fluid flow connecting any two isotopic states 
1; 
2 2 D�.M/?

Section 3.

Problem 1. Show that there is no steady 2D Euler solution ! 2 C 1 that is isolated in C 1

from other stationary solutions (modulo symmetries).

Question 2 (Yudovich [202]). Does there exist a continuous L2 stable steady state !�
that is unstable in L1?

Question 3. Let .M; g/ be a compact two-dimensional Riemannian manifold without
boundary (e.g., S2 with the round metric or T2 with the flat metric). Do there exist any
non-trivial stable steady Euler solutions?

Problem 2. Show that there exist wandering neighborhoods in the phase space L1 of
vorticity on compact domains without boundary (e.g., M D T2 or S2).

Problem 3. Let X be any space compactly embedded in L2. Show that any smooth
stationary solution !� of the two-dimensional Euler equation whose Lagrangian flow is
not periodic in time is nonlinearly unstable in X .

Question 4. For each simply connected domain M � R2, is there at most one (modulo
scaling) smooth isochronal flow?

Conjecture 1 (Yudovich [113]). No steady solutions of the Euler equations are stable in
C 1;˛ . Moreover, for any steady state !� 2 C ˛ and any " > 0, there is a k!0 � !�kC˛ � "
such that k!.t/kC˛ !1 as t !1.

Conjecture 2. For each !� 2 C ˛ and any " > 0, there is a k!0 � !�kC˛ � " such that
k!.t/kC˛ !1 as t !1.

Conjecture 3 (Šverák [190]). Generic initial data !0 2 L1.M/ gives rise to inviscid
incompressible motions whose vorticity orbits ¹!.t/ºt2R are not precompact in L2.M/.

Conjecture 4 (Shnirelman [182]). For any initial data !0 2 L1.M/, the collection of
L2.M/ weak limits of the orbit ¹!.t/ºt2R consists of vorticities which generate L2.M/

precompact orbits under 2D Euler evolution.

Problem 4. Show that �C.X�/ ¤ X�.
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Section 4.

Conjecture 5. There exists a universal p� <1 so that if a smooth solution to the Euler
equation ! 2 C1c .R

3 � Œ0; T�// becomes singular as t ! T�, then

sup
t2Œ0;T�/

k!kLp� D C1:

Conjecture 6. Consider the 1D vorticity equation on S1:

@t! C u@x! D !@xu; u DK.!/;

where K is a non-trivial Fourier integral operator with bounded symbol m satisfying
jm.k/j � C

1Cjkj
.

• In general, H s solutions should develop singularities when s < 3=2.

• If m is odd, there exist analytic solutions that become singular in finite time.

• If m is even, H s solutions must be global whenever s > 3=2.

Problem 5. Establish generic infinite-time singularity formation and convergence to
compact orbits for smooth solutions to (4.12) in the infinite-time limit.

Problem 6. Does there exist a scale-invariant solution with ru 2 VC1 belonging to an
admissible symmetry class that develops a singularity in finite time?

Problem 7. Determine whether a smooth compactly supported solution to (4.14) on R2

can have r! grow double exponentially.

Section 5.

Question 5 (D. Sullivan). Do there exist blow-up solutions with non-vanishing vorticity?

Problem 8. Prove that there exist scale-invariant blow-up solutions to the Boussinesq
system (5.1)–(5.3) on the corner domain�D ¹.r; �/ W ��=4 < � < �=4º with vanishing
vorticity and density gradient on @�.

Conjecture 7. There exists a smooth solution to the axi-symmetric Euler equation on the
cylindrical domain ¹.r; z/ W 0 � r � 1º that becomes singular in finite time.

Problem 9. Establish blow-up for axi-symmetric no-swirl solutions in the vicinity of a
large class of blow-up profiles to the fundamental model.

Problem 10. Study the stability/instability of the self-similar profiles of Theorem 5.5 with
respect to general 3D perturbations.

Problem 11. Establish the existence of self-similar profiles relying only on the invertibil-
ity of the linear operator rather than its coercivity.



T. D. Drivas and T. M. Elgindi 88

Problem 12. Study the behavior of the curve of self-similar solutions in ˛ constructed
in [65]. Does the curve continue for all ˛ � 2 or does it stop at some ˛� < 2? Establish
continuation criteria for the curve of solutions.

Conjecture 8. For any ˛ < 1
3

, there exists a C ˛c axi-symmetric no-swirl local Euler
solution that becomes singular in finite time.

Conjecture 9. In the preceding conjecture, !0 can be C1 in � D
p
x21 C x

2
2 C x

2
3 .

Conjecture 10. There exist smooth solutions to the axi-symmetric Euler equation non-
vanishing on the axis of symmetry that become singular in finite time.

Conjecture 11. The singular set of the solutions of [65] propagates within the natural
symmetry class as an expanding ring �.t/ D ¹.r; x3/ D .ı.t/; 0/º, where ı.T�/ D 0 while
ı is increasing in t for all t � T�.

Section 6.

Question 6. Is it possible to construct a blow-up for smooth solutions in large but finite
dimension d perturbatively from a suitable infinite-dimensional blow-up?

Question 7. Can singularities form from smooth data for the axi-symmetric no swirl Euler
equations on Rd when d � 4?
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