
J. Fractal Geom. 4 (2017), 339–368

DOI 10.4171/JFG/54

Journal of Fractal Geometry

© European Mathematical Society

Hausdor� dimension of asymptotic self-similar sets
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Abstract. In this paper, we introduce the notion of asymptotic self-similar sets on general

doubling metric spaces by extending the notion of self-similar sets, and determine their

Hausdor� dimensions, which gives an extension of Balogh and Rohner’s result. This is

carried out by introducing the notions of almost similarity maps and asymptotic similarity

systems. These notions have an advantage of making geometric constructions possible.

Actually, as an application, we determined the Hausdor� dimension of general Sierpinski

gaskets on complete surfaces constructed by a geometric way in a natural manner.
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1. Introduction

The notion of self-similar sets or general Cantor sets have played signi�cant roles
in fractal geometry. These sets are usually de�ned by means of iterated func-
tion systems ¹f1; : : : ; fkº consisting of contracting similarity maps on a com-
plete metric space as the unique nonempty compact set K, called an attractor or

1 This work was supported by JSPS KAKENHI Grant Numbers 26287010, 15K13436,
15H05739.
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an invariant set, satisfying K D
Sn

iD1fi .K/. Hutchinson [10] (cf. Kigami [12],
Schief [18]) introduced the notion of the open set condition and determined the
Hausdor� dimension of self-similar sets in Euclidean space Rn satisfying the
open set condition. Balogh and Rohner extended Hutchinson’s result to doubling
metric spaces ([2]). However, it is di�cult to construct a similarity map in general
metric spaces. Actually, similarity maps do not always exist on curved metric
spaces. To overcome this di�culty, in the previous work [22], the �rst named
author introduced the notion of .�; c; �/-almost similarity maps extending that of
�-similarity maps in order to construct generalized Cantor sets in general metric
measure spaces, and determined the Hausdor� dimension of such a generalized
Cantor set. However the basic subsets considered in [22] are assumed to be
disjoint each other, and therefore generalized Cantor sets like Sierpinski gaskets
are excluded in the results of [22].

In the present paper, we extend both Balogh and Rohner’s result and our
previous result to the case when basic subsets may have intersections with their
boundary by introducing a generalized open set condition. As an application, we
determine the Hausdor� dimension of Sierpinski gaskets on complete surfaces
de�ned via geometric way.

Let X be a proper complete metric space. We assume that X is doubling in
the sense of [2] (see Section 2 for the precise de�nition). Complete Riemannian
manifolds with Ricci curvature bounded from below are typical examples of
doubling metric spaces (cf. [8]). Doubling metric spaces also appears in metric
measure spaces satisfying a doubling condition. Nowadays, geometric analysis on
doubling metric measure spaces has been very active (see for instance Assouad [1],
Gromov[8], Heinonen [9], Villani[20]), and therefore it is quite natural to study
self-similarity sets in such doubling metric spaces.

Let xU � xV be bounded domains in X homeomorphic to each other, where xU

and xV denote the closures of the open subsets U and V . Fix constants 0 < � < 1,
0 < � < 1 and a continuous increasing function 'W .0; 1/ ! .0; 1/ with
limx!C0 '.x/ D 0. We call a homeomorphism f W xU ! xV a .�; '.j xU j/; �/-almost

similarity map if for every x; y 2 xU ,
ˇ

ˇ

ˇ

ˇ

d.f .x/; f .y//

d.x; y/
� �

ˇ

ˇ

ˇ

ˇ

� �'.jU j/; (1.1)

jV j � �jU j: (1.2)

where jU j is the diameter of U . Then the set xV is called a .�; '.j xU j/; �/-almost
similar set of xU .
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In this paper, we assume the following conditions for ':

'W .0; 1/ �! .0; 1/ is increasing with lim
x�!C0

'.x/ D 0I

Z 1

1

'.a�x/ dx < 1 for some constants a > 0 and 0 < � < 1:
(1.3)

Note that the second condition .2/ above does not depend on the choice of a > 0

and 0 < � < 1, and that for any ˛ > 0 and any positive integer n, the following
functions satisfy the above conditions:

'.y/ D y˛; '.y/ D �.log y/�1� 2

2nC1 :

For a �xed positive integer k, we let I D ¹1; 2; : : : ; kº. We denote by I
� the set of

all ordered multi-indices I D i1 : : : in with n � 1, ij 2 I for every 1 � j � n.
We set jI j D ji1 : : : inj D n and call it the length of I . Let In denote the set of all
I 2 I of length n.

In the present paper, we investigate an asymptotic self-similar set in X , which
is de�ned under the following hypothesis: For 0 < � < 1 and a > 0, let
'W .0; 1/ ! .0; 1/ be a continuous function satisfying the above conditions (1.3).

De�nition 1.1. Suppose that ratio coe�cients 0 < �i < 1, .i D 1; : : : ; k/ together
with a non-empty open subset V � X are given for which we have

(1) for each i 2 I, a .�i ; '.j xV j/; �/-almost similarity map

fi W xV �! xVi � xV;

is given in such a way that Vi \ Vj D ; for every i ¤ j 2 I, where
Vi WD fi .V /I

(2) for each ij 2 I
2, a .�j ; '.j xVi j/; �/-almost similarity map

fij W xVi �! xVij � xVi ;

is given in such a way that Vij \ Vij 0 D ; for every j ¤ j 0 2 I, where
Vij WD fij .Vi /;

(3) for each I 0 2 I
n�1 and in 2 I with I WD I 0in, a .�in; '.j xVI 0 j/; �/-almost

similarity map

fI W xVI 0 �! xVI � xVI 0 ;

is de�ned in such a way that VI 0i \ VI 0j D ; for every i ¤ j 2 I, where
VI WD fI .VI 0/.
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We call ¹. xVI ; fI /ºI2I� an .¹�iº
k
iD1; '; �/-asymptotic similarity system. Then

the set K de�ned as

K D

1
\

nD1

�

[

I2In

xVI

�

;

is called an asymptotic self-similar set in X .

Let us consider the case of iterated function system of contracting similarity
maps ¹f1; : : : ; fkº with open set condition

(1) V � f1.V / [ � � � [ fk.V /I

(2) fi .V / \ fj .V / ¤ ; for every i ¤ j I

for some non-empty open set V � X . In this case, for each I D i1 : : : in 2 I
�,

let
VI WD fin ı � � � ı fi1.V /; fI WD fin W xVI 0 �! xVI :

This gives a .¹�iº
k
iD1; ' D 0; �max/-asymptotic similarity system ¹. xVI ; fI /ºI2I,

where �max D max �i . Thus the notion of .¹�iº
k
iD1; '; �/-asymptotic similarity

system is an extension of iterated function system of contracting similarity maps
with open set condition.

Our main result in the present paper is stated as follows.

Theorem 1.2. Let X be a complete doubling metric space and let K be the

asymptotic self-similar set associated with a .¹�iº
k
iD1; '; �/-asymptotic similarity

system ¹. xVI ; fI /ºI2I. Then the Hausdor� and the box dimensions of K are given

as

dimH K D dimB K D s;

where s is a unique number satisfying

k
X

iD1

�s
i D 1:

In [2], Balogh and Rohner suggested a problem. They considered an iterated
function system of contracting asymptotically similarity maps in the sense that for
all I D ii : : : in 2 I

c1�I �
jfI .x/; fI .y/j

jx; yj
� c2�I ;

where fI D finı� � �ıfi1 , �I D �i1 : : : �in and c1, c2 are uniform positive constants.
They posed a problem: what happens if an iterated function system of contracting
similarity maps is replaced by one of contracting asymptotically similarity maps?
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Rajala and Vilppolainen completely solved the above problem in Theorem 4.9
of [16] by introducing a more general notion of a semiconformal iterated function

system. A .¹�iº
k
iD1; '; �/-asymptotic similarity system ¹. xVI ; fI /ºI2I is closely

related with Balogh and Rohner’s iterated function system of contracting asymp-
totically similarity maps and Rajala and Vilppolainen’s semiconformal iterated
function system under the open set condition. Actually our notion of asymptotic
similarity system provides a controlled Moran construction in the sense of Rajala
and Vilppolainen ([16]) (see Lemma 3.12). However an asymptotic self-similar
set introduced in the present paper is constructed by means of a .¹�iº

k
iD1; '; �/-

asymptotic similarity system, which consists of in�nite series of almost similarity
maps. Therefore in general, it is not simply de�ned by a �nite iterated function sys-
tem. For example, a generalized Sierpinski gasket on a general complete surfaces
constructed in this paper is an asymptotic self-similar set. It would be an inter-
esting question to determine whether a generalized Sierpinski gasket on a general
complete surface can be de�ned by means of a �nite iterated function system due
to Balogh and Rohner and Rajala and Vilppolainen (see Section 4). Anyway the
notion of asymptotic self-similar sets introduce in this paper has an advantage of
making geometric constructions in general curved spaces much easier.

As indicated above, we consider a Sierpinski gasket on a complete surface M

as an application of Theorem 1.2, which is naturally de�ned in a geometric way
as follows.

Now let I D ¹1; 2; 3º, and let � be a closed domain contained in a convex
domain of M bounded by a geodesic triangle. By joining the midpoints of the
edges of � by minimal geodesics, we divide � into four triangles, and remove
the center triangle to get three geodesic triangles �1, �2 and �3. Repeating
this procedure for each �i in�nitely many times, we obtain a system of geodesic
triangles ¹�I ºI2I� . The generalized Sierpinski gasket K� on M associated with
� is de�ned as

K� D

1
\

nD1

�

[

I2In

�I

�

;

We say that � is asymptotically non-degenerate if all the divided small triangles
�I are ı-non-degenerate for some constant ı > 0. (See Section 4 for the precise
de�nition). For example, every geodesic triangle region � of perimeter less than
2� on a unit sphere is asymptotically non-degenerate (see Example 4.3). We show
that a small geodesic triangle region on a surface is asymptotically non-degenerate
(see Lemma 4.9).
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Theorem 1.3. If a geodesic triangle domain � in a convex domain on a complete

surface is asymptotically non-degenerate, then

(1) for some 0 < � < 1 there exists a .¹1=2; 1=2; 1=2º; '; �/-asymptotic simi-

larity system ¹.�I ; fI /ºI2I� associated with �, where '.x/ D cx2 for some

constant c > 0I

(2) the Hausdor� and box dimensions of the generalized Sierpinski gasket K�

associated with � are given by

dimH K� D dimB K� D
log 3

log 2
: (1.4)

The following result gives a condition for � to be asymptotically non-degen-
erate.

Corollary 1.4. A geodesic triangle domain � in a convex domain on a complete

surface is asymptotically non-degenerate if and only if for some 0 < � < 1

there exists a .¹1=2; 1=2; 1=2º; '; �/-asymptotic similarity system ¹.�I ; fI /ºI2I�

associated with �, where '.x/ D cx2 for some constant c > 0.

The organization of the present paper is as follows. In Section 2, we discuss
some basic notions needed in the proof of the above results. In Section 3, we prove
Theorem 1.2. In Section 4, we discuss generalized Sierpinski gaskets on complete
surfaces, and prove Theorem 1.3 and Corollary 1.4.

Acknowledgments. The authors would like to thank Ayato Mitsuishi for a com-
ment on Example 4.3. He would also like to thank the referee for valuable advice.

2. Preliminaries

The distance between points x; y in a metric space will be denoted as d.x; y/.
For r > 0, B.x; r/ denotes the open ball of radius r around x.

De�nition 2.1. A metric space X is said to be doubling if there exists a positive
integer C such that for any x 2 X and any r > 0, there exist ¹xiº

C
iD1 � X such

that

B.x; r/ �

C
[

iD1

B.xi ; r=2/

Note that C , called the doubling constant of X , does not dependent on the choices
of x or r .
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For the proof of the following lemma, see Lemma 3.3 of [2].

Lemma 2.2. Let X be a doubling metric space with doubling constant C . For

any 0 < ı < 1, there exists a constant C.ı/ such that the number of mutually

disjoint balls B.xi ; ır/ in a ball B.x; r/ of X is bounded by C.ı/.

De�nition 2.3. Let X be a metric space, A � X and ˛ be a nonnegative real
number. An �-cover ¹Uiº of A is a �nite or countable collection of sets Ui covering
A with jUi j � �. De�ne H

˛
� .A/ by

H
˛
� .A/ D inf

°

1
X

iD1

jUi j
˛W ¹Uiº �-cover of A

±

:

The ˛-dimensional Hausdor� measure of A is de�ned by

H
˛.A/ D lim

��!0
H

˛
� .A/;

and the Hausdor� dimension dimH A of A is de�ned as

dimH A WD sup¹˛ � 0WH˛.A/ D 1º D inf¹˛ � 0jH˛.A/ D 0º:

Let A be a bounded subset of a metric space X . Let N�.A/ denote the minimal
number of subsets of diameter � � needed to cover A. The lower box dimension

and the upper box dimension of A are de�ned respectively as

dimBA D lim
��!0

log N�.A/

� log �
; dimBA D lim

��!0

log N�.A/

� log �
:

When both the lower and the upper box dimensions are equal, the common value

dimB A D lim
��!0

log N�.A/

� log �

is called the box dimension of A.

The following is a standard fact (see [7] for instance):

dimH A � dimBA � dimBA: (2.1)

Next we discuss self-similarity measures. In the rest of this section, we always
assume that Y is a compact metric space unless otherwise stated.
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Let M.Y / be the set of all Borel probability measures on Y . Consider
the Kantrovich–Rubinshtein metric dM and the modi�ed Kantrovich–Rubinshtein

metric d �
M

on M.Y / de�ned by

dM.�1; �2/ D sup

²
ˇ

ˇ

ˇ

ˇ

Z

Y

� d�1 �

Z

Y

� d�2

ˇ

ˇ

ˇ

ˇ

W � 2 Lip1.Y /; sup
x2Y

j�.x/j � 1

³

;

d �
M

.�1; �2/ D sup

²
ˇ

ˇ

ˇ

ˇ

Z

Y

� d�1 �

Z

Y

� d�2

ˇ

ˇ

ˇ

ˇ

W � 2 Lip1.Y /

³

;

where Lip1.Y / denotes the set of all Lipschitz functions on Y with Lipschitz
constant � 1.

It is well known that .M.Y /; dM/ is complete (see Theorem 8.10.43 of [3]).
Furthermore, we have from the de�nition

dM.�1; �2/ � d �
M

.�1; �2/ � max¹jY j; 1ºdM.�1; �2/:

In particular, .M.Y /; d �
M

/ is also complete.
Let ¹fiº

m
iD1 be a family of contracting maps in a compact metric space Y .

Namely, there are some constants 0 < �i < 1 such that

d.fi .x/; fi .y//

d.x; y/
� �i < 1;

for every x ¤ y 2 Y and 1 � i � m.

Lemma 2.4. (cf. [11]) Let Y and ¹fiº
m
iD1 be as above. Then for any positive

numbers ai , 1 � i � m, with
Pm

iD1 ai D 1, there exists a unique Borel probability

measure �0 such that

�0.A/ D a1�0.f �1
1 .A// C � � � C am�0.f �1

m .A//

for every measurable subset A � Y . In other words,

�0 D

m
X

iD1

ai .fi /�.�0/;

where .fi /�.�0/ is the push-forward measure of �0 by fi .

Proof. De�ne the map

F �.a1; : : : ; am/W .M.Y /; d �
M

/ �! .M.Y /; d �
M

/

by

F �.a1; : : : ; am/.�/ D

m
X

iD1

ai .fi /�.�/:
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If � 2 Lip1.Y /, � ı fi has Lipschitz constant � �max, where

�max D max¹�1; : : : ; �mº:

This implies that F �.a1; : : : ; am/ is �max-contracting, Since .M.Y /; d �
M

/ is com-
plete, it has a �xed point �0 in M.K/ by the contraction mapping theorem. This
completes the proof. �

3. Proof of Theorem 1.2

Let K be the asymptotic self-similar set in a complete doubling metric space
X associated with a .¹�iº

k
iD1; '; �/-asymptotic similarity system ¹. xVI ; fI /ºI2I� .

For each I D i1 : : : in 2 I
�, we set

gI WD fI ı � � � ı fi1i2 ı fi1 W xV �! xV; xVI WD gI . xV / � xV:

Note that
jVI j � �jI jjV j: (3.1)

Let s be a unique solution of

k
X

iD1

�s
i D 1:

Lemma 3.1. Let 'W .0; 1/ ! Œ0; 1/ be a continuous function satisfying the

conditions (1.3). Then

1
Y

iD0

.1 C '.�i jV j/ < 1;

1
Y

iD0

.1 � '.�i jV j/ > 0:

Proof. By the condition on ', we have
1

X

iD0

log.1 C '.�i jV j// �

1
X

iD0

'.�i jV j/ < 1:

Similarly we have
1

X

iD0

log.1 � '.�i jV j// � �2

1
X

iD0

'.�i jV j/ > �1:

These complete the proof. �

Let I D i1 : : : im�1im 2 I
�. We use the notation

I� D i1 : : : im�1;

and write naturally like I D I�im as before.
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Lemma 3.2. dimH K � s.

Proof. By the construction, we have jVi1:::in j � jVi1:::in�1
j�. For any � > 0 take

a su�ciently large n such that Un WD ¹VI W I 2 I
nº is an �-cover of K. From the

de�nition of .�in ; '; �/-almost similarity map fI W VI 0 ! VI , I D I 0in, we have

jVI j � �in.1 C '.jVI 0 j/jVI 0 j:

It follows from Lemma 3.1 that

H
s
�.K/ �

X

I2In

jVI js

D
X

I 02In�1

. jVI 01js C � � � C jVI 0k js /

�
X

I 02In�1

.1 C '.jVI 0 j//sjVI 0 js.�s
1 C � � � C �s

k/

� .1 C '.�n�1jV j//s
X

I 02In�1

jVI 0 js

�

:::

<

1
Y

iD0

.1 C '.�i jV j//sjV j < C jV j;

where C is a constant, and therefore dimH K � s. �

Lemma 3.3. Let X be as in Theorem 1.2, and let V D ¹Viº be a collection of

disjoint open sets of X such that each Vi contains a closed ball of radius c1� and

is included in a closed ball of radius c2� for some positive constants c1 < c2

and �. Then every closed �-ball xB.x; �/in X intersects at most C.ı/ elements of
xV D ¹ xViº, where ı D c1

c1C4c2C2
and C.ı/ is a constant given in Lemma 2.2.

Proof. Take xi
1; xi

2 2 X satisfying xB.xi
1; c1�/ � Vi � xB.xi

2; c2�/. Let xV1; : : : ; xVN

intersect xB.x; �/.
Taking any point z 2 xVi \ xB.x; �/, we have

d.xi
1; x/ � d.xi

1; z/ C d.z; x/ � .2c2 C 1/�:

Furthermore, for any y 2 B.xi
1; c1�/, we have

d.y; x/ � d.y; xi
1/ C d.xi

1; x/ < .c1 C 2c2 C 1/�:
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Thus we get
N
[

iD1

B.xi
1; c1�/ � B.x; .c1 C 2c2 C 1/�/:

Since B.xi
1; c1�/ are mutually disjoint, from Lemma 2.2 we obtain the conclusion

of the lemma. This completes the proof. �

The rest of this section is mainly devoted to prove the following.

Lemma 3.4. dimH K � s.

We set
xV n WD

[

I2In

xVI :

Note that

K D

1
\

nD1

xV n:

For a large n0, �x an arbitrary I0 D i1 : : : in0
2 I

n0 , and consider

xVI0
WD gI0

. xV / D fI0
ı : : : fi1i2 ı fi1. xV /; KI0

WD K \ VI0
:

It su�ces to prove that dimH KI0
� s. Therefore we start with

W WD VI0
;

instead of V .
For every 1 � i � k, put

hi WD fI0i W SW �! SWi ;

where
SWi WD hi . SW / � SW:

Recall from the de�nition
ˇ

ˇ

ˇ

ˇ

d.hi .x/; hi .y//

d.x; y/
� �i

ˇ

ˇ

ˇ

ˇ

< o.n0/;

for every x ¤ y 2 SW , where

o.n0/ D �max'.�n0 jV j/; (3.2)

and therefore limn0!1 o.n0/ D 0. For J D j1 � �jm 2 I
� and every 1 � ` � m,

we use the notation

hj1��j`
WD fIj1��j`

W SWj1��j`�1
�! SWj1��j`

;



350 D. Wu and T. Yamaguchi

as before, and de�ne gJ W SW ! SWJ by

gJ WD hJ ı � � � ı hj1j2
ı hj1

:

Lemma 3.5. For every x ¤ y 2 SW , we have

ˇ

ˇ

ˇ

ˇ

d.gJ .x/; gJ .y//

d.x; y/
� �J

ˇ

ˇ

ˇ

ˇ

< o.n0/�J ;

where �J D �j1
: : : �jm

.

Proof. Put J` WD j1 � �j` for each 1 � ` � m. From Lemma 3.1, we obtain

d.gJ .x/; gJ .y//

d.x; y/
D

d.gJm
.x/; gJm

.y//

d.gJm�1
.x/; gJm�1

.y//
: : :

d.gJ2
.x/; gJ2

.y//

d.gJ1
.x/; gJ1

.y//

d.gJ1
.x/; gJ1

.y//

d.x; y/

� �J

1
Y

`D0

.1 C '.�n0C`jV j//

D �J .1 C o.n0//:

An estimate from below is similar, and hence omitted. �

For a small � > 0 compared with jW j, let ¹Uiº be any �-covering of

zK WD KI0
:

Replacing Ui by balls Bi of radius 2jUi j, we have a covering ¹Biº of zK. Thus
X

jUi j
s � 2�s

X

jBi j:

Fix Bi and take c1 > 0 and c2 > 0 such that W contains a ball of radius c1jW j

and is contained in a ball of radius c2jW j.

De�nition 3.6. We denote by I
1 the set of all in�nite sequences J D j1j2 : : :

with j` 2 I for all ` � 1. We call a �nite subset S of I� a simple family if for each
J D j1j2 � � � 2 I

1, there is a unique m such that Jm D j1j2 : : : jm 2 S.

For instance, Im is a simple family for every m � 1.

Lemma 3.7. For every simple family S, we have

X

I2S

�s
I D 1:
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Proof. Let m WD maxI2S jI j. We prove the lemma by the reverse induction on m.
Take I 2 S with jI j D m, and let I D i1 : : : im. Recall I� D i1 : : : im�1 and note
that I�j 2 S for all j 2 I. It follows that

k
X

j D1

�s
I�j D �s

I�
:

Set

Sm WD S \ I
m; S

0 WD .S n Sm/ [ ¹I�W I 2 Smº:

Since S
0is a simple family, it follows from the inductive hypothesis that

X

I2S

�s
I D

X

I2S0

�s
I D 1 �

Assertion 3.8. For each i , there is a simple family S D Si consisting of J

satisfying that SWJ is contained in a ball of radius c2jBi j and contains a ball of

radius Q�minc1c2jBi j for some uniform constant 0 < Q�min � �min.

Proof. For each J D j1j2 � � � 2 I
1, there is a unique m such that

jWj1:::jm�1
j > c2jBi j; jWj1:::jm

j � c2jBi j: (3.3)

Set Jm WD j1 : : : jm. Obviously, WJm
is contained in a ball of radius c2jBi j. Since

W contains a ball of radius c1jW j and since WJm
is open, WJm

contains a ball of
radius .1 � o.n0//�J c1jW j. From the choice of Jm,

.1 � o.n0//�J c1jW j � .1 � o.n0//2�jm
c1c2jBi j:

Let S be the set of all Jm 2 I
� when J runs over I

1. (3.3) implies that
�m�1 � c2jBi j=jW j, and therefore S is �nite. This completes the proof. �

Applying Lemma 2.4 to the contracting maps gI W SW ! SW , I 2 S, we have

Assertion 3.9. Let S D Si be as in Assertion 3.8. Then there is a unique Borel

probability measure � D �S in M. SW / such that

� D
X

I2S

�s
I .gI /�.�/;

where �s
I D .�I /s.
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Since SW � zK, it follows from Lemma 3.5 and the property of S that for any
J 2 S,

2scs
2jBi j

s � jWJ js � j zKJ js � .1 � o.n0//�s
J j zKjs: (3.4)

By Lemma 3.3, the number of SWJ with J 2 S meeting Bi is uniformly bounded
by some constant C D C.ı/, where ı D ı.c1; c2; Q�min/. Let � be the measure
constructed in Assertion 3.9. Then we have

�.Bi / D
X

I2S

�s
I .gI /�.�/.Bi /

D
X

I2S

�s
I .gI /�.�/.Bi \ SWI /

� C.ı/ max
I2S; SWI \Bi ¤�

�s
I :

(3.5)

It follows from (3.4) and (3.5) that

cs
2jBi j

s � .1 � o.n0//C.ı/�1jKjs�.Bi/: (3.6)

Since
X

jJ jDm

�s
J D 1; (3.7)

for each m � 1, applying Lemma 2.4 to the contracting maps gJ W SW ! SW ,
J 2 I

m, we have a unique measure �m 2 M. SW / such that

�m D
X

jJ jDm

�s
J .gJ /�.�m/:

Assertion 3.10. For m > maxI2S jI j, we have � D �m.

Proof. For each J 2 I
m, there are unique I 2 S and J˛ 2 I

� such that J D IJ˛ .
Let AI be the set of all the indices ˛ with J D IJ˛ for some J 2 I

m We can write
as

�m D
X

I2S;
˛2AI

�s
IJ˛

.gIJ˛
/�.�m/:

By iterating `-times, we have

�m D
X

J1;:::;J`2Im

�s
J1

: : : �s
J`

.gJ1
ı � � � ı g`/�.�m/

D
X

Ii 2S;
˛i 2AIi

�s
I1J˛1

: : : �s
I`J˛`

.gJ1
ı � � � ı gJ`

/�.�m/:
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Since AI D I
m�jI j, similarly to (3.7) we see

X

˛2AI

�s
J˛

D 1: (3.8)

It follows that

� D
X

I2S

�s
I .gI /�.�/ D

X

I2S;
˛2AI

�s
IJ˛

.gI /�.�/:

By iterating `-times, we obtain

� D
X

Ii 2S;
˛i 2AIi

�s
I1J˛1

: : : �s
I`J˛`

.gI1
ı � � � ı gI`

/�.�/:

It follows that

d �
M

.�; �m/ �
X

Ii 2S;
˛i 2AIi

�s
I1J˛1

: : : �s
I`J˛`

sup
L.�/�1

ˇ

ˇ

ˇ

ˇ

Z

� ı gI`
ı � � � ı gI1

d� �

Z

� ı gJ`
ı � � � ı gJ1

d�m

ˇ

ˇ

ˇ

ˇ

:

Here,
ˇ

ˇ

ˇ

ˇ

Z

� ı gI`
ı � � � ı gI1

d� �

Z

� ı gJ`
ı � � � ı gJ1

d�m

ˇ

ˇ

ˇ

ˇ

�

ˇ

ˇ

ˇ

ˇ

Z

� ı gI`
ı � � � ı gI1

d� �

Z

� ı gI`
ı � � � ı gI1

d�m

ˇ

ˇ

ˇ

ˇ

C

ˇ

ˇ

ˇ

ˇ

Z

� ı gI`
ı � � � ı gI1

d�m �

Z

� ı gJ`
ı � � � ı gJ1

d�m

ˇ

ˇ

ˇ

ˇ

:

For a constant Q� with �max < Q� < 1, choose a large n0 such that

.1 C o.n0//�max < Q� < 1:

Then the Lipschitz constant of gI`
ı � � � ı gI1

satis�es

L.gI`
ı � � � ı gI1

/ � .1 C o.n0//`�I`
: : : �I1

< Q�I1:::I`
;

where we put Q�I1:::I`
WD . Q�/jI1jC���CjI`j. Therefore we obtain

ˇ

ˇ

ˇ

ˇ

Z

� ı gI`
ı � � � ı gI1

d� �

Z

� ı gI`
ı � � � ı gI1

d�m

ˇ

ˇ

ˇ

ˇ

� Q�I1:::I`
d �
M

.�; �m/:
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On the other hand, from the inclusion

gI`
ı � � � ı gI1

. SW / � gJ`
ı � � � ı gJ1

. SW /;

we have

sup
x2 SW

j� ı gI`
ı � � � ı gI1

.x/ � � ı gJ`
ı � � � ı gJ1

.x/j

� jgI`
ı � � � ı gI1

. SW /j

� .1 C o.n0//`�I`
: : : �I1

< Q�I1:::I`
:

Thus letting n D minI2S jI j together with (3.8), we have

d �
M

.�; �m/ �
X

I1;:::;I`;

˛1;:::;˛`

�s
I1J˛1

: : : �s
I`J˛`

Q�I1:::I`
.d �

M
.�; �m/ C 1/

� Q�n`
X

I1;:::;I`;

˛1;:::;˛`

�s
I1J˛1

: : : �s
I`J˛`

.d �
M

.�; �m/ C 1/

D Q�n`
X

I1;:::;I`2S

�s
I1

: : : �s
I`

.d �
M

.�; �m/ C 1/

D Q�n`.d �
M

.�; �m/ C 1/;

which yields

d �
M

.�; �m/ <
1

1 � Q�n`
Q�n`:

Letting ` ! 1, we conclude that � D �m. �

Proof of Lemma 3.4. From the last assertion, we have

supp.�/ �

1
\

mD1

�

[

jJ jDm

gJ . SW /
�

D zK:

It follows from (3.6) that
X

2�sjBi j
s � .1 � o.n0//4�sc�s

2 C.ı/�1j zKj
X

�.Bi/

� .1 � o.n0//4�sc�s
2 C.ı/�1j zKj:

This shows that dimH
zK � s. We have completed the proof of lemma 3.4. �
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Finally we show that

Lemma 3.11. dimBK � s.

Proof. For every � > 0 and J1 D j1j2 : : : 2 I
1, take a minimal m satisfying

jWJ j � � for J WD Jm D j1 : : : jm.

Note that

jWJ j � �min=2jWJ�
j � ��min=2: (3.9)

Thus we have a simple family S D ¹J j J1 2 I
1 º. By Lemma 3.7, we have

X

J 2S

�s
J D 1: (3.10)

By Lemma 3.5, we have

ˇ

ˇ

ˇ

ˇ

jWJ j

jW j
� �J

ˇ

ˇ

ˇ

ˇ

< �J o.n0/: (3.11)

It follows from (3.9) and (3.11) that

.��min=2/s � 2s�s
J jW js :

Using (3.10), we obtain

X

J 2S

.��min=2/s � 2s jW js :

Since ¹WJ j J 2 Sº is disjoint, we conclude that

N�. zK/ � 2s jW js.��min=2/�s:

This shows that dimB
zK � s, and the conclusion of the lemma follows. �

It follows from Lemmas 3.4, 3.11 and (2.1) that dimH K D dimB K D s. This
completes the proof of Theorem 1.2.

Finally we point out that our notion of asymptotic similarity system provides
a controlled Moran construction de�ned in Rajala and Vilppolainen [16]:
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Lemma 3.12. Let ¹. xVI ; fI /ºI2I� be a .¹�iº
k
iD1; '; �/-asymptotic similarity sys-

tem. Then ¹ xVI ºI2I� is a controlled Moran construction de�ned in Rajala and

Vilppolainen ([16]). Namely, there exists a constant D � 1 such that for every

I; J 2 I
�

(1) xVI � xVI � ;

(2) there exists a positive integer n such that

max
I2In

j xVI j < D�1I

(3) D�1 �
j xVIJ j

j xVI jj xVJ j
� D.

Proof. (1) is clear. In view of (3.1), (2) is obvious. To show (3), we go back to the
situation of Lemma 3.5. Let o.n0/ be as in (3.2). For a large n0, �x an arbitrary
I0 D i1 : : : in0

2 I
n0 , and consider W D VI0

. If we take n0 with o.n0/ < 1=2, we
have from Lemma 3.5,

1

2
�I j SW j < j SWI j < 2�I

SW j;
1

2
�J j SW j < j SWJ j < 2�J j SW j;

which imply
1

4j SW j
j SWI jj SWJ j < j SWIJ j <

4

j SW j
j SWI jj SWJ j:

Now (3) is immediate, since we have only �nitely many choices for I0. �

4. Sierpinski gaskets on surfaces

Let D be a domain in a complete surface M . We assume that D is convex in the
sense that for every two points of D there exits a unique minimal geodesic joining
them and it is contained in D. For simplicity, we assume that the absolute value of
the Gaussian curvature of M is at most 1 on D. Let � be a domain in D bounded
by a geodesic triangle .1; 2; 3/. We call � a geodesic triangle region. The set
of lengths ¹L.i /º

3
iD1 is called the side-length of �.

De�nition 4.1. We say that � is ı-non-degenerate if each angle Q̨ of a comparison
triangle z� of � in R2 satis�es ı < Q̨ < � � ı, where a comparison triangle means
that z� has the same side-length as �.

In this section, we let I D ¹1; 2; 3º. Let ¹�I ºI2I� be the system of geodesic
triangles obtained by dividing � into smaller triangles �I consecutively, as stated
in Introduction.
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De�nition 4.2. We say that the system ¹�I ºI2I� is non-degenerate if there is a
ı > 0 such that �I is ı-non-degenerate for every I 2 I

�. In this case, we also say
that � is asymptotically non-degenerate.

Example 4.3. Let S2 denote the unit sphere around the origin in R3, and let � be
a geodesic triangle domain on S2 of perimeter less than 2� . Joining the vertexes
p1; p2; p3 of � by shortest segments in R3, we have a geodesic triangle region y�

on the plane through p1; p2; p3. By the projection along the rays from the origin
of R3, we have a canonical map

� W � ! y�;

which is a bi-Lipschitz homeomorphism. From a system of geodesic triangles
¹�I ºI2I� of �, setting y�I WD �.�I /, we have the system of geodesic triangles
¹ y�I ºI2I� of z�. Note that each y�I is 2�jI j-similar to y� in the usual sense. Since
�I is bi-Lipschitz homeomorphic to y�I ,

Area.�I / � L�2 Area. y�I /;

where L is the bi-Lipschitz constant of � . It follows that � is asymptotically
non-degenerate. Now we have the formula (1.4) for the Sierpinski gasket K�

associated with � by two reasons. One is by Theorem 1.3 and the other one is due
to the well-known formula for K y�

.

Example 4.3 is the special case. For a geodesic triangle region on a general
complete surface, it seems impossible to reduce the problem to a triangle region
in R2.

The main purpose of this section is to prove the following result.

Theorem 4.4. For every ı > 0 there exists an r > 0 such that

(1) every geodesic triangle region � on D with j�j � r is asymptotically non-

degenerate;

(2) the Hausdor� and box dimensions of the Sierpinski gasket K� associated

with � are given by (1.4).

If � be asymptotically non-degenerate as in Theorem 1.3, we can apply The-
orem 4.4 to �I for each I 2 I� with large enough jI j. Therefore Theorem 4.4
yields Theorem 1.3.

The following lemma is a consequence of law of cosine, and hence is omitted.
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Lemma 4.5. For any ı > 0 there exists an � > 0 such that if a geodesic triangle

� of side length .a1; a2; a3/ is ı-non-degenerate, and if the side length .a0
1; a0

2; a0
3/

of a geodesic triangle �0 satis�es

.1 � �/
aj

ai

<
a0

j

a0
i

< .1 C �/
aj

ai

; (4.1)

for any i ¤ j , then �0 is ı=2-non-degenerate.

Proof. We may assume that � and �0 are triangles in R2. Set

.a; b; c/ WD .a1; a2; a3/ and .a0; b0; c0/ WD .a0
1; a0

2; a0
3/

for simplicity. Rescaling �0, we may assume that c D c0. It su�ces to show that
if �0 has side-length .a0; b0; c0/ D .a0; b; c/ satisfying (4.1), then the angles ˛, ˇ

(resp. ˛0, ˇ0) opposite to the edges of length a and b in � (resp a0 and b in �0)
satisfy that j˛0 � ˛j < ı=4 and jˇ0 � ˇj < ı=4 for a suitable � D �.ı/ > 0.

Sublemma 4.6. If a geodesic triangle � of side lengths .a1; a2; a3/ is ı-non-

degenerate, then there exists a constant C.ı/ such that

C.ı/�1 <
aj

ai

< C.ı/;

for every 1 � i; j � 3.

Proof. This is an immediate consequence of the law of sines. One can take
C.ı/ D 1= sin ı. 4

By trigonometry, we have

sin2 ˛=2 D .a C c/.a C b/=bc; sin2 ˛0=2 D .a0 C c/.a0 C b/=bc:

It follows from the assumption and Sublemma 4.6 with ja0 � aj < �a that

j sin2 ˛0=2 � sin2 ˛=2j � a.a C a0b C c/�=bc � 5C.ı/2�: (4.2)

Since sin ˛0=2 C sin ˛=2 > sin.ı=2/, we obtain

j sin ˛0=2 � sin ˛=2j � 5C.ı/2�= sin.ı=2/:

From ˛ < � � 2ı, we have cos ˛0C˛
4

> sin.ı=4/. It follows that

j˛0 � ˛j � 8

ˇ

ˇ

ˇ

ˇ

sin
˛0 � ˛

4

ˇ

ˇ

ˇ

ˇ

< 5C.ı/2�= sin2.ı=4/: (4.3)
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Similarly we have

j sin2 ˇ0=2 � sin2 ˇ=2j D ja � a0jb.b C c/=aa0c

� b.b C c/�=ca0

�
�

1 � �

b.b C c/

a

�
�

1 � �
2C.ı/2;

which implies

jˇ0 � ˇj <
8�

1 � �

� C.ı/

sin.ı=2/

�2

: (4.4)

Thus from (4.3) and (4.4) we obtain j˛0�˛j < ı=4 and jˇ0 �ˇj < ı=4 for a suitable
� � �.ı/. This completes the proof. �

Let � be a geodesic triangle region on D bounded by a geodesic triangle
.1; 2; 3/ with vertices p1; p2; p3. By the convexity of D, we have

j�j D max
1�i�3

ai ;

where we put ai WD L.i /. Fix a vertex p1 and let i be parametrized on Œ0; 1� in
such a way that 2.0/ D 3.0/ D p1. Let 'W Œ0; 1��Œ0; 1� ! � be a parametrization
of � such that t ! '.t; s/, 0 � t � 1, is the geodesic, denoted by �s, from 2.s/

to 3.s/ for each s 2 Œ0; 1�. Namely '.t; s/ D �s.t /. We set

a1.s/ WD L.�s/:

Now de�ne the map f1W � ! � by

f1.'.t; s// D '.t; s=2/:

Note that the image �1 of f1 is the geodesic triangle region bounded by .2jŒ0;1=2�,
3jŒ0;1=2�; �1=2/ and that �1 has side-length .a1.1=2/; a2=2; a3=2/. We put

r WD j�j:

Lemma 4.7. For any s 2 .0; 1/, we have

1 � r2 <
a1.s/

sa1

< 1 C r2:

In particular, j�1j � 1
2
.1 C r2/j�j.
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Proof. Let

Qi .s/ WD exp�1
p1

.i .s//; i D 2; 3:

The Rauch comparison theorem (see [5]) implies

sin r

r
<

a1

d. Q2.1/; Q3.1//
<

sinh r

r
(4.5)

sin r

r
<

a1.s//

d. Q2.s/; Q3.s//
<

sinh r

r
: (4.6)

Since d. Q2.s/; Q3.s// D sd. Q2.1/; Q3.1/, the conclusion follows. �

Let us denote by .a1;1; a1;2; a1;3/ the side length .a1.1=2/; a2=2; a3=2/ of �1.
Lemma 4.7 implies that

.1 � r2/
ai

aj

<
a1;i

a1;j

< .1 C r2/
ai

aj

; (4.7)

for every 1 � i; j � 3.
In a similar way, we construct a map fi1 W � ! �i1 � � for each 1 �

i1 � 3. Repeating this procedure for each �i inductively, for each multi-index
I D i1 : : : in�1in, we have a geodesic triangle region �I and a map fI W �I 0 ! �I ,
where I 0 D i1 : : : in�1. The side-length .aI;1; aI;2; aI;3/ of �I is also suitably
de�ned inductively. Take r < 1 and set

� WD
1

2
.1 C r2/ < 1:

Lemma 4.8. There exists an L.r/ > 1 such that for every I and 1 � i; j � 3

L.r/�1 ai

aj

<
aI;i

aI;j

< L.r/
ai

aj

:

Proof. Repeating use of (4.7) and Lemma 4.7 applied to s D 1=2 implies that for
each I D i1 : : : im,

.1 � r2
m/ : : : .1 � r2

1 /.1 � r2/
ai

aj

<
aI;i

aI;j

< .1 C r2
m/ : : : .1 C r2

1 /.1 C r2/
ai

aj

for every 1 � i; j � 3, where rk WD j�i1:::ik j, 1 � k � m. Since

rk �
1

2
.1 C r2

k�1/rk�1 < �rk�1 < � � � < �kr:
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it follows that

…1
mD0

�

1 � �2mr2
� ai

aj

<
aI;i

aI;j

< …1
mD1

�

1 C �2mr2
� ai

aj

: (4.8)

This completes the proof. �

From (4.8), one can take L.r/ as

L.r/ WD e
2r2

1��2 :

For every s 2 .0; 1� we denote by �.1 W s/ the geodesic triangle .2jŒ0;s�; 3jŒ0;s�,
�s/. Similarly, �.i W s/ and �I .i W s/ are de�ned for every 1 � i � 3 and every
multi-index I 2 I�.

Lemmas 4.5, 4.7, and 4.8 imply

Lemma 4.9. For every ı > 0, there exists a positive number r such that if � is

ı-non-degenerate and the diameter j�j of � is less than r , then �I as well as

�I .i W s/ is ı=2-non-degenerate for every multi-index I , 1 � i � 3 and s 2 .0; 1/.

By Lemma 4.9, we get the conclusion .1/ of Theorem 4.4. In view of Theo-
rem 1.2, to prove the conclusion .2/ of Theorem 4.4, it su�ces to prove the fol-
lowing.

Theorem 4.10. There is a positive numbers c D c.ı/ such that ¹.�I ; fI /ºI2I�

gives a .1=2; 'c; �/-asynptotic similarity system, where 'c.x/ D cx2.

Proof. In view of Lemma 4.9, it su�ces to prove that the map

f WD f1W � �! �1 � �

is a .1=2; 'c; �/-almost similarity map for a uniform positive constant c D c.ı/.
Note that Js.t / WD @'

@s
.t; s/ is a Jacobi �eld along �s. Set Ts.t / WD @'

@t
.t; s/ D P�s.t /.

Observe that

df .Ts.t // D Ts=2.t /; df .Js.t // D
1

2
Js=2.t /: (4.9)

Lemma 4.7 shows that
ˇ

ˇ

ˇ

ˇ

L.�s=2/

L.�s/
�

1

2

ˇ

ˇ

ˇ

ˇ

< 3r2;

which implies that
ˇ

ˇ

ˇ

ˇ

jdf .Ts/j

jTsj
�

1

2

ˇ

ˇ

ˇ

ˇ

< 3r2: (4.10)
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Lemma 4.11. For every s; u 2 .0; 1� and t 2 Œ0; 1�, we have

ˇ

ˇ

ˇ

ˇ

jJu.t /j

jJs.t /j
� 1

ˇ

ˇ

ˇ

ˇ

< C.ı/r2: (4.11)

From now on, we shall use the general symbols C.ı/ or c.ı/ to denote constants
depending only on ı unless otherwise stated.

Proof. For any �xed s, take unique Jacobi �elds Y1 and Y2 along �s and the reverse
geodesic ��

s .t / WD �.1 � t / respectively such that

Y1.0/ D 0; Y1.1/ D Js.1/; Y2.1/ D Js.0/; Y2.0/ D 0;

to have

Js.t / D Y1.t // C Y2.1 � t /:

We dente by S2 and H2 the sphere and the hyperbolic plane of constant curvature
1 and �1 respectively.

Recall that � is a ı-non-degenerate geodesic triangle region of side lengths
.a1; a2; a3/ in D whose diameter is denoted by r .

Lemma 4.12. Let ˛iC and ˛i�be the angles of comparison triangles �C and ��

of � in S2 and H2 respectively at the vertices opposite to the edge of length ai .

Then we have

j˛iC � ˛i�j < C.ı/r2:

Proof. Put .a; b; c/ WD .a1; a2; a3/, and let ˛C, ˛� and ˛ be the angles of compar-
ison triangles of � in S2, H2 and R2 respectively at the vertices opposite to the
edge of length a. By the laws of cosines, we have

sin b sin c cos ˛C D cos a � cos b cos c;

sinh b sinh c cos ˛� D cosh b cosh c � cosh a;

2bc cos ˛ D b2 C c2 � a2;

which imply

2bc cos ˛C D 2bc cos ˛ C O.b3c/ C O.bc3/ C O.b2c2/ C O.a4/;

2bc cos ˛� D 2bc cos ˛ C O.b3c/ C O.bc3/ C O.b2c2/ C O.a4/:
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It follows from Sublemma 4.6 that

j cos ˛C � cos ˛j � O.b2/ C O.c2/ C O.bc/ C O.a4=bc/

� C.ı/r2:

Since ı < ˛ < � � ı, we obtain j˛C � ˛j � C.ı/r2. Similarly we get
j˛� � ˛j � C.ı/r2, and hence j˛C � ˛�j � C.ı/r2. 4

Let ˛s and ˇs be the angle of the geodesic triangle

�.1 W s/ D .2j0;s�; 3jŒ0;s�; �s/

at 2.s/ and 3.s/ respectively.

Lemma 4.13. We have

j˛s � ˛t j < c.ı/r2 and jˇs � ˇt j < c.ı/r2;

for every s; t 2 .0; 1�.

Proof. Let ˛C
s , ˛�

s , ˛0
s denote the angles of comparison triangles in S2, H2,

and R2 respectively at the vertices corresponding 2.s/. By Toponogov’s theorem
(cf. [5]), we have

˛�
s � ˛s; ˛0

s � ˛C
s : (4.12)

By the law of cosines, we have

cos ˛0
s D

a2
2 C .a1.s/=s/2 � a2

3

2a2.a1.s/=s/
;

cos ˛0
t D

a2
2 C .a1.t /=t/2 � a2

3

2a2.a1.t /=t/
;

which imply with Lemma4.7

cos ˛0
s � cos ˛0

t

�
a2

2 C a2
1.1 C r2/ � a2

3

2a2a1.1 � r2/
�

a2
2 C a2

1.1 � r2/ � a2
3

2a2a1.1 C r2/

D
r2.2a2

1 C a2
2 � a2

3/

a1a2.1 � r2/.1 C r2/

D
r2

1 � r4

�2a1

a2

C
a2

a1

�
a2

3

a1a2

�

� C.ı/r2:
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Reversing the role of s and t , we have

j cos ˛0
s � cos ˛0

t j � C.ı/r2:

By Lemma 4.9, we have ı=2 < .˛0
s C ˛0

t /=2 < � � ı=2, which implies

sin
�˛0

s C ˛0
t

2

�

> sin.ı=2/:

Therefore we conclude that

j˛0
s � ˛0

t j � 4
ˇ

ˇ

ˇ sin
�˛0

s � ˛0
t

2

�ˇ

ˇ

ˇ � C1.ı/r2:

where C1.ı/ WD 2C.ı/
sin.ı=2/

Using (4.12) and Lemma 4.12, we see

˛s � ˛0
s C C.ı/r2

� ˛0
t C C.ı/r2 C C1.ı/r2

� ˛t C 2C.ı/r2 C C1.ı/r2:

Reversing the role of s and t completes the proof. 4

Next we analyze the behavior of the norm of Jacobi �eld Js . For a �xed
s 2 .0; 1�, let Yi.t / D Y N

i .t / C Y T
i .t /, i D 1; 2, be the orthogonal decompositions

of Yi to the normal and tangential components to P�s. We can write Yi .t / and
Yi .t /

N as

Y1.t / D d exp2.s/.t .V1/t P�s.0//; Y2.t / D d exp3.s/.t .V2/t P��
s .0//; (4.13)

Y N
1 .t / D d exp2.s/.t .V

N
1 /t P�s.0//; Y N

2 .t / D d exp3.s/.t .V
N

2 /t P��
s .0//; (4.14)

where V1 and V2 are some parallel vector �elds on the tangent spaces satisfying

d exp2.s/..V1/ P�s.0// D P3.s/; d exp3.s/..V2/ P��
s .0// D P2.s/:

The Rauch comparison theorem shows that

jY N
1 .t /j ; t jV N

1 j ; t j P3.t /N j; jY N
2 .1 � t /j ; .1 � t /jV N

2 j ; .1 � t /j P2.t /N j:

Here and hereafter we use the symbol a ; b whenever
ˇ

ˇ

a
b

� 1
ˇ

ˇ < C.ı/r2.
It follows from dim M D 2 that

jJ N
s .t /j D jY N

1 .t /j C jY N
2 .1 � t /j

; t j P3.t /N j C .1 � t /j P2.t /N j

D t sin ˇsa3 C .1 � t / sin ˛sa2;

(4.15)
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where we recall ai D L.i / D j Pi .t //j. Similarly we have

jJ N
u .t /j ; t sin ˇua3 C .1 � t / sin ˛ua2:

It follows from that
jJ N

s .t /j ; jJ N
u .t /j: (4.16)

Next we show that
jJ T

s .t /j ; jJ T
u .t /j: (4.17)

We use the expression (4.13) with Gauss’s lemma to obtain

hY1.t /; Ts.t /i D ta3jTsj cos ˇs;

hY2.t /; Ts.t /i D �.1 � t /a2jTsj cos ˛s:

Thus we get
jJ T

s .t /j D jta3 cos ˇs � .1 � t /a2 cos ˛s j:

From an inequality for jJ T
u .t /j similar to the above and Lemma 4.13, we have

(4.17). Now (4.11) follows from (4.16), (4.17). Thus we have completed the proof
of Lemma 4.11. 4

The expression (4.13) also yields

jY1.t /j ; t jV1j ; ta3; jY2.1 � t /j ; .1 � t /jV2j ; .1 � t /a2:

In particular we have
jJs.t /j � 2r: (4.18)

Since jJ N
s .t /j � c.ı/r from (4.15), (4.18) implies that the angle

�s.t / WD †.Js.t /; Ts.t //

has de�nite lower and upper bounds:

0 < c.ı/ � �s.t / � � � c.ı/: (4.19)

(4.9)–(4.11), and (4.19) yield that
ˇ

ˇ

ˇ

ˇ

jdf .v/j

jvj
�

1

2

ˇ

ˇ

ˇ

ˇ

< C.ı/r2;

for every tangent vector v. Thus we conclude that f W � ! �1 is a .1=2; 'C.ı/; �/-
almost similarity map, with 'C.ı/.x/ D C.ı/x2. This completes the proof of
Theorem .2/ 4.10. �
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Proof of Corollary 1.4. In view of Theorem 1.2, it su�ces to show that for a
geodesic triangle region � on a convex domain of a complete surface, if the
collection ¹.�I ; fI /ºI2I� gives a .¹1=2; 1=2; 1=2º; 'C ; �/-asymptotic similarity
system with 'C .x/ D Cx2 and 0 < � < 1, then � is asymptotically non-
degenerate.

For a large n0, �x an arbitrary I0 D i1 : : : in0
2 In0

, and set

W WD �I0
D gI0

.�/ D fI0
ı : : : fi1i2 ı fi1.�/:

For every 1 � i � k, put

hi WD fI0i W W �! Wi D hi .W / � W;

and recall from the de�nition
ˇ

ˇ

ˇ

ˇ

d.hi .x/; hi .y//

d.x; y/
� �i

ˇ

ˇ

ˇ

ˇ

< o.n0/;

where o.n0/ D �i'.�n0 j�j/ and therefore limn0!1 o.n0/ D 0. For J D j1 � �jm,
de�ne gJ W W ! WJ by

gJ WD hJ ı � � � ı hj1j2
ı hj1

;

where we use the notation

hj1��j`
WD fIj1��j`

W Wj1��j`�1
�! Wj1��j`

;

as before. By Lemma 3.5, we have

ˇ

ˇ

ˇ

ˇ

d.gJ .x/; gJ .y//

d.x; y/
� �J

ˇ

ˇ

ˇ

ˇ

< o.n0/�J ;

for every x; y 2 W . We denote by inrad.W /, the inradius of W , the largest r > 0

such that an r-ball is contained in W . It follows that

jWJ j

inrad.WJ /
�

1 C o.n0/

1 � o.n0/

jW j

inrad.W /
;

for every J 2 I
�. This implies that there exists a ı > 0 such that �I is

ı-nondegenerate for every I 2 I
�. �



Hausdor� dimension of asymptotic self-similar sets 367

References

[1] P. Assouad, Plongements lipschitziens dans Rn. Bull. Soc. Math. France 111 (1983),
no. 4, 429–448. MR 0763553 Zbl 0597.54015

[2] Z. M. Balogh and H. Rohner, Self-similar sets in doubling spaces. Illinois J. Math. 51

(2007), no. 4, 1275–1297. MR 2417427 Zbl 1163.28001

[3] V. I. Bogachev, Measure theory. Vol. II. Springer-Verlag, Berlin etc., 2007.
MR 2267655 Zbl 1120.28001

[4] D. Burago, Yu. Burago, and S. Ivanov, A Course in metric geometry. Graduate Stud-
ies in Mathematics, 33. American Mathematical Society, Providence, R.I., 2001.
MR 1835418 Zbl 0981.51016

[5] J. Cheeger and D. Ebin, Comparison theorems in Riemannian geometry. North-
Holland Mathematical Library, 9. North-Holland Publishing Co., Amsterdam-
Oxford, and American Elsevier Publishing Co., New York, 1975. MR 0458335
Zbl 0309.53035

[6] K. Falconer, The geometry of fractal sets. Cambridge Tracts in Mathematics, 85.
Cambridge University Press, Cambridge, 1986. MR 0867284 Zbl 0587.28004

[7] K. Falconer, Fractal geometry. Mathematical foundations and applications. Second
edition. John Wiley & Sons, Hoboken, N.J., 2003. MR 2118797 Zbl 1060.28005

[8] M. Gromov, Metric structures for Riemannian and non-Riemannian spaces. Based
on the 1981 French original. With appendices by M. Katz, P. Pansu, and S. Semmes.
Translated from the French by Sean M. Bates. Progress in Mathematics, 152.
Birkhäuser Boston, Boston, MA, 1999. MR 1699320 Zbl 1113.53001

[9] J. Heinonen, Lectures on analysis on metric spaces. Universitext. Springer-Verlag,
New York, 2001. MR 1800917 Zbl 0985.46008

[10] J. E. Hutchinson, Fractals and self-similarity. Indiana Univ. Math. J. 30 (1981), no. 5,
713–747. MR 0625600 Zbl 0598.28011

[11] T. Kamae and T. Takahashi, Ergode theory and fractals. Springer-Verlag Tokyo, 1993.
In Japanese.

[12] J. Kigami, Hausdor� dimensions of self-similar sets and shortest path metrics.
J. Math. Soc. Japanize 47 (1995), no. 3, 381–404. MR 1331321 Zbl 0851.28002

[13] P. A. P. Moran, Additive functions of intervals and Hausdor� measure. Proc. Cam-

bridge Philos. Soc. 42 (1946). 15–23. MR 0014397 Zbl 0063.04088

[14] C. T. Mcmullen, Hausdor� dimension of general Sierpinski carpets. Nagoya

Math. J. 96 (1984), 1–9. MR 0771063 Zbl 0539.28003

[15] Y. Pesin and V. Climehaga, Lectures on fractal geometry and dynamical systems.

Student Mathematical Library, 52. American Mathematical Society, Providence, R.I.,
2009. MR 2560337 Zbl 1186.37003

http://www.ams.org/mathscinet-getitem?mr=0763553
http://zbmath.org/?q=an:0597.54015
http://www.ams.org/mathscinet-getitem?mr=2417427
http://zbmath.org/?q=an:1163.28001
http://www.ams.org/mathscinet-getitem?mr=2267655
http://zbmath.org/?q=an:1120.28001
http://www.ams.org/mathscinet-getitem?mr=1835418
http://zbmath.org/?q=an:0981.51016
http://www.ams.org/mathscinet-getitem?mr=0458335
http://zbmath.org/?q=an:0309.53035
http://www.ams.org/mathscinet-getitem?mr=0867284
http://zbmath.org/?q=an:0587.28004
http://www.ams.org/mathscinet-getitem?mr=2118797
http://zbmath.org/?q=an:1060.28005
http://www.ams.org/mathscinet-getitem?mr=1699320
http://zbmath.org/?q=an:1113.53001
http://www.ams.org/mathscinet-getitem?mr=1800917
http://zbmath.org/?q=an:0985.46008
http://www.ams.org/mathscinet-getitem?mr=0625600
http://zbmath.org/?q=an:0598.28011
http://www.ams.org/mathscinet-getitem?mr=1331321
http://zbmath.org/?q=an:0851.28002
http://www.ams.org/mathscinet-getitem?mr=0014397
http://zbmath.org/?q=an:0063.04088
http://www.ams.org/mathscinet-getitem?mr=0771063
http://zbmath.org/?q=an:0539.28003
http://www.ams.org/mathscinet-getitem?mr=2560337
http://zbmath.org/?q=an:1186.37003


368 D. Wu and T. Yamaguchi

[16] T. Rajala and M. Vilppolainen, Weakly controlled Moran constructions and iterated
functions systems in metric spaces. Illinois J. Math. 55 (2011), no. 3, 1015–1051.
MR 3069294 Zbl 1281.28005

[17] D. Ruelle, Bowen’s formula for the Hausdor� dimension of self-similar sets. In
J. Fröhlich (eds.), Scaling and self-similarity in physics. Renormalization in statis-
tical mechanics and dynamics. Lectures presented at the seminar held at the Institut
des Hautes Études Scienti�ques, Bures-sur-Yvette, 1981/1982. Progress in Physics, 7.
Birkhäuser Boston, Boston, MA, 1983, 351–358. MR 0733478

[18] A. Schief, Separation properties for self-similar sets. Proc. Amer. Math. Soc. 122

(1994), no. 1, 111–115. MR 1191872 Zbl 0807.28005

[19] A. Schief, Self-similar sets in complete metric spaces. Proc. Amer. Math. Soc. 124

(1996), no. 2, 481–490. MR 1301047 Zbl 0844.28004

[20] C. Villani, Topics in optimal transportation. Graduate Studies in Mathematics, 58.
American Mathematical Society, Providence, R.I., 2003. MR 1964483
Zbl 1106.90001

[21] D. Wu, The Hausdor� dimension of generalized Cantor sets. Master’s Thesis. Uni-
versity of Tsukuba, Tsukuba, 2013.

[22] D. Wu, An asymptotic extension of moran construction in metric measure spaces.
Tsukuba J. Math. 39 (2016), no. 2, 167–179. MR 3490482 Zbl 1359.37052

Received December 10, 2015

Daruhan Wu, Graduate School of Pure and Applied Sciences, University of Tsukuba,
Tsukuba, 305-8571, Japan

Current address: School of Statistics and Mathematics,
Inner Mongolia University of Finance and Economics, Huhhot 010070, China

e-mail: daruhan@imufe.edu.cn

Takao Yamaguchi, Department of Mathematics, Kyoto University, Kitashirakawa,
Kyoto 606–8502, Japan

e-mail: takaoy@math.kyoto-u.ac.jp

http://www.ams.org/mathscinet-getitem?mr=3069294
http://zbmath.org/?q=an:1281.28005
http://www.ams.org/mathscinet-getitem?mr=0733478
http://www.ams.org/mathscinet-getitem?mr=1191872
http://zbmath.org/?q=an:0807.28005
http://www.ams.org/mathscinet-getitem?mr=1301047
http://zbmath.org/?q=an:0844.28004
http://www.ams.org/mathscinet-getitem?mr=1964483
http://zbmath.org/?q=an:1106.90001
http://www.ams.org/mathscinet-getitem?mr=3490482
http://zbmath.org/?q=an:1359.37052
mailto:daruhan@imufe.edu.cn
mailto:takaoy@math.kyoto-u.ac.jp

	Introduction
	Acknowledgments
	Preliminaries
	Proof of Theorem 1.2
	Sierpinski gaskets on surfaces
	References

