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Invariant measures for iterated function systems
with inverses

Yuki Takahashi

Abstract. We consider iterated function systems that contain inverses in the overlapping case.
We focus on the parameterized families of iterated function systems with inverses, satisfying
the transversality condition. We show that the invariant measure is absolutely continuous for
a.e. parameter when the random walk entropy is greater than the Lyapunov exponent. We also
show that if the random walk entropy does not exceed the Lyapunov exponent, then their ratio
gives the Hausdorff dimension of the invariant measure for a.e. parameter value.

1. Introduction

A finite collection of strictly contractive maps on the real line is called an iterated
function system (IFS). Let ˆ D ¹'aºa2ƒ be an IFS, and let p D .pa/a2ƒ be a prob-
ability vector. Then it is well-known that there exists a unique Borel probability
measure �, called the invariant measure, such that

� D
X
a2ƒ

pa � 'a�;

where 'a� is the push-forward of � under the map 'a WR!R. When the construction
does not involve complicated overlaps (say, under the open set condition), the invari-
ant measure is relatively easy to understand. For example, if the open set condition
holds, then the dimension of � is given by

dim � D
h

�
;

where h D h.p/ is the entropy and � D �.ˆ; p/ is the Lyapunov exponent. How-
ever, the situation is dramatically more difficult in the overlapping case. Let ˆt be a
parameter family of IFS with overlaps, and let �t be the associated invariant measure.
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Using the so-called transversality method, in [14] the authors showed that under the
transversality condition the measure �t satisfies

dim �t D min
°
1;
h

�t

±
for a.e. t, and is absolutely continuous for a.e. t in°

t 2 U W
h

�t

> 1
±
:

For the transversality method, see also [2, 9, 10, 12, 15].
In this paper, we extend the above result. Namely, we consider the case that the

collection of maps contains inverses. We call such system an IFS with inverse. For the
proof, we need to employ the ideas from random walks on free groups.

The paper is organized as follows. The next section contains definitions and the
statement of the main result. Section 3 is devoted to preliminaries. In Section 4, we
prove the main result. In Appendix A, we discuss the Furstenberg measure, and see
how IFS with inverses arise naturally.

2. Definitions and the main result

2.1. Notations and setup

Let G be the free group of rank r � 2, and let S be a free generating set of G. Let ƒ
be a set that satisfies

S � ƒ � S [ S�1;

where S�1 D ¹a�1ºa2S . Let �� D
S
n�1ƒ

n and � D ƒN . For ! D !0!1 � � � , we
write !jn D !0 � � �!n (of course, this definition is not usual, but for our purpose, it
is more convenient to define it in this way). For !; � 2 � [��, we denote by ! ^ �
their common initial segment. For ! 2�� and � 2�[��, we say that ! precedes �
if ! ^ � D !.

Let p D .pa/a2ƒ be a probability vector, and let � be the associated Bernoulli
measure on �. We assume that pa ¤ 0 for all a 2 ƒ. We say that a (finite or infinite)
sequence ! 2�� [� is reduced if !i!iC1 ¤ aa�1 for all i � 0 and a 2ƒ. Let��red
(resp.�red) be the set of all finite (resp. infinite) reduced sequences. For ! 2��red, we
denote the associated cylinder set in �red by Œ!�red. Define the map

red W �� ! ��red

in the obvious way. Let � � � be the set of all ! such that the limit

lim
n!1

red.!jn/ (1)
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exists. For example, for any a 2 ƒ, we have aaa � � � 2 � and aa�1aa�1 � � � … �. By
abuse of notation, for ! 2�, we denote the limit (1) by red.!/. Notice that, for ! 2�,
if jred.!jn/j > k for all n > N , then red.!jn/jk precedes red.!/ for all n > N . The
following is well-known (see, e.g., [7, Chapter 14]).

Lemma 2.1. There exists 0 < ` � 1 (drift or speed) such that

lim
n!1

1

n
jred.!jn/j D ` (2)

for �-a.e. ! 2 �. In particular, � has full measure.

It is easy to see that if ƒ D S , then ` D 1, and if ƒ D S [ S�1 and pa � 1=jƒj,
then ` D 1 � 1=jS j.

2.2. IFS with inverses

Define ƒ? D ¹.a; b/ 2 ƒ2 W a ¤ b�1º.

Definition 2.1. Let X D ¹Xaºa2ƒ be a collection of (not necessarily mutually dis-
joint) open intervals and � 2 .0; 1�. Write X D

S
a2ƒ Xa. Suppose that there exists

0 < 
 < 1 such that the following holds: for any .a; b/ 2ƒ?, the map 'ab W Xb! Xa

is C 1C� and satisfies

(i) 'ab.Xb/ � Xa;

(ii) 0 < j'0
ab
.x/j < 
 for all x 2 Xb;

(iii) '�1
ab
W 'ab.Xb/! Xb is C 1C� .

We call ˆ D ¹'abº.a;b/2ƒ? an IFS with inverse, and write ˆ 2 �X.�/.

For ! D !0 � � �!n 2 ��red, we define

'! D '!0!1 ı � � � ı '!n�1!n :

Let … W �! X be the natural projection map, i.e.,

….!/ D
\
n�1

'red.!/jn.Xred.!/n/:

For ! 2 �, it happens that ….!/ … X!0 . Consider, for example, ! D bb�1aaa � � �
for a; b 2 ƒ with a ¤ b. Define the measure � by � D …�, where …� is the push-
forward of the measure � under the map … W �! X . It is easy to see that if ƒ D S ,
then the measure � is a self-similar measure of the usual IFS.

Notice that in Definition 2.1, we do not have any explicit inverse map. The next
example illustrates why we call the system given in Definition 2.1 an IFS with inverse.
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Example 2.1. Let r D 2, S D ¹0; 1º and ƒ D ¹0; 1; 1�1º. For 0 < k; l < 1, define

f0.x/ D kx; f1.x/ D
.1C l/x C 1 � l

.1 � l/x C 1C l
:

Let f1�1 D f
�1
1 . It is easy to see that we have f0.0/ D 0, f1.�1/ D �1, f1.1/ D 1

and f 00.0/D k, f 01.1/D l . It is well known that there exists a unique Borel probability
measure � that satisfies

� D
X
a2ƒ

pafa�:

Let
Y0 D .�k; k/; Y1 D .f1.�k/; 1/ and Y�1 D .�1; f�1.k//:

Then we have
fa.Y n Ya�1/ � Ya;

for all a 2 ƒ, where Y D
S
a2ƒ Ya and Y0�1 D ;. Notice that the sets ¹Yaºa2ƒ are

not mutually disjoint if and only if k > f1.�k/, which is equivalent to

p
l >

1 � k

1C k
: (3)

It is easy to see that there exist open intervals X0; X1; X1�1 � R such that

Ya � Xa and fa.X nXa�1/ � Xa

for all a 2ƒ, whereX D
S
a2ƒXa andX0�1 D ;. In Appendix A, we will show that

¹fajXbº.a;b/2ƒ� is an IFS with inverse, and the associated invariant measure agrees
with �.

2.3. Transversality condition and the main result

Let U � Rd be an open set. Consider a family of IFS with inverse

ˆt
D
®
't
ab

¯
.a;b/2ƒ?

2 �X.�/; t 2 U :

Denote by …t W �! X the natural projection map. Let �t D …t�. Assume that for
any .a; b/ 2 ƒ?, the maps t 7! 't

ab
and t 7! .'t

ab
/�1 are continuous, where 't

ab
and

.'t
ab
/�1 are equipped with C 1C� norm. Denote the d -dimensional Lebesgue measure

by Ld .

Definition 2.2. We say that ˆt satisfies the transversality condition if the following
holds: there exists a constant C1 > 0 such that for all !; � 2 �red with !0 D �0 and
!1 ¤ �1, we have

Ld

�®
t 2 U W j…t.!/ �…t.�/j � r

¯�
� C1r for all r > 0:
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For an arbitrary positive measure � on the real line, we define the dimension of �
by

dim � D inf
®
dimH .Y / W �.R n Y / D 0

¯
:

We denote the random walk entropy by hRW D hRW .p/ and the Lyapunov exponent
of ˆt by �t (for the precise definition, see the next section). Our main result is the
following.

Theorem 2.1. Assume that the transversality condition is satisfied. Then

(i) for a.e. t 2 U ,

dim �t D min
°hRW
�t

; 1
±
I

(ii) the measure �t is absolutely continuous for a.e. t in

U 0 D
°
t 2 U W

hRW

�t

> 1
±
:

Example 2.2. Let r D 2, S D ¹0; 1º and ƒ D ¹0; 0�1; 1; 1�1º. Let I � Œ0; 1� be an
open interval. For a 2 ƒ, we define Xa D I � ¹aº, which we identify with I . For
.a; b/ 2 ƒ? and 1=3 < � < 1, we define 'ab W Xb ! Xa by

'ab.x/ D

8̂̂<̂
:̂
�x C 1��

2
; if a D b;

�x; if .a; b/ 2 ¹.0; 1/; .1; 0�1/; .0�1; 1�1/; .1�1; 0/º;

�x C 1 � �; if .a; b/ 2 ¹.1; 0/; .0�1; 1/; .1�1; 0�1/; .0; 1�1/º:

It is easy to see that ¹'abº.a;b/2ƒ? is an IFS with inverse. Let �� be the associ-
ated invariant measure. By [11, Corollary 5.2], the transversality condition holds for
1=3 < � < 1=2. By [5, Theorems 2 and 5], the random walk entropy hRW .p/ and
the speed `.p/ depend continuously on the probability vector p. Furthermore, later
in Proposition 3.1, we will see that �.p/ D �`.p/ log �. Since hRW .p/ D �.p/ D
1
2

log 3, if � D 1=3 and the weight p is uniform, Theorem 2.1 implies the following.

Theorem 2.2. If the weight p is sufficiently close to the uniform weight, then there
exists an interval J � .1=3; 1=2/ such that �� is absolutely continuous for a.e. � 2 J .

3. Preliminaries

3.1. Random walk entropy and the Lyapunov exponent

Definition 3.1. Let � be the probability measure onƒ associated with the probability
vector p D .pa/a2ƒ, and let �.n/ be the push-forward of the product measure …n

iD0�

under the map
red W ƒnC1 ! ��red:
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We define the random walk entropy (or asymptotic entropy) hRW D hRW .G; p/ by

hRW D lim
n!1

1

n
H.�.n//;

where H.�/ is the Shannon entropy. For the existence of the limit, see, e.g., [6].

It is well known that if ƒ D S , then the random walk entropy is

�

X
a2S

pa logpa;

and if ƒ D S [ S�1 and pa � 1=jƒj, then the random walk entropy is�
1 �

1

jS j

�
log.2jS j � 1/:

Lemma 3.1 ([6, Theorem 2.1]). We have

�
1

n
log�

�®
� 2 � W red.�jn/ D red.!jn/

¯�
! hRW (4)

for �-a.e. !.

We next define the Lyapunov exponent � D �.�; ˆ/. Due to the presence of
inverses, the definition is more complicated than in the case of the usual IFS. For
! 2 � and n � 0, let

N .!; n/ D nCmax
k�0

®
jred ..�n!/jk/j D 1

¯
and

P .!; n/ D red.�n!/0:

For example, if ! D bb�1bbaaa � � � , then we have N .!; 0/ D 2, P .!; 0/ D b and
N .!; 1/ D 3, P .!; 1/ D b. It is easy to see that !N .!;n/ D P .!; n/. Notice that, if
!n 2 S for all n � 0, then we have N .!; n/ D n and P .!; n/ D !n.

For ! 2 � and n � 0, let

O'!;n D

´
'P .!;n/P .!;nC1/; if N .!; n/ < N .!; nC 1/;

'�1
P .!;nC1/P .!;n/

; if N .!; n/ > N .!; nC 1/:

We then define the Lyapunov exponent by

� D �

Z
�

log
ˇ̌
O'0!;0.….�!//

ˇ̌
d�.!/: (5)
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Since O'�!;n D O'!;nC1 and ….!/ D O'!;0.….�!//, by the Birkhoff ergodic theorem,
we haveZ

�

log
ˇ̌
O'0!;0.….�!//

ˇ̌
d�.!/ D lim

n!1

1

n

n�1X
kD0

log
ˇ̌
O'0
�k!;0

.….�kC1!//
ˇ̌

D lim
n!1

1

n

n�1X
kD0

log
ˇ̌
O'0!;k.….�

kC1!//
ˇ̌

D lim
n!1

1

n
log
ˇ̌
. O'!;0 ı � � � ı O'!;n�1/

0.….�n!//
ˇ̌

(6)

for a.e. ! 2 �.

Lemma 3.2. Let �0 2��, �1 2� and a 2ƒ. Write !0 D �0aa�1�1 and !1 D �0�1.
Let n � j�0j C 2. Then we have

O'!0;0 ı � � � ı O'!0;n�1 D O'!1;0 ı � � � ı O'!1;n�3:

Proof. Since P .!0; j�0j C 2C k/ D P .!1; j�0j C k/ for all k � 0, we have

O'!0;j�0j ı O'!0;j�0jC1 D id

and
O'!0;j�0jCkC2 D O'!1;j�0jCk

for all k � 0. The result follows from this.

Fix xa 2 Xa for each a 2 ƒ. For ! 2 � and n 2 N, we write x!;n D xj , where
j D j.!; n/ 2 ƒ is the last letter of red.!jn/.

Proposition 3.1. We have

� lim
n!1

1

n
log
ˇ̌
'0red.!jn/.x!;n/

ˇ̌
D � (7)

for �-a.e. !.

Proof. Let ! 2 � be such that (2) and (6) holds. Write

nl D max
k�0

®
k W jred.!jk/j D l

¯
for l � 2. By Lemma 3.2, we have

O'!;0 ı � � � ı O'!;nl�1 D 'red.!jnl /
:



Y. Takahashi 136

Therefore, by (6) and the distortion property (for the distortion property, see, e.g.,
[8, Chapter 4]), we have

� lim
l!1

1

nl
log
ˇ̌
'0red.!jnl /

.x!;nl /
ˇ̌
D �: (8)

Notice that by (2), we have
lim
l!1

nlC1

nl
D 1:

Together with (8), the result follows.

3.2. Estimate above

For ' 2 C 1C� .I /, where I � R is an open interval, we write

k'0k� D sup
®
j'0.x/ � '0.y/j � jx � yj�� W x; y 2 I

¯
:

For an IFS with inverse ˆ D ¹'abº.a;b/2ƒ? , write

kˆ0k� D max
®
k'0abk� W .a; b/ 2 ƒ

?
¯
:

We denote by k � k the supremum norm. GivenˆD¹'abº.a;b/2ƒ? ;‰D¹ abº.a;b/2ƒ?
2 �X.�/, we write

kˆ �‰k D max
.a;b/2ƒ?

k'ab �  abk and kˆ0 �‰0k D max
.a;b/2ƒ?

k'0ab �  
0
abk:

The following is well known (see [14, Section 3] and the references therein): for any
nonzero Borel measure � on R, we have

dim � D �-ess sup
°

lim inf
r#0

log �Œx � r; x C r�
log 2r

±
; (9)

and

dim � � sup
°
˛ > 0 W

“
R2

d�.x/ d�.y/

jx � yj˛
<1

±
: (10)

For ˆ 2 �X.�/, 0 < 
 , u < 1 and M > 0, we write

ˆ 2 �X.�; 
; u;M/

if we have

(i) u < j'0
ab
.x/j < 
 for all .a; b/ 2 ƒ? and x 2 Xb;

(ii) kˆ0k� ; k.ˆ�1/0k� < M .
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Proposition 3.2. We have

dim � �
hRW

�
:

Proof. Let x 2 X be in the support of �, and let ! 2 � be such that x D ….!/. We
can assume that ! satisfies (2), (4) and (7). Let " > 0. Take N 2 N in such a way that
the following holds for all n > N :

n.` � "/ <
ˇ̌
red.!jn/

ˇ̌
< n.`C "/;

n.hRW � "/ < � log�
�®
� 2 � W red.�jn/ D red.!jn/

¯�
< n.hRW C "/

and
e�n.�C"/ <

ˇ̌
'0red.!jn/.x!;n/

ˇ̌
< e�n.��"/:

For n2N, let n0 2N be the integer part of n.`� "/. Then red.!/jn0 precedes red.!jn/
for all sufficiently large n 2 N. By the mean value theorem, we have

diam
�
….Œred.!/jn0 �red/

�
� diam.X/ �



'0red.!/jn0



 DW rn
for all n 2 N. The following claim follows by the Markov property of the random
walk.

Claim 3.1. There exists 0 < C < 1 such that for sufficiently large n, we have

�
�®
� 2 � W j….�/ �….!/j � rn

¯�
> C�

�®
� 2 � W red.�jn/ D red.!jn/

¯�
:

Proof of Claim 3.1. Notice that we have®
� 2 � W red.�/jn0 D red.!/jn0

¯
�
®
� 2 � W red.�jn/ D red.!jn/

¯
\
®
� 2 � W red.�nC1.�//0 ¤

�
red.!jn/jred.!jn/j�1

��1¯
;

for sufficiently large n, where �.�/ is the left shift. Therefore, for such n, we have

�
�®
� 2 � W red.�/jn0 D red.!/jn0º

�
� �

�®
� 2 � W red.�jn/ D red.!jn/

¯�
� �
�®
� 2 � W red.�/0 ¤

�
red.!jn/jred.!jn/j�1

��1¯�
:

The result follows from this.

Therefore, for sufficiently large n 2 N, we have
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�Œx � rn; x C rn� D �
�®
� 2 � W j….�/ �….!/j � rn

¯�
> C�

�®
� 2 � W red.�jn/ D red.!jn/

¯�
> Ce�n.hRWC"/:

Let n00 2 N be such that red.!jn00/ D red.!/jn0 . Then we have n00 > n0

`C"
. By the

distortion property, there exists C 0 > 0 such that

'0red.!/jn0



 � C 0ˇ̌'0red.!jn00 /
.x!;n00/

ˇ̌
< C 0e�n

00.��"/

< C 0e�
`�"
`C"

n.��"/:

Therefore,

log �Œx � rn; x C rn�
log 2rn

<
n.hRW C "/ � logC

`�"
`C"

n.� � "/ � log.2C 0 � diam.X//
:

It follows that

lim inf
r#0

log �Œx � r; x C r�
log 2r

� lim inf
n!1

log �Œx � rn; x C rn�
log 2rn

D
.`C "/.hRW C "/

.` � "/.� � "/
:

Since " > 0 is arbitrary, we have

lim inf
r#0

log �Œx � r; x C r�
log 2r

�
hRW

�
:

The proof of Proposition 3.2 is finished by applying (9).

The following proposition is immediate.

Proposition 3.3. Assume that the sets ¹'ab.Xb/º.a;b/2ƒ? are mutually disjoint. Then
we have

dim � D
hRW

�
:

Proof. By arguing analogously as in the proof of Lemma 3.2, we obtain

lim
r#0

log �Œx � r; x C r�
log 2r

D
hRW

�
:

Therefore, by (9), the result follows.
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4. Proof of Theorem 2.1

The following two lemmas follow easily by imitating the proof of [14, Lemma 4.1]
and [13, Corollary 6.3]. For the readers’ convenience, we include the proof.

Lemma 4.1. Suppose that

ˆt
D
®
't
ab

¯
.a;b/2ƒ?

2 �X.�/; t 2 U;

is a family of IFS with inverse. Then the function t 7! �t is continuous on U .

Proof. Recall that

�t D �

Z
�

log
ˇ̌
. O't
!;0/

0.…t.�!//
ˇ̌
d�.!/:

By retaking U if necessary, we can choose 0 < 
 , u < 1 and M > 0 such that
ˆt 2 �X.�; 
; u;M/ for all t 2 U . The desired result follows immediately from the
following claim.

Claim 4.1. Let ˆ D ¹'abº.a;b/2ƒ? and ‰ D ¹ abº.a;b/2ƒ? be two IFS with inverse
in �X.�; 
; u;M/. Then for all ! 2 �, we haveˇ̌̌̌

log
ˇ̌̌̌
O'0!;0.…ˆ.�!//

O 0!;0.…‰.�!//

ˇ̌̌̌ˇ̌̌̌
�
1

u

�
Mkˆ �‰k� .1 � 
/�� Cmax

®
kˆ0 �‰0k; k.ˆ�1/0 � .‰�1/0k

¯�
:

Proof of Claim 4.1. First we show that

j…ˆ.!/ �…‰.!/j � kˆ �‰k.1 � 
/
�1 (11)

for all ! 2 �red. Indeed,ˇ̌
…ˆ.!/ �…‰.!/

ˇ̌
D
ˇ̌
'!0!1.…ˆ.�!// �  !0!1.…‰.�!//

ˇ̌
�
ˇ̌
'!0!1.…ˆ.�!// �  !0!1.…ˆ.�!//

ˇ̌
C
ˇ̌
 !0!1.…ˆ.�!// �  !0!1.…‰.�!//

ˇ̌
� kˆ �‰k C 


ˇ̌
…ˆ.�!/ �…‰.�!/

ˇ̌
:

Repeating this inductively we obtain (11). Sinceˇ̌̌
log
ˇ̌̌x
y

ˇ̌̌ˇ̌̌
�

jx � yj

min¹jxj; jyjº
;
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we haveˇ̌̌̌
log
ˇ̌̌̌
O'0!;0.…ˆ.�!//

O 0!;0.…‰.�!//

ˇ̌̌̌ˇ̌̌̌
�
j O'0!;0.…ˆ.�!// � O 

0
!;0.…‰.�!//j

u

�
1

u

�ˇ̌
O'0!;0.…ˆ.�!// � O'

0
!;0.…‰.�!//

ˇ̌
C
ˇ̌
O'0!;0.…‰.�!// � O 

0
!;0.…‰.�!//

ˇ̌�
�
1

u

�
M
ˇ̌
…ˆ.�!/ �…‰.�!/

ˇ̌�
Cmax

®
kˆ0 �‰0k; k.ˆ�1/0 � .‰�1/0k

¯�
�
1

u

�
Mkˆ �‰k� .1 � 
/�� Cmax

®
kˆ0 �‰0k; k.ˆ�1/0 � .‰�1/0k

¯�
:

This concludes the proof of Lemma 4.1.

Lemma 4.2. There exists a positive constant

L D L.X; �; 
; u;M/

such that for anyˆD ¹'abº.a;b/2ƒ? ;‰D ¹ abº.a;b/2ƒ? 2 �X.�; 
;u;M/, ! 2�red,
n 2 N and x 2 X!n , we have

j'0
!jn
.x/j

j 0
!jn
.x/j
� exp

�
Ln
�
kˆ �‰k� C kˆ0 �‰0k

��
:

Proof. Observe that for any ! D !0 � � �!n 2 ��red and x 2 X!n , we have

j'!.x/ �  !.x/j

�
ˇ̌
'!0!1.'!1���!n.x// �  !0!1.'!1���!n.x//

ˇ̌
C
ˇ̌
 !0!1.'!1���!n.x// �  !0!1. !1���!n.x//

ˇ̌
� kˆ �‰k C 


ˇ̌
'!1���!n.x/ �  !1���!n.x/

ˇ̌
� kˆ �‰k.1 � 
/�1:

Thus, ˇ̌
'0!k!kC1.'!kC1���!n.x// �  

0
!k!kC1

. !kC1���!n.x//
ˇ̌

�
ˇ̌
'0!k!kC1.'!kC1���!n.x// �  

0
!k!kC1

.'!kC1���!n.x//
ˇ̌

C
ˇ̌
 0!k!kC1.'!kC1���!n.x// �  

0
!k!kC1

. !kC1���!n.x//
ˇ̌

� kˆ0 �‰0k CM
ˇ̌
'!kC1���!n.x/ �  !kC1���!n.x/

ˇ̌�
� kˆ0 �‰0k CMkˆ �‰k� .1 � 
/�� :
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Since jlogjx
y
jj �

jx�yj
min¹jxj;jyjº , we obtain that for each k � 1,

log
ˇ̌̌̌
'0!k!kC1.'!kC1���!n.x//

 0!k!kC1. !kC1���!n.x//

ˇ̌̌̌
�
1

u

�
kˆ0 �‰0k CMkˆ �‰k� .1 � 
/��

�
:

Therefore,
1

n
log

ˇ̌̌̌
'0
!jn
.x/

 0
!jn
.x/

ˇ̌̌̌
D
1

n

n�1X
kD0

log
ˇ̌̌̌
'0!k!kC1.'!kC1���!n.x//

 0!k!kC1. !kC1���!n.x//

ˇ̌̌̌
�
1

u

�
kˆ0 �‰0k CMkˆ �‰k� .1 � 
/��

�
;

which implies the lemma.

We will also need the following simple lemma.

Lemma 4.3 ([13, Lemma 3.3]). Suppose that ¹ˆtºt2U satisfies the transversality
condition. Then for every 0 < ˛ < 1, there exists C2 D C2.˛/ such that for all !; � 2
�red with !0 D �0 and !1 ¤ �1, we haveZ

U

d t

j…t.!/ �…t.�/j
˛ < C2:

Now we prove Theorem 2.1. The proof follows the scheme of [14].

Proof of Theorem 2.1 (i). It is enough to establish the estimate from below, which
follows from the following claim (see [14, Section 4]).

Claim 4.2. For every t0 2 U and "0 > 0, there exists � > 0 such that

dim �t � min
°hRW
�t

; 1
±
� "0

for a.e. t 2 B�.t0/.

Let t0 2 U . SetˆDˆt0 ,…D…t0 and �D �t0 . Let "D 1
2 log rC4"

0�. By Lemma
4.2, there exists � > 0 such that for all ! 2 �red, n � 1 and x 2 X!n , we have

jt � t0j < � H)
j'0
!jn
.x/j

j.'t
!jn
/0.x/j

< e"n: (12)

By Egorov’s theorem, choose a set �0 � � such that �.�0/ > 0 and the conver-
gence in (2), (4) and (7) is uniform on�0. We can assume that there exists a 2ƒ such
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that red.!/0 D a for all ! 2 �0. Write

�0red D
®
!red W 9! 2 �

0 s.t. red.!/ D !red
¯
:

Define
�0 D �j�0 ; �0t D …t�

0 and �0red D red�0:

Since dim �0t � dim �t , it suffices to estimate dim �0t from below. Define

s D min
°hRW
�

; 1
±
:

By (10), the claim will follow by showing

� WD

Z
B�.t0/

“
.x;y/2X2a

d�0t.x/d�
0
t.y/

jx � yjs�"
0 d t <1:

For a word � 2 ��red, we define

A� D
®
.!; �/ 2 �02red W ! ^ � D �

¯
:

Then we have

� D

“
�0red��

0
red

�Z
B�.t0/

d t

j…t.!/ �…t.�/js�"
0

�
d.�0red � �

0
red/.!; �/

D

X
n�0

X
�2��red;j�jDnC1

“
A�

�Z
B�.t0/

d t

j…t.!/ �…t.�/js�"
0

�
d.�0red � �

0
red/.!; �/:

Let .!; �/ 2 A�. Then for some c 2 Œ…t.�
n!/;…t.�

n�/�, we haveˇ̌
…t.!/ �…t.�/

ˇ̌
D j.'t

!jn
/0.c/j �

ˇ̌
…t.�

n!/ �…t.�
n�/

ˇ̌
� j'0!jn.c/je

�"n
�
ˇ̌
…t.�

n!/ �…t.�
n�/

ˇ̌
;

where we used (12) in the second step. By the distortion property, there exists a con-
stant C > 1 such that

j…t.!/ �…t.�/j �
1

C

ˇ̌
'0!jn.….�

n!//
ˇ̌
e�"n �

ˇ̌
…t.�

n!/ �…t.�
n�/

ˇ̌
:

By Lemma 4.3, there exists a constant C2 D C2.s � "0/ such thatZ
B�.t0/

d t

j…t.�n!/ �…t.�n�/js�"
0 < C2:

Let us take N 2 N in such a way that for all ! 2 �0 and n > N , we have

e�n.hRWC"/ < �
�®
� 2 � W red.�jn/ D red.!jn/

¯�
< e�n.hRW �"/; (13)
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e�n.�C"/ < j'0!jn.x!;n/j < e
�n.��"/; (14)

and
n.` � "/ < jred.!jn/j < n.`C "/: (15)

Claim 4.3. For any ! 2 �0red, we haveˇ̌
'0!jn.….�

n!//
ˇ̌
> e�

n
`�"

.�C"/

for all n > N .

Proof. Let !0 2 �0 be such that red.!0/ D !. Let n0 be the integer part of n
`�"

. We
have that !jn precedes red.!0jn0/. Therefore, by (14),

j'0!jn.….�
n!//j > j'0!0jn0

.x!0;n0/j > e
� n
`�"

.�C"/:

Claim 4.4. For any � 2 ��red with j�j D nC 1 and n > N , we have

�0red.Œ��red/ < e
� n
`�"

.hRW �.2 log rC1/"/:

Proof. Let n0; nmax 2 N be the integer part of n
`�"

and .`C "/n0, respectively. Notice
that, by (15), for any � 2 �0, we have n < jred.�jn0/j < nmax. Since

#
®
� 2 ��red W n < j�j < nmax; �jn D �

¯
< r C r2 C � � � C rnmax�n�1

< rnmax�n D r
2"
`�"

n;

by (13), we have

�0red.Œ��red/ < r
2"
`�"

n
� e�n

0.hRW �"/ < e
2" log r
`�"

n
� e�

n
`�"

.hRW �"/:

By the above claim, we have

.�0red � �
0
red/.A�/ � .�

0
red.Œ��red//

2 < �0red.Œ��red/ e
� n
`�"

.hRW �.2 log rC1/"/

for all � 2 ��red with j�j D nC 1.
Recall that our aim is to show that � is finite. We haveX
n>N

X
�2��red;j�jDnC1

“
A�

�Z
B�.t0/

d t

j…t.!/ �…t.�/js�"
0

�
d.�0red � �

0
red/.!; �/

<
X
n>N

C2C
s�"0 exp

h
n
°
".s � "0/C

1

` � "
.�C "/.s � "0/

�
1

` � "

�
hRW � .2 log r C 1/"

�±i
:



Y. Takahashi 144

Since we have

n
°
".s � "0/C

1

` � "
.�C "/.s � "0/ �

1

` � "

�
hRW � .2 log r C 1/"

�±
<

n

` � "

®
".s � "0/C .�C "/.s � "0/ � .hRW � .2 log r C 1/"/

¯
<

n

` � "

®
.s� � hRW /C .2 log r C 3/" � "0�

¯
< 0;

the above sum converges.

Proof of Theorem 2.1 (ii). Note that U 0 is open by Lemma 4.1. Assume that U 0 is
non-empty, otherwise there is nothing to prove. Fix an arbitrary t0 2 U

0. It is enough
to show that �t is absolutely continuous for a.e. t in some neighborhood of t0. Define
ˆ D ˆt0 , … D …t0 and � D �t0 . Fix " > 0 such that

� < hRW � .2 log r C 3/":

There exists � > 0 such that for all ! 2 �red, n � 1 and x 2 X!n ,

jt � t0j < � H)
j'0
!jn
.x/j

j.'t
!jn
/0.x/j

< e"n:

By Egorov’s theorem, for any "0 > 0 there exists �0 � � such that �.�0/ > 1 � "0

and the convergence in (2), (4) and (7) is uniform on �0. Fix a 2 ƒ and write

�0red D
®
!red 2 �red W 9! 2 �

0 s.t. red.!/ D !red; .!red/0 D a
¯
:

Define
�0 D �j�0 ; �0t D …t�

0 and �0red D red�0:

It is enough to show that

	 D

Z
B�.t0/

Z
Xa

D.�0t ; x/ d�
0
t d t <1;

where

D.�0t ; x/ D lim inf
r#0

�0t Œx � r; x C r�

2r

is the lower density of the measure �0t at the point x. See [14, Section 4]. By applying
Fatou’s lemma, we obtain

	 � lim inf
r#0

Z
B�.t0/

Z
Xa

�0t Œx � r; x C r�

2r
d�0t d t:

By the change of variable, we haveZ
Xa

�0t Œx � r;xC r�d�
0
t D

“
.!;�/2�02red

1
¹.!;�/2�02redWj…t.!/�…t.�/j�rº

d.�0red ��
0
red/.!;�/:
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For a word � 2 ��red, we define

A� D
®
.!; �/ 2 �02red W ! ^ � D �

¯
:

Then,

	 � lim inf
r#0

.2r/�1
“
.!;�/2�02red

Ld

�®
t 2 B�.t0/ W j…t.!/ �…t.�/j � r

¯�
d.�0red � �

0
red/.!; �/

D lim inf
r#0

.2r/�1
X
n�0

X
�2��red;j�jDnC1

“
A�

Ld

�®
t 2 B�.t0/ W j…t.!/ �…t.�/j � r

¯�
d.�0red � �

0
red/.!; �/:

Let .!; �/ 2 A�. Then for some c 2 Œ…t.�
n!/;…t.�

n�/�, we have

j…t.!/ �…t.�/j D j.'
t
!jn
/0.c/j �

ˇ̌
…t.�

n!/ �…t.�
n�/

ˇ̌
� j'0!jn.c/je

�"n
�
ˇ̌
…t.�

n!/ �…t.�
n�/

ˇ̌
:

By the distortion property, there exists a constant C > 0 such that

j…t.!/ �…t.�/j �
1

C

ˇ̌
'0!jn.….�

n!//
ˇ̌
e�"n �

ˇ̌
…t.�

n!/ �…t.�
n�/

ˇ̌
:

By the transversality condition, we have

Ld

�®
t 2 B�.t0/ W j…t.!/ �…t.�/j � r

¯�
� Ld

°
t 2 B�.t0/ W j…t.�

n!/ �…t.�
n�/j �

Ce"nr

j'0
!jn
.….�n!//j

±
� CC1e

"nr
ˇ̌
'0!jn.….�

n!//
ˇ̌�1
:

Therefore,

	 �
1

2
CC1

X
n�0

e"n
X

�2��red;j�jDnC1

“
A�

j'0!jn.….�
n!//j�1 d.�0red � �

0
red/.!; �/:

Let us take N 2 N as in the proof of (i). Then we obtainX
n>N

e"n
X

�2��red;j�jDnC1

“
A�

j'0!jn.….�
n!//j�1 d.�0red � �

0
red/.!; �/

<
X
n>N

exp
h
n"C

n

` � "
.�C "/ �

n

` � "
.hRW � .2 log r C 1/"/

i
<
X
n>N

exp
h n

` � "
.� � hRW C .2 log r C 3/"/

i
;

which is finite since � � hRW C .2 log r C 3/" < 0. This concludes the proof.
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A. Application to the Furstenberg measure

A.1. Furstenberg measure

Let A D ¹Aaºa2ƒ be a finite collection of SL2.R/ matrices. The linear action of A

on R2 induces an action on the projective space RP1. From now on, we assume that
A generates an unbounded and totally irreducible subgroup (i.e., it does not preserve
any finite set in RP1). Then it is known that there exists a unique probability measure
� on RP1, called the Furstenberg measure, satisfying

� D
X
a2ƒ

paAa�;

where Aa� is the push-forward of � under the action of Aa. See [4]. For ! 2 �, we
write A!jn D A!0A!1 � � �A!n . The following result is classical.

Theorem A.1 (Furstenberg). For �-a.e. !, there exists z D z.!/ 2 RP1 such that
A!jn� converges weakly to a random Dirac mass ız.!/, and � D E.ız.!//.

We denote by �0 � 0 the Lyapunov exponent of A D ¹Aaºa2ƒ, i.e.,

lim
n!1

1

n
log kA!jnk D �

0 (16)

for �-a.e. !.

A.2. Furstenberg measure and IFS with inverses

There is a natural identification between Œ0; �/ and the projective space RP1. From
now on, we use this identification freely. We equip RP1 with the metric induced from
the identification with R=�Z.

It is well known that the SL2.R/ action on RP1 can be expressed in terms of lin-
ear fractional transformations. Let  W Œ0; �/! R� be such that  .�/D cos �= sin � ,
where R� D R [ ¹1º. Let

A D

 
a b

c d

!
2 SL2.R/;

and write fA.x/ D .ax C b/=.cx C d/. Denote the action of A on RP1 by �A. Then
it is easy to see that we have

fA ı  D  ı �A:

The next proposition is a direct consequence of [1, Theorem 2.3].
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Proposition A.1. The following are equivalent:

(i) there exist c > 0 and r > 1 such that

kA!jnk > cr
n for all ! 2 �redI

(ii) there exist non-empty open sets Xa � RP1 for each a 2 ƒ, with Xa ¤ RP1,
and such that �Aa.Xb/ � Xa for all .a; b/ 2 ƒ?.

Proposition A.2. Let ¹Xaºa2ƒ be a collection of non-empty open sets in RP1 with
Xa ¤RP1. Assume that �Aa.Xb/�Xa for all .a; b/ 2ƒ?. Then ¹�Aa jXbº.a;b/2ƒ? is
an IFS with inverse, and the associated invariant measure agrees with the Furstenberg
measure.

Proof. By Proposition A.1, ¹�Aa jXbº.a;b/2ƒ? is an IFS with inverse. It is easy to see
that for ! 2 �, we have ….!/ D z.!/. Therefore, by Theorem A.1, the associated
invariant measure agrees with the Furstenberg measure.

By Proposition A.2, we immediately obtain the following.

Proposition A.3. Let ¹Xaºa2ƒ be a collection of non-empty open sets in R� with
Xa ¤ R�. Assume that fAa.Xb/ � Xa for all .a; b/ 2 ƒ?. Then ¹fAa jXbº.a;b/2ƒ?
is an IFS with inverse, and the associated invariant measure agrees with the push-
forward of the Furstenberg measure under the action of  W RP1 ! R�.

Example A.1. Let r D 2, S D ¹0; 1º and ƒ D ¹0; 0�1; 1; 1�1º. Let ¹Xaºa2ƒ be
mutually disjoint connected open components in RP1 such that �=2 2 X0, 0 2 X0�1 ,
�=4 2 X1 and 3�=4 2 X1�1 . Let

A0 D
1
p
k

 
k 0

0 1

!
and A1 D

1

2
p
l

 
1C l 1 � l

1 � l 1C l

!
for sufficiently small 0 < k; l < 1. We suppress the dependence of k and l from the
notation. Let Aa�1 D A�1a for a 2 S . Write �a D �Aa for a 2 ƒ. It is easy to see that
�0.0/ D 0, �0.�=2/ D �=2, �1.�=4/ D �=4 and �1.3�=4/ D 3�=4. Since k; l > 0
are sufficiently small, we have

�a.X nXa�1/ � Xa

for all a 2 ƒ. The proof of the following claim is essentially the same as the proof of
[16, Lemma 3.3], so we omit the proof.

Claim A.1. We have
� D 2�0:



Y. Takahashi 148

Therefore, by Propositions 3.3 and A.2, we have

dim � D
hRW

2�0
:

Remark A.1. Consider the IFS with inverse given in Example 2.1. Let U � R2 be
the set of .k; l/ such that (3) holds. Write t D .k; l/, and let �t be the associated
invariant measure on R. It seems that by following the scheme of [2] it is possible to
find non-empty open sets U1; U2 � U such that

(i) for a.e. t 2 U1,

dim �t D min
°hRW
�t

; 1
±
I

(ii) �t is absolutely continuous for a.e. t 2 U2.

We do not pursue this in this paper.

Remark A.2. From the viewpoint of random walks on groups, it is natural to con-
sider the Furstenberg measure in the case that the collection of SL2.R/ matrices is
symmetric (a collection of SL2.R/ matrices S is symmetric if it satisfies S D S�1).
In [3], relying on a deep result of additive combinatorics, Bourgain constructed a col-
lection of symmetric SL2.R/ matrices that has absolutely continuous Furstenberg
measure. It would be interesting to construct a parameter family of SL2.R/ matrices
that has absolutely continuous Furstenberg measure for a.e. parameter. However, this
seems to be very difficult to establish and is well beyond the scope of our method.
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