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Schrodinger equations
defined by a class of self-similar measures

Sze-Man Ngai and Wei Tang

Abstract. We study linear and non-linear Schrodinger equations defined by fractal measures.
Under the assumption that the Laplacian has compact resolvent, we prove that there exists a
unique weak solution for a linear Schrodinger equation, and then use it to obtain the existence
and uniqueness of a weak solution of a non-linear Schrodinger equation. We prove that for
a class of self-similar measures on R with overlaps, the linear Schrodinger equations can be
discretized so that the finite element method can be applied to obtain approximate solutions.
We also prove that the numerical solutions converge to the actual solution and obtain the rate of
convergence.

1. Introduction

The Schrodinger operator in the fractal setting has been studied by a number of
authors. Strichartz [29] studied the essential spectrum on the product of two cop-
ies of an infinite blowup of the Sierpifiski gasket. Chen et al. ([8]) studied the spectral
asymptotics of the eigenvalues and Bohr’s formula on several unbounded fractals.
For Schrodinger operators defined by measures, typically self-similar measures, the
authors of [25] studied the bound states and Bohr’s formula. It has become more and
more apparent to physicists that spacetime exhibits fractal behaviour. A multifractal
spacetime model has recently been proposed by a physicist, Calcagni [2—4]. This is
obtained by replacing the standard Lebesgue measure on a spacetime manifold with a
Borel measure which is in general not absolutely continuous with respect to Lebesgue
measure. Also, solution of the Schrédinger equation could play an important role in
studying related mathematical problems. In fact, Hu and Z#hle obtained heat kernel
upper bound in metric measure spaces by using the solution of the Schrédinger equa-
tion [18]. Motivated by these, we study the Schrodinger equation defined by a fractal
measure.
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Let U ¢ R?, d > 1 be a bounded open set, and let i be a positive finite Borel
measure with supp(i1) € U and u(U) > 0. Let L2(U, 1) := L?(U, p, C) denote the
space of measurable functions u: U — C such that |Ju|, < oo with

el i= ([ po i) "

Let H'(U):= H' (U, C) be the Sobolev space of complex-valued functions equipped

with the norm
5 5 1/2
il g1y = (/ lu| a’x—l—/ V| dx) .
U U

Let HJ (U) := H} (U, C) denote the completion of C2°(U) in the H !-norm, where
C(U) is the space of all complex-valued C*°(U) functions with compact support
in U. Throughout this paper, we regard L?(U, ) and Hy (U) as real Hilbert spaces
with the scalar product

(u,v)y = Re/UuEdM and (u,v)H&(U) = Re/;]Vu.Vﬁdx,

respectively (see, e.g., [5,6]), where Re(z) denotes the real part of a complex number
z and v denotes the conjugate function of v. It is known (see, e.g., [17]) that u defines
a Dirichlet Laplace operator A /’3 (or simply A ), if the following Poincaré inequality
for a measure (PI) holds: There exists some constant C > 0 such that

/ lu? du < c/ |Vul?dx  forallu e C>°(U) (1.1)
U U
(see, e.g., [17,22,23]). Recall that the lower L°°-dimension of u is defined as

1 B
dim () ;= lim n(supy 1( S(X))),
§—>ot In§

where the supremum is taken over all x € supp(u). We remark that if dim_ () >
d — 2, then inequality (1.1) holds (see [17]). Moreover, one can prove by using [33,
Proposition 2.1] that d — 2 < dimg(p) := inf{dimy(E): un(R? \ E) = 0} < d. In
particular, if d = 1, (PI) holds for any positive finite Borel measure pt, and thus A, is
well defined. For self-similar measures satisfying the open set condition, some con-
ditions equivalent to (PI) can be found in [17]. Validity of more general Poincaré
type inequalities for measures, under various conditions, have been studied extens-
ively in the literature (see, e.g., [1, 15] and the references therein). In particular, it is
shown in [1] that if Q is a bounded W -?-extension domain on R?, S C Q is closed,
pe(l,d),d —p <8 <d,and uis é-Ahlfors regular on S, then

ITe fllLas.aw < CILf lwrr )
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forevery f € WhP(Q) and p < ¢ < p8/(d — p). This implies, in particular, that if
d>3,p=qg=2,andd —2 < § < d, then the Poincaré inequality stated in (1.1)
holds.

The main purpose of this paper is to study the following linear Schrédinger equa-
tion defined by the Dirichlet Laplacian A ,:

id;u+ Ayu= f(t) on Ux[0,T],
u=20 on dU x[0,T], (1.2)
u=g on U x{t =0},

where u := u(t) is a Hilbert space valued function of ¢. We study the solution of
equation (1.2) both theoretically and numerically.

We will describe the construction of the Laplacian —A, in (1.2), as well as the
associated non-negative bilinear form (&,dom &) (see (2.1)) in Section 2.1. To give an
explicit formula for the weak solution of the Schrodinger equation (1.2), we assume
that —A,, has compact resolvent. Then there exists a complete orthonormal basis
{on}22 | of L?(U, p) such that —A ¢, = Angy, for all n > 1, where the eigenvalues
satisfy 0 < A; <--- <A, < Apg1 <--- with lim,_, o A, = 00. Let J be a Hilbert
space with norm || - || o, we say that a map F: # — H is Lipschitz continuous on J
if there exists some constant C > 0 such that | F(u) — F(v)|l < C|lu — v| g for
all u, v € #. See Definition 2.2 and (3.2) for the definitions of L2([0, T], X) and
E,(U, n), respectively, where X is a Banach space and o > 0. Using Theorem 3.1,
we obtain our first main theorem.

Theorem 1.1. Let U C R?, d > 1, be a bounded open set, and let ju be a posit-
ive finite Borel measure with supp(p) € U and p(U) > 0. Assume that i satisfies
(PI), —A,, has compact resolvent, and F(-) is Lipschitz continuous on dom &. If
g =72 bugn € dom &, then the following non-linear Schridinger equation

idiu+Ayu=Fu) on Ux|[0,T],
u=0 on AU x[0,T], (1.3)
u=g on U x{t =0}

has a unique weak solution u(t) € L°°([0, T'], dom &) satisfying

u(t) = ibne_ﬂ”tfpn —1i i(/t e_il”(t_r)(F(u(r)),(pn)udr>g0n.
n=1 n=1 Y0

Moreover, under the additional assumption that F(-) is Lipschitz continuous on
Eo(U, ) and g € Ey(U, 1), where oo > 2, we have u(t) € L°°([0, T], E¢(U, 1))
and d;u(t) € L*([0,T], Eq—2(U, ).
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As an example, let F(u) = sinu — mu, m > 0 (see, e.g., [16]). Then F() is
Lipschitz continuous on dom &.

We call a closed and connected p-measurable subset I of U a cell (in U) if
w(I) > 0. Clearly, each connected component of U is a cell. We say that two cells
I, J in U are measure disjoint with respect to yu if (I N J) =0.Let I C U be a
cell. We call a finite family P of measure disjoint cells a u-partition of I if J < I for
all J e P,and u(1) =) ;cp n(J). A sequence of u-partitions (P )x>1 is refining if
for any J; € Py and any J, € Py, either J, C J; or they are measure disjoint, i.e.,
each member of Py is a subset of some member of Py. Throughout this paper, | E |
denotes the diameter of a subset £ C R4,

In order to discretize (1.2) and obtain numerical approximations of the weak
solution, we will often impose the following additional conditions on p: (1) w is
a continuous (i.e., atomless) measure on R; (2) there exists a sequence of refining
p-partitions (Pg)g1 of U such that for any k > 2 and any I € Py, there exist simil-
itudes (t7,s)sep, of the form 77 j(x) = r7 yx + b,y and constants (cy,7)sep, such
that 77 y(J) € I, and

ule=Y " cry-plyot. (1.4)
JepP;
Formula (1.4) implies that the u measure of each cell in the partition can be computed,
making it possible to discretize the Schrodinger equation (1.2).

LetU = (a,b) and f(x,?) = 0in (1.2). Multiplying the first equation in (1.2) by
v € dom &, integrating both sides over [a, b] with respect to du, and then taking the
real parts, we obtain

b b
Re/ i0u(x,)v(x)du = Re/ Oxu(x,)v'(x)dx, (1.5)

where dxu(x,t) and d,u(x,t) are the partial derivatives of u with respect to x and
t, respectively. Let u1(x, t) and u,(x,t) be the real and imaginary parts of u(x, t),
respectively. Then (1.5) can be rewritten as

b b
/ duzr(x,Hv(x)du = —/ Oxup(x,)v'(x)dx (1.6)
a a
and
b b
/ druq(x,t)v(x)du =[ Dxua(x, )V (x)dx (1.7)
a a
for all real-valued functions v € dom §.

Theorem 1.2. Let  be a continuous positive finite Borel measure on R such that
supp(p) < [a, b]. Assume that there exists a sequence of refining p-partitions (Px)x>1
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of |a, b] satisfying (1.4), and g € dom &. Then equations (1.6) and (1.7) can be dis-
cretized, and the finite element method can be applied to yield a system of first-order
ordinary differential equations (4.7). If, in addition, fl x/ du, I Py, j =0,1,2,
can be evaluated explicitly, then the unique solution of equation (4.7) can be solved
numerically.

We are mainly interested in fractal measures. Let F' be a non-empty compact
subset of R¢. Throughout this paper, an iterated function system (IFS) refers to a
finite family of contractive similitudes {S; }?=1 defined on F,i.e.,

Si(x) = pjx + bj, j=1,...,q,

where 0 < p; < 1, and b; € R4. It is well known that for each IFS {S; }jq.:l, there
exists a unique non-empty compact subset K C F, called the self-similar set, such
that
q
K =Jsi (k)
Jj=1
moreover, associated to each set of probability weights {w; }?:1 (that is, w; > 0 and
Zq':1 w; = 1), there is a unique probability measure, called the self-similar measure,

J
satisfying the following identity

q
p=Y wuos;!
j=1

(see [12,19]). An IFS {S; };?:1 is said to satisfy the open set condition (OSC) if there
exists a non-empty bounded open set O such that |, Sx(0O) € O and Sx(0) N
S;i(0) = @ for all k # j. IFSs that do not satisfy (OSC), as well as all associated
self-similar measures, are said to have overlaps.

It is worth pointing out that for general self-similar measures with overlaps, it does
not seem possible to discretize the Schrodinger equations (1.2) in the way described in
the paper, and thus it is not clear how numerical approximations of the weak solution
can be obtained. Theorem 1.2 provides a framework under which discretization can
be performed.

Based on Theorem 1.2, we solve the linear Schrodinger equation (1.2) numerically
for three different one-dimensional self-similar measures with overlaps, namely, the
infinite Bernoulli convolution associated with the golden ratio, the three-fold convolu-
tion of the Cantor measure, and a class of self-similar measures that we call essentially
of finite type (EFT) (see [26]). These measures share the common property that the
support can be partitioned into a sequence of arbitrarily small intervals whose meas-
ures can be computed explicitly.
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The following theorem shows that the approximate solutions converge to the ac-
tual weak solution, and we also obtain a rate of convergence. See Section 2.1 and
Definition 2.2 for the definitions of || - ||qome and || -

|2,dom & » TESpECtively.

Theorem 1.3. Assume the hypotheses of Theorem 1.2, let U = (a,b), f =0 and
g =Y nr1bnon € Es((a,b), 1) in equation (1.2), and fix t € [0, T). If there exist
constants r € (0,1) and ¢ > 0 satisfying max{|I|: I € Pr} < cr¥ for all k > 1,
then the approximate solutions u™ obtained by the finite element method converge

in L*((a,b), ) to the actual weak solution u. Moreover,

lu™ —ull,, < 2(VeT||drul

)’,m/z.

2,dom & + ”u ||d0m8

The rest of this paper is organized as follows. Section 2 summarizes some nota-
tion, definitions and results that will be needed throughout the paper. We give the
existence and uniqueness of solution of the Schrodinger equation (1.2) in Section 3.
Section 4 is devoted to the proof of Theorem 1.2. In Section 5, we apply Theorem 1.2
to three different self-similar measures with overlaps. The proof of Theorem 1.3 is
given in Section 6.

2. Preliminaries

In this section, we summarize some notation, definitions and facts that will be used
throughout the rest of the paper. For a Banach space X, we denote its topological
dual by X.

Definition 2.1. Let X be a Banach space, u: (a,b) € R — X, and ty € (a, b). Then
u is said to be differentiable at ty in the norm || - ||x if there exists vo € X such that

lim
h—0

H u(to + h) —u(ty) B

v =0.
h 0 ”X
vg 1s called the derivative of u at ty, and we write

u(to + h) —u(to)
- .

vo = dsu(to) = lim

Higher-order derivatives are defined similarly.

Note that if u is differentiable at ¢y in the norm || - ||x, then it is continuous at ¢
in the norm || - ||x.

Definition 2.2. Let X be a separable Banach space with norm | - ||x. Denote by
L?([0, T], X) the space of all measurable functions u: [0, T] — X satisfying

T 1 .
W) lullzeqorix = (g Tu@lg dr)’? < oo.if 1 < p < oo, and
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(2) llullLooqo,1,x) = esssupg<;<7 u(®)|lx < oo,if p = oco.
If the interval [0, T'] is understood, we will abbreviate these norms as |lu|, x and
|t ]| o,x » respectively.

Remark 2.1. For each 1 < p < 0o, L?([0, T], X) is a Banach space; furthermore,
LP2([0,T], X) € LP1([0,T], X) if 1 < p; < p» < 0. Let X be a separable Banach
space with inner product (-, -)x. If (X, (-, -)x) is a separable Hilbert space, then
L2([0, T], X) is a Hilbert space with the inner product

T
(. 0) 120,11 = /0 (o). v())y dt.

Definition 2.3. Let X be a Banach space. We define C([0, T'], X) to be the vector
space of all continuous functions u: [0, 7] — X such that

u .= max u < Q.
lullcqo,m1.%) omax flullx

2.1. Dirichlet Laplacian defined by a measure

Let U C RY ,d > 1, be a bounded open set and p be a positive finite Borel measure
with supp(u) € U and p(U) > 0. We assume that (PT) holds. In [17], it is shown that
(PI) implies that u defines a Dirichlet operator in

L*>(U, u,R) := {u:U — R:/ lul>du < oo}.
U

Similarly, we can define a Dirichlet operator in L2(U, i) := L?(U, j, C), as follows.
(PI) implies each equivalence class u € H{ (U) contains a unique (in the L*(U, w)
sense) member 7 that belongs to L2(U, 1) and satisfies both conditions below.

(1) There exists a sequence {u,} in C2°(U) such that u, — % in H}(U) and

u, — in L2(U, n);

(2) u satisfies inequality (1.1).
We call @i the L2 (U, p)-representative of u. Define a mapping v: Hy (U) — L?(U, i)
by ¢(u) = 1. ¢ is a bounded linear operator, but not necessarily injective. Consider the
subspace N of Hy(U) defined as N := {u € HL(U): t@)|l, = 0}. Now let &'+
be the orthogonal complement of A in HJ (U). Then ¢: Nt — L2(U, p) is inject-
ive. Unless explicitly stated otherwise, we will denote the L?(U, j)-representative 7
simply by u.

Consider the non-negative bilinear form &(-,-) in L?(U, u) defined by

&E(u,v) = Re/ Vu-Vudx 2.1
U
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with domain dom & = N, or more precisely, ¢ (A ). (PI) implies that (&, dom &) is
a closed quadratic form in L2(U, 1). Hence, there exists a non-negative self-adjoint
operator A in L2(U, 1) such that

Eu,v) = (Al/zu,Al/zv)M and dom & = dom(4'/?)

(see, e.g., [13, Theorem 1.3.1]). We observe that the domain of A is a subset of
dom & C Ho1 (U). We write Afz = —A and call it the (Dirichlet) Laplacian with
respect to . If no confusion is possible, we denote Afz simply by A,.

Letu € dom&. Then u € dom A, if and only if there exists a unique f € L*(U, )
such that & (u,v) = (f,v), forall v € dom &. In this case, —A,u = f. Throughout
this paper, we let

dom€ := N and ||+ flaome = VEC. ).

3. Extrapolation and weak solutions

In this section we consider the existence and uniqueness of weak solution of equa-
tion (1.2). Let U € R¢, d > 1, be a bounded open set and 1 be a positive finite Borel
measure with supp(u) € U and 1 (U) > 0. We assume that (PI) holds. Let (€, dom &)
be defined as in Section 2.1, and —A, be the Dirichlet operator with respect to u. By
identifying L2(U, u) with (L?(U, n))’, we have the following Gelfand triple (see,
e.g., [14,32]):

dom & — L*(U, ) = (L*(U, n))’ = (dom &),

where all the embeddings are continuous, injective, and dense. Here, the embedding
L?(U, ) < (dom &)’ is given by

w e L*(U, ) = (w,"), € (L*(U, w))’ C (dom &)’
It follows that for any u € dom &, there exists a unique w € (dom &)’ such that
&, v) = (w,v) forallv € domé&,

where throughout this paper, (-, -) denotes the pairing between (dom &)’ and dom &.
On the other hand, we note that the form & is coercive by (PI). Hence, by the Lax—
Milgram theorem, for every w € (dom &), there exists a unique # € dom & such that

&u,v) = (w,v) forall v € dom§.
Thus, we can define a bijective operator L from dom & to (dom &)’ by

Lu =w, 3.1
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and equip (dom &)’ with the scalar product
(4, V) @omey = E(L™"u, L™v).

Note that dom L = dom & and (w, v) = (w,v), forall w € (dom &)’ and v € dom &.
It follows that L is an extension of —A . Throughout this paper, we equip (dom &)’
with the norm

[wll@omey = L™ " w|ldome for w € (dom &)'.

We remark that this norm is the standard norm in (dom &)’, which is equivalent to the
general norm in (dom &)’ (see, e.g., [6]).

Definition 3.1. Use the notation above. Let 0 < T < oco. Assume that we are given
f € L°°(]0, T],dom &) and g € dom &. A function u € L°°([0, T], dom &) with
d;ue L*°([0, T], (dom &)’) is a weak solution of the Schrodinger equation (1.2) if
the following conditions are satisfied.
(1) (idsu,v) — &, v) = (f(t),v), for each v € dom & and Lebesgue a.c.
tel0,T];

(2) u(0) = g.
Remark 3.1. Here we comment on Definition 3.1.

(a) The boundary condition u|sy = 0 in (1.2) is included in the assumption
u(t) edom§&. If u € L*°([0, T],dom &) and d,u € L*°([0, T], (dom &)'),
then u € C([0, T], L?(U, w)), and thus the initial condition #(0) = g makes
sense.

(b) Condition (1) is equivalent to
id;u—Lu= f(t) in(dom&)" for Lebesgue a.e.t € [0, T],

where L is defined as in (3.1).

We now assume that —A , has compact resolvent and let {¢, }5°; be an orthonor-

mal basis of L2(U, i) such that —Au@n = Aypp foralln > 1, where0 < Ay <--- <
An < Apg1 < ---and lim, o A, = 00. Some sufficient conditions for —A, to have
compact resolvent can be found in [10, 17,22]. In particular, if n = 1, then —A has
compact resolvent for any such u. We remark that

[e.e] [e.e] o0 o0
domé& = {Zantpn: Z |an|2)kn<oo} and domA,, = {Zan¢n3z |a,,|2)Lﬁ<oo}.
n=1 n=1 n=1 n=1

Since dom & < L?(U, ) <> (dom €)', {g,}°°, is also a complete orthogonal
set of dom &. Note that w = Y 72 | angn € (dom &)’ if and only if there exists a
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o0

unique L™ 'w = Y72 | byg, € dom € such that E(L™'w, v) = (w, v) for all v €
dom &. Substituting v = ¢, forn > 1, we geta, = (w,¢,) = E(L™'w, ¢,) = by,

and s0 w = 307 | angn € (dom €)' if and only if [[w(|F,, ey = L7 W36 =
> o2 a2 /A, < oco. Therefore, for every u = Y o2 | an@, € dom &, we have Lu =

> o L AnAn@n € (dom &), and

(dom &) = {Za,,(pn: Zaﬁ//\n < oo}
n=1 n=1

In order to state the regularity result of equation (1.2), we introduce the spaces
Ey(U, 1), @ > 0, to which the initial data g and f belong. For o > 0, define

EulU.) = 3 bugn: 3 1225 < o] G2

n=1 n=1

with the norm | - || g, (z,.0) given by

[e%9) 1/2 [oe]
el pu gy = (Z |bn|zxz) foru =Y bugn.
n=1

n=1

We remark that (Eq(U, ), || - | £, (w,0)) is a Hilbert space (see, e.g., [16, Proposition
2.4]) and that Eq, (U, ) € Eq, (U, ) if @1 < a5 In particular, Eo(U, 1) = L(U, w),
Ei(U,u) =domé&, and E>(U, u) = domA,.

Let

8= bupn € L*(U.p) and f(1) =Y Bu(t)gn € L*([0.T], L*(U, ).

n=1 n=1

where B,(t) = (f(¢), ¢n)y for n > 1. Define

oo oo t
u(t) == ane_i’l’1t<pn —i Z([ e_i’l”(t_’),Bn(r)dr)<pn
n=1 n=1 Y0

and
o0 ] o0 t )
K(t) :=—i ankne_m”tgon —if(r) — an (/ e_’k"(t_’)ﬁn(r)dt)(pn. (3.3)
n=1 n=1 0

Theorem 3.1. Let U C RY , d > 1, be a bounded open set, and let | be a positive
finite Borel measure with supp(it) € U and jn(U) > 0. Assume that ju satisfies (PI)
and —A,, has compact resolvent. Let g, f(t), u(t) and K(t) be defined as above. If
g edomé& and f(t) € L*°([0, T],dom &), then the following hold.

(a) d;u = K(t) in (dom &) for Lebesgue a.e. t € [0, T].
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(b) u(t) is the unique weak solution of the Schridinger equation (1.2).

(¢) If, in addition, g € Eo(U, ) and f € L*°([0,T], E,(U, )), where a > 2,
thenu(t) € L*°([0,T], E4(U, n)) and d,u(t) € L*°([0, T], Eq—2(U, p)).

(d) If f =0, then
lu@lle =gl and E(u,u)=8&(g.g)  forallt €[0,T].

Proof. Since g € dom§&, f(t) € L°°([0, T],dom &), we have u(t) € C([0,T],dom &)
and K(z) € L*°([0, T], (dom &)’). In fact, using Holder’s inequality, we obtain

2 _ 2
(D qo.77.00me) = tg[l(i’}] () | Gom &

o] 00 T
<2l +T Y [ [aco )
n=1 n=1

2(lglZome + TINS5 gome) < 00, G4

and

| K(t) ||§o,(dom gy = esssup [ K(7) ||%010m gy
t€l0,T]

o0
< 3(2 B2 + 1S O omey

n=1
[e%e)

+ ess sup Z )Ln‘ /t e~hn=D g (1) d‘(‘z)
0

tel0,T] ,,—
<3(IglGme + 1/ ONZ @womey + TNSOI3 gome) < 00 (3.5)
(a) Let § satisfy 0 < 28 < T and write u(t) =: >y, cn(t)@y. Forallt € [§, T — §]
and each € (=6, §), we have
e . .
u(t +h)—u(t) = Z by (e—mn(wrh) _ e—mnz)(pn
n=1

—i

t+h ” A
([ e e9p,war)pn
t

K

3
Il
—-

M

t
(/ (e7HnEHh=D _ kG0 g, () d ),
0

3
Il
—-
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It follows that
lea(t + h) — ca()]?

t+h
— ‘bn (e—i)kn(t—i-h) . e—ilnt) —i / e—i/\n(t-l-h—r)ﬁn(_[) dt
t
t
_ i/ (e—i/l”(t—i-h—r) _ e_il”(t_r))ﬂn(r)dr
0

_ . t+h
< 3(|bn|2 e iRnth) _ gmidat |2 |/ =g (1) 11
t

‘ 2

! . . 2
n ‘/(; (¢ (t+h=D) _e—t)tn(t—r))ﬂn(r)dr‘ )
t+h
<3(WhaPaz+n [ B0 de
t
T
- T/O [emn D) _ T2 1B, (1) d)

T
= 312 (8223 + esssup B, + 722 [ |Bu(0 d7)
t€f0,T] 0

=:3h* A, M, (3.6)

where the fact [e™*® — 1| < 0 for 6 > 0 is used in the second and third inequalities.

We remark that .7 My = 813,06 + I/ OIZ womey + TISON3 gome < 0©-
Write K(t) =: Y =, dn(t)@n. Using (3.3) and Holder’s inequality, we have

. r 2
|d, (1)|? = ‘—ibnxne—’*nf—iﬂn(r)—xn/o €_M"(t_r)ﬂn(f)d‘[’

T
< 3(1ba P23 + esssup B, O + 742 [ 1Bu(O d) = 3, M.
t€l0,T] 0

3.7

Note that the classical derivative c;,(t) = d,(t) for Lebesgue a.e. ¢ € [0, T']. It follows

that
cn(t +h) — (1)

h
for Lebesgue a.e. t € [6,T — 8] and h € (-4, §). Combining (3.6) and (3.7), we have
for Lebesgue a.e. t € [6, T — §] and each 1 € (-4, §),

[sn (. P _ 2 (lenlt +h) —cn @I
An T A h?

Sp(t,h) = —dy()—>0 as h—0 (3.8)

+ |dn(t)|2) < 12M,,. (3.9)

Using (3.9) and Weierstrass’ M-test, we see the series Y oo, |s, (¢, h)|*/An converges
uniformly for all 4 € (-6, 8) and Lebesgue a.e. t € [§, T — §]. Thus, for Lebesgue a.e.
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t€[8.T -6
Cqu@ +h) —u@) 2 e 2
b HT _K(t)‘(domsy - ;}‘l‘})nzlls”(t’h” /A

o0
> im [sy (. )[*/An = 0,
=1 h—0

where (3.8) is used in the last equality. It follows that d,u(¢) = K(¢) in (dom &)’ for
Lebesgue a.e. t € [§, T — §]. The desired result follows by letting § — 0.
(b) We first note that u(0) = g and

oo

o0 t
Lu=> byAne *'q, —i an(/ e—i*n“—f)ﬂn(z)dz)%, (3.10)
n=1 n 0

=1

where L is defined as in (3.1). Combining (3.10) and part (a), we have that
id;u(t) — Lu(t) = f(¢t) on (dom &)’ for Lebesgue a.e. ¢t € [0, T]. It follows from
Remark 3.1, that u(¢) is a weak solution of (1.2). To prove uniqueness, it suffices to
show that the only solution of (1.2) with f(¢) = g = 0is u(¢t) = 0. Let u be a weak
solution of (1.2) with f(¢) = g = 0. To verity this, note that

(id,u,—iu) + &(u,—iu) =0 for Lebesgue a.e. t € [0, T'].
Since & (u, —iu) = Re [;; Vu - V(—iu)dx = 0, u(0) = g = 0, and
1d
9 ’_._ __“ ¢ 2,
(10, i) = 5 (0
we obtain ||u(t)||fL = 0 for Lebesgue a.e. t € [0, T]. It follows that u = 0, which
proves (b).

(c) Asin (3.4) and (3.5), we can deduce from the additional assumptions that

2 2
u(r = max |(u(t
[ ( )”C([O,T],EO((U,;L)) 1€[0.T] Jlue( )”Ea(U,u)

00 (o] T 2
(L g+ ([ 1) 25)
n=1 n=1 0
00 00 T )
2(2 |bn|2kf‘,+TZAf‘,/ |Bu(2)] dt)
n=1 n=1 0

=2(lgl g, @, + TIOI3 £y ) < 0©

IA

IA
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and

||8tu(t)||§o,Ea_2(U,M) = esssup ”at”(Z)HJZEa_z(U,u)
t€l0,T]

o0
< 3( Z 1bu* Ay 4+ 1 f Ol £y ws)

n=1
[ee)

t 2
+ ess sup Z Ay / e DB (1) dt
t€[0,T] ,—¢ 0

< 38y @, + 1/ Ol @omey + T 1L O3 £, @) <00

Hence, the assertions hold.

(d) Since f = 0, we have by parts (a) and (b) that
o0 ) o0 )
u(t) = ane_m"t(pn and  Qu(t) = —i Z bpine i,
n=1 n=1
It follows that
o0 o0
@12 =" " 1ba*=I]I7 and €. u) =Y |bu|*An=E(g. &) forall € [0,T]. m

Now we prove Theorem 1.1. The main ingredients are Banach’s fixed point the-
orem and Theorem 3.1.

Proof of Theorem 1.1. Given a function u € L°°([0, T],dom &), set h(t) := F(u(t)).
By the assumption on F(-), we see that & € L°°(]0, T'], dom &). Consequently, The-
orem 3.1 ensures that the linear Schrodinger equation
0w+ Ayw=nh on U x|0,T],
w=20 on dU x[0,T], (3.11)
w=g on U x{t =0}

has a unique weak solution w(¢) € L*°([0, T'], dom &) given by

00 e t
() :=Zane-”n’¢n—i2( [0 e‘“‘"“")(h(r),wn)udr)wn. (3.12)
n=1 n=1

Define A: L*°([0, T],dom &) — L*°(]0, T],dom &) by A[u] = w.
We now claim that if 7 > 0 is small enough, then A is a contraction mapping from
L*°([0,T],dom &) to L>°([0, T],dom &). Let u(¢), v(z) € L°°([0, T], dom &). Since
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F(-) is Lipschitz continuous on dom &, F(u(t)) — F(v(t)) € L*°([0, T],dom &). It
follows that

o0
2 2
| Fu@) = FO@) [ione = DI (F@@) = FO@).¢a), | 2n  (3.13)
n=1
for Lebesgue a.e. ¢t € [0, T']. We first obtain from (3.12) and (3.13) that for Lebesgue
ae 0<tr<T,
2

/0’ e M (F(u(r) = F(u(x), ¢n) , dT

| 4] = AP e = D An
n=1
t ,
=! /0 D 2| (Fu(@) = Fo(0). 0a), | dr
n=1

—t [ IF@@) = O s de Gy G13)

t
=T [ @) = v(Oe dr = CT?u— vl
0

00,dom &

where the assumption that F(+) is Lipschitz is used in the second inequality. It follows
that

| Afu] — Alv VCT|u = v]oodome-

Thus, A[-] is a strict contraction, provided 7' > 0 is so small that VCT = y < 1.
Given any T > 0, we select 77 > 0 so small that VCTy < 1. We can then apply
Banach’s fixed point theorem to obtain a weak solution u of the non-linear Schro-
dinger equation (1.3) that exists on the time interval [0, T}]. Since u(¢) € dom & for
a.e. 0 <t < Ty, we can find some T, € (T1/2, T1) such that u(7,) € dom &. We can
then repeat the argument above to extend our solution u to the time interval [T, T3]
such that u(73) € dom & and T3 € [2T3, T1 + T3]. Repeating this process for a finite
number of steps, we obtain a weak solution that exists on the entire interval [0, T'].

] H 00,dom & =

To prove the uniqueness, suppose that # and v are two weak solutions of the non-
linear Schrédinger equation (1.3). Then we have A[u] = u and A[v] = v. It follows
from the uniqueness of the fixed point of A that u(¢) = v(¢) in L°°([0, T1], dom &).
Combining this argument with the extension argument above shows that u(¢) = v(t)
in L°°([0, T], dom &).

Assume that F(-) is Lipschitz continuous on Ey (U, u) and g € E,(U, p) for
some « > 2. Then we have that h(t) = F(u(t)) € L*°([0, T], E4—(U, n)) for all
u(t) € L°°([0,T], E4(U, n)). For any u(t) € L*°([0,T], Eq(U, n)), Theorem 3.1 (c)
implies that equation (3.11) has a unique solution w(t) € L*°([0, T], Eq (U, u)) with
d;w(t) € L*°([0,T], Eq—2(U, n)) satisfying (3.12). Similarly, we can show that there
exists a unique u(¢) € L*°([0, T], Eq(U, p)) with d,u(t) € L*°([0,T], Eq—2 (U, 1))
such that A[u] = u, which completes the proof. ]
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4. The finite element method for linear Schrodinger equations

In this section, we let U = (a, b) and f = 0 in equation (1.2), and use the finite
element method to solve the homogeneous Schrédinger equation (1.2). Let w be a
continuous positive finite Borel measure on R with supp(u) C [a, b]. Assume that
there exists a sequence of refining p-partitions (Pp)m>1 = ({Im,( }évzgn))m>1 satisfy-
ing (1.4) in Section 1. Without loss of generality, we can write 1, ¢ = [Xmm.¢, Yim.e]

with
a=Xmo0 <Ym0=Xm1<Ym1Z=+"=XmNm < VYm,Nim) = b

forallm > 1 and 0 < £ < N(m). Moreover, we have

N(m) N(@m)—1
[a,bl\(U Ine) = U Omexmes) S la.b]\supp(p) ~ forallm = 1.
£=0 £=0

In particular, if supp(i) = [a, b], then y,, ¢ = Xpy ¢4+ forallm > land £ =0, ...,
N(m) — 1.

We first note that equations (1.6) and (1.7) are derived from the integral form of
the homogeneous Schrodinger equation (1.2) with U = (a, b). Now, we apply the
finite element method to approximate the solution u(x, ¢) satisfying (1.6) and (1.7) by

N(m)
W (x. 1) =Y (i (0) + iwa,; (1)) (x), 4.1
j=0
where, for j =0, 1,..., N(m), wy,;(t) := w’;(t) and wo ; (1) := w5’ ;(¢) are real-

valued functions to be determined, and ¢; (x) := ¢, j(x) are the standard piecewise
linear finite element basis functions (also called tent functions) defined by

$j (X) := ¢m,j (%)

ym)i_jmij,:,_l ifx€lyj, j=12,...,Nm),

_ )1 if X € [Ym,j—1.Xm,jl.J = 1.2,....N(m)—1, “2)
ol X €l j = 0.1, N~ 1,
0 otherwise.

Let uT*(x,¢) and u’5'(x, t) be the real and complex parts of u™ (x, t), respectively.
We require u” (x, t) to satisfy equations (1.6) and (1.7) as follows:

b b
[ Aul (x, 1) (x)dpu = —/ dxu’f (x, 1)@} (x) dx 4.3)
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and
b b
[ g e = [ o g dx. (44)

Moreover, we require ™ (x, t) to satisfy the Dirichlet boundary condition u™ (a,t) =
u™(b,t) = 0. We note that ¢y(a) = ¢¢(Xm,0) = 0and ¢; (D) = ¢ (ym,N@m)) = 0 for
all{=1,...,N(m)and j =0,1,..., N(m) — 1. Thus, wg o(t) = Wi, NGm)(t) =0
forallt € [0, T] and k = 1, 2. Using this and (4.1), we can express (4.3) and (4.4) in
matrix form as

oo Moo [w] . o —k][wi] . oo
I [ P

where M = M = (M e(]'.")) and K = K" = (K g.")) are, respectively, the mass and
stiffness matrices, defined by

b b
M = [ oopdn and K= [ g0 dx
a a
foralll <¥¢,j < N(m)—1,and

wi,1(1) wa,1(t)
wi(t) =W m(t):= : and  wa(f) =wp (1) =

Wi, N(m)—1(1) W2, N(m)—1(1)

This gives us a system of first-order linear ODEs with constant coefficients. To solve
it, we need to impose initial conditions. Based on the initial condition u(x, 0) =
g(x) € dom &, we require u"(x, t) to satisfy the initial condition u" (X, ;,0) =
g(xm, ;) forall 1 < j < N(m) — 1. This leads to the initial condition

W(0) = Wi (0) == [g1(xXm,1), - - -+ 81 (X, N(m)—1) 2 (Xm, 1), .- -ag2(xm,N(m)—1)]T7

(4.6)
where g1(x) and g,(x) are the real and complex parts of g(x), respectively. Con-
sequently, we obtain the linear system

MW = —Kw, >0, and W(0) = Wp.o. 4.7

It is well known that K is invertible (see, e.g., [31]). Here, M depends on the meas-
ure p and its ;L—partitionsA(Pm)mzl = ({Im,g}évz('(';))mzl. We prove below that M is
invertible. It follows that M is also invertible. Thus, the system in (4.7) has a unique
solution. More precisely, the following proposition holds.
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Proposition 4.1. Let  be a continuous positive finite Borel measure on R such that
supp(u) C [a, b]. Assume moreover, that there exists a sequence of refining [-parti-
tions Pm)m>1 = ({Im,g}glz('(;’))mzl of |a, b]. Then the mass matrix M defined as
above is positive definite. Consequently, (4.7) has a unique solution W(t). Further-
more, w;(t) € C(0,T) and w;(t) € C(0,T) for j =1,...,N(m) — 1.

Proof. Suppose, on the contrary, that M were not positive definite. Then there would

exist some ¢ = (¢1,...,CNmm)—1) € RNM=1\ 10} such that ¢/ Mec < 0. Let v =
évz('f)_l CtPm ¢ (x), where each ¢, ¢(x) is defined by (4.2). Then c¢’'Mc = (Mv, v).
Since (Mv,v) = [[v]|%, we have ||v||Z < 0. On the other hand, since (/) > 0

for all 0 < £ < N(m), the definition of ¢, ¢(x) implies that ||¢m,(||i > 0 for all
0 <{ < N(m), and thus ||V||i > 0, a contradiction. Hence, M is positive definite. The
continuity of wy; (¢) and wy; () follows from standard theory. [

Proof of Theorem 1.2. The assertions hold by combining the derivations above and
Proposition 4.1. u

As in the classical case, the matrix K can be computed directly. In order to com-

évz(g"))mzl satisfies (1.4). In

the following, the constants ¢y ; and similitudes 77,y come from (1.4). From the defin-
ition of the ¢y, ; and (1.4), for 1 < £ < N(m) — 1, we have

pute M, we use the assumption that (P,;),>1 = ({Im,(}

M = et = Xmtm) 2D Clypoyd /J (1,7 (X) = X e—1)* dpt
JeP;

Gt — w2 Y e /J (T 00 (¥) = Y .

JeP;

For2 < { < N(m) — 1, we obtain

MZ(,’Z)—I =—Vme—1 — xm,@—l)_2
: Z Clm,e_l,J/(Tlm,e_l,J(x) — Xm—1) (Tl 1,7 (X) = Yme—1) A,
J€P; J

and M Z(TI) (=M e('Z)_l. For the special case supp(u) = [a, b], the authors have given
the explicit formula for M in [31].
Define

gk,j:=/ x¥du, k=0,1,2,and j =0,...,N(1).
I ;

Since each 77 ;5 is of the form t7 s (x) = rr yx + by s, we see that the matrix M is
completely determined by the integrals f ;, where k = 0,1,2and j =0,..., N(1).
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Hereafter, we assume that the constant J; ; can be evaluated explicitly for k =0, 1,2
and j =0,...,N(1).

We now use the central difference method to solve equation (4.7). Let t, = nAt
and W, := W(z,) for all n > 0 and some Az > 0. We approximate the derivative as

o Wnt1 — Wy Wnt1 + Wy

7 4.8)

and W(t,) ~

Since M and K are positive definite, so is oM + (At)f( for all At > 0. Substitut-
ing (4.8) into (4.7), we can rewrite (4.7) as

Wni1 = CM + (ANDK)'M — (ADK)W,, n=0,1,2,...,
Wo = W(l‘o) = {’\V(O), 4.9)
tn = nAt.

To solve this system, fix A¢ and substitute the initial condition W from (4.6) into the
first equation in (4.9) to get W;. Then W, 11 can be computed recursively.

5. Fractal measures defined by iterated function systems

In this section, we solve the homogeneous Schrodinger equation numerically for three
different measures. These measures are defined by IFSs with overlaps and satisfy (1.4)
(see [31, Proposition 5.1 and Section 5.3]). In the first and second cases, the meas-
ures satisfy a family of second-order self-similar identities. These identities were first
introduced by Strichartz et al. [30] to approximate the density of the infinite Bernoulli
convolution associated with the golden ratio.

5.1. Infinite Bernoulli convolution associated with the golden ratio

We consider the infinite Bernoulli convolution associated with the golden ratio:

1 1 )
M=5/L051 +§M052,

where
V5-1
7
We note that supp(u) = [0, 1]. Strichartz et al. [30] showed that  satisfies a family
of second-order identities with respect to the following auxiliary IFS:

S1(x) = px, Sa2(x) = px + (1 —p), p=

Ti(x):=p°x, T(x):=p’x+p>.  T3(x):=p’x +p.
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Moreover, u satisfies the following second-order identities [20]. For each Borel set
A g [09 1]’

u(ThT; A) (T A)
/’L(TZTJA) = M] I‘L(TZA) s ] =1,2,3,
u(T3T; A) p(T3A)
where
| 2 00 | 010 | 0 40
M1=§ 1 2 0], M2=Z 01 0], M3=§ 0 2 1
0 4 0 010 0 0 2

These identities can be used to compute the measure of suitable subintervals of [0, 1].
Define
P = {T,-([o,l]):j e{1,2,3}k} fork > 1. (5.1)

It follows from [31, Proposition 5.1] that (Px)z>1 is a sequence of refining pu-parti-
tions of [0, 1] satisfying (1.4). Moreover, the integrals fol xk dpuoTj, k=012,
Jj = 1,2, 3 have been calculated in [7, Section 4.2]. We remark that

/1 duoT ! d /1 2dpoTy = 2P
xdpuoTs = ——— an x?dpoTls = ——;
0 23+ p) 0 2(p+8)

the calculations of these integrals in [7,9] are incorrect. Let (a, b) = (0, 1), and thus
we can calculate the entries of the mass matrix M and solve the linear system (4.5).
The result is shown in Figure 1. Here we choose g to have small support so that it
models the Dirac delta function.

5.2. Three-fold convolution of the Cantor measure

We consider the following three-fold convolution of the Cantor measure studied in
[20,24,26]. The three-fold convolution of the Cantor measure u is the self-similar
measure defined by the following IFS with overlaps (see [24]):

1 2
SJ(X)=§X+§(]—1), j=1,2,3,4,
together with probability weights {1/8,3/8,3/8,1/8}. That is,
1 _ 3 _ 3 _ 1 _
W= g;,LoSll—i-gl,LoS21+§,uoS3l—i-gpLoSA‘l.

Note that supp(u) = [0, 3]. It is shown in [20] that y satisfies a family of second-order
identities with respect to the following auxiliary IFS:

1 1 1
T1(x) = gx, Tr(x) = gx +1, Ts3(x) = gx + 2.
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Figure 1. Figure for numerical solutions of the homogeneous Schrédinger equation (1.2)
with U = (0, 1) and p being the infinite Bernoulli convolution associated with the golden
ratio. (Px)x>1 is defined by (5.1). The initial condition is given by the function g(x) :=
sin(207 (x — 0.475)) + i sin(207 (x — 0.475)) for x € (0.475,0.525), and g(x) := 0 otherwise.
Here At = 0.0001. From (a) to (f), the values of ¢ are 0.0, 0.001, 0.002, 0.004, 0.008, 0.02,

respectively.
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In fact, for each Borel 4 C [0, 3],

W(Ti T} A) (T3 4)
M(TzT]'A) = M]' ,Ll,(TzA) s j =1,2,3,
w(T5T; A) u(T3A)

where M, M,, M3 are given by

oo (oo N ERGE
My=c10 3 0/, My=g213 0 3|, Ms=c]0 30
1 0 3 010 0 0 1
Define
P = {T;([0,3]):j € {1,2,3}*}  fork > 1. (5.2)

It follows from [31, Proposition 5.1] that (Px)z>1 is a sequence of refining p-parti-
tions of [0, 3] satisfying (1.4). The integrals f03 xk duoTi,k=0,1,2,j =1,2,3
have been calculated in [7, Section 4.3]. Let (a,b) = (0, 3), and thus we can calculate
the entries of the mass matrix M and solve the linear system (4.5). The result is shown
in Figure 2.

5.3. A class of self-similar measures that are essentially of finite type

In this subsection, we consider the following family of IFSs:
Si(x) =rix, Sa(x)=rox+ri(1—ry), S3(x)=rax+1-—r,, (5.3)

where the contraction ratios r1, 7, € (0, 1) satisfy the inequality r; + 2rp —rirp <1,
i.e., S2(1) < S3(0). The Hausdorff dimension of the self-similar sets is computed
in [21]. The multifractal properties and spectral dimension of the corresponding self-
similar measures are recently studied in [11,26,27].

Let u be a self-similar measure defined by an IFS in (5.3) and a probability vector
(pi)i_,- Let Iy := S1([0, 1))US>([0, 1]) and 11,9 := S3([0, 1]). In order to define
a sequence of refining w-partitions of [0, 1], we adopt the definition of an island
from [26]. Let My := {1, 2, 3}k for k > 1 and My := 0. A closed subset I C [0, 1]
is called a level-k island with respect to {:My, } if the following conditions hold.

(1) There exists a finite sequence of indexes ig,%1,...,1i, in Mg with the
properties S;, (0,1) N S;,,,(0,1) # @ forall k =0,...,n—1,and I =
Uk=o Si ([0, 1)).

(2) Forany jeMi\{io,....i,yandanyk€{0,...,n},S;(0,1) N S;, (0,1)=0.
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Figure 2. Figure for numerical solutions of the homogeneous Schrodinger equation (1.2) with
U = (0,3) and p being the three-fold convolution of the Cantor measure. (P )1 is defined
by (5.2). The initial condition is given by the function g(x) = sin(207(x/3 — 0.475)) +
i sin(207r(x/3 — 0.475)), x € (1.425,1.575), and g(x) = 0 otherwise. Here At = 0.0001. From
(a) to (f), the values of ¢ are the same as those in Figure 1.
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Intuitively, for each level-k island 7, I° is a connected component of Sy, (0, 1) :=
UieMk S; (0, 1) (see Figure 3). For k > 1, define

P = {I: I is a level-k island with respect to {Mk}}. 5.4

It follows from [31, Section 5.3 ] that (P)r>1 is a sequence of refining p-partitions
of [0, 1] satisfying (1.4).

X
0e 1
e oo ;
I | 1
k=1t---_________ __ __®-___-_-—---—--—-—---% P lj(,) ,,,,,,,
. -
k=2 - e
-
-—— -—— -—
. . . .
k=3 — o—— -~ -—— -—
P

Figure 3. p-partitions P for k = 1,2, 3, where Py is defined as in (5.4). Cells that are labeled
consist of line segments enclosed by a box. The figure is drawn with r; = 1/2 and rp = 1/3.

For every continuous function ¢ on [0, 1], we have

/0 pdu = Zp, / ¢(Si (x)) dp. (5.5)

i=1

Using (5.5) repeatedly, we can obtain

1
/ du =1,
0

/1 _ (par1+ p3)(1 —r2)
xdu = )
0 1 — pir1 — para — para
'y 2(p3 + par)r2(l — rz)fo xdp + (1—r2)?(p3 + Pzrz)
x“du =
0 1 — piri — pary — par
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Moreover, we can calculate the integrals f I xk di, j =0,1and k =0,1,2, as
follows: k

1
IXdM=F2P3/ xdp + p3(l —ra),
I 0

1.0

1 1
[ xdi=r3pn [ w2 du 2para=r) [ wdit pai -,
1 0 0

1.0

dp = p1 + pa,
I

1
/ xdp = (pin +F2P2)/ xdp + pari(1 —ra),
Iy 4 0
1 1
[ sdu= ot pard) [P dus2pinra-r [ xdut parda -,
I 0 0

Let (a,b) = (0, 1), and thus we can calculate the entries of the mass matrix M and
solve the linear system (4.5). The results are shown in Figures 4—-6. We point out that
in Figure 5, supp(ut) is a proper subset of [0, 1].

6. Convergence of numerical approximations for linear Schrodinger
equations

In this section we prove the convergence of numerical approximations of the homo-
geneous Schrodinger equation (1.2) with U = (a, b). Some of our results are obtained
by modifying similar ones in [28]. Let u be a positive finite Borel measure on R with
supp(u) < [a, b]. In this case, there exists a complete orthonormal basis {¢, }oe, of
L?((a,b), ) such that —A,¢n = Angy, for all n > 1, where the eigenvalues satisfy
0< Ay < <Ay < Apgr <--- with lim, 500 A, = 00. Assume that there exists
a sequence of refining partitions (Py)x>; satisfying (1.4). Let V}, be the set of end-
points of all level-m sub-intervals, and arrange its elements in such a way that V,,, =
om0 = 0 NG} Uy €= O, NGm)} With Xomg < Vg1 < Xt
for £ =0,1,...,N(m) — 1, X0 = a and y, nom) = b. Let S be the space of
continuous piecewise linear functions on [a, b] with nodes V;,,, and let

SE ={u e S™:ua) = u(b) =0}

be the subspace of S™ consisting of functions satisfying the Dirichlet boundary con-
dition.



1.0

05¢

0.0

-0.5¢

-1.0 =

05¢

0.0

-0.57¢

-1.0 =

1.0 -

05¢

0.0

-1.0

04 06 08 10

(a)

00 02

04 06 08 10

(©)

00 02

04 06 08

(e)

00 02

1.0 ¢

05¢

00r

-0.5¢

1.0 ¢

05¢

0.0

-0.5 ¢

-1.0 =

1.0 -

05¢

0.0

-1.0 >

S.-M. Ngai and W. Tang 234

04 06 08 10

(b)

00 02

04 06 08 10

(d)

00 02

04 06 08 1.0

®

00 02

Figure 4. Numerical solutions of the homogeneous Schrodinger equation (1.2) with U = (0, 1)
and u being the self-similar measure defined by the IFS in (5.3) with probability weights p; =
p2 = p3 = 1/3 and contraction ratios r; = 1/2 and r» = 1/3. (Px)x>1 is defined by (5.4).
The initial condition and the values of At and ¢ are the same as those in Figure 1.
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Figure 5. Numerical solutions of the homogeneous Schrodinger equation (1.2) with U = (0, 1)

and u being the self-similar measure defined by the IFS in (5.3) with probability weights p; =
p2 = p3 = 1/3 and contraction ratios r; = 1/2 and r» = 1/4. (Px)x>1 is defined by (5.4).
The initial condition, and the values of Af and ¢ are the same as those in Figure 1. Unlike the
other examples, supp(u) in this example is a proper subset of (0, 1).
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Figure 6. Numerical solutions of the homogeneous Schrodinger equation (1.2) with U = (0, 1)
and u being the self-similar measure defined by the IFS in (5.3) with probability weights p; =
2/3, p2 = p3 = 1/6 and contraction ratios 11 = 1/2 and r» = 1/3. (Px)x>1 is defined by (5.4).
The initial condition, and the values of Af and ¢ are the same as those in Figure 1.
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We choose the basis of S™ consisting of the tent functions {¢g}év:('0") defined

in (4.2) and choose the basis {¢¢},;"~" for S7. The linear map ,: dom & — S
defined by
N(@m)—1
Fmv = Z V(Xm,0)¢e(x), v €domé,
(=1

is called the Rayleigh—Ritz projection with respect to V,,. Let
1Vinll := max{|ym,¢ = Xm,e|:0 < € < N(m)}

be the norm of V,,, form > 1.

Lemma 6.1. Form > 1, let V,;, and ¥,,, be defined as above. Then for any u € dom &,

Fmu is the component of u in the subspace S, u — F,,u vanishes on the boundary
{a,b}, and
Eu— Fpu,v) =0  forallv e Sp.

Proof. The proof can be found in [28]. |

Throughout the rest of this section, let g = Z;o:l anen € Ez((a,b), 1), f =0,
and u be the solution of the corresponding homogeneous Schrédinger equation (1.2).
Then

(i0;u,v), — &M, v) =0 forall v € dom§. 6.1)

By Theorem 3.1 (c), d;u € dom &. As in Section 4,

N(@m)—1

um(x’ t) — Z (u)lj([) + iw2j(l))¢j()€).

j=1
Thus, it follows from the derivations in Section 4 that u™ satisfies
@0 u™ "), +&W" ™) =0 for all v™ € Sp, (6.2)
and u™(x,0) = évz(rln)_l 8 (Xm ¢)¢P¢(x). Finally, define
e(x,t) :=e"(x,t) = Fpu(x,t) —u™(x,1).
Lemma 6.2. Let u,u™, e be as above. Then

(0re,€)y = (Fmoru — 0ru,e)y,. (6.3)

Proof. We first note that the functions e, d;e, and 9,(F,u) = F,0,u all belong
to S7y. Thus, substituting ie for v in (6.1) and for v in (6.2), we get

(id;u,ie), +&u,ie) =0 and (id,u™,ie), +EW™, ie) =0.
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Subtracting these equations gives (i (0;u — d,u™),ie),, + E(u —u™,ie) = 0. Using
the fact that (i (0,u — d,u™),ie), = (d;u — I, u™,e),, we get
(Oiu — Findiu + Fpnoiu —0u™,€),, + E(u — Fppu + Fpou —u™ie) =0,
which, together with the fact &(u — F,,,u,ie) = 0 (see Lemma 6.1), yields
(Fmoru —ou™, e)y + E(Fpu —u™ ie) = (Fposu — dsu,€),.

The desired result follows from the equalities & (F,,,u — u™,ie) = &(e,ie) = 0 and
Fmdiu — ,u™ = dze. [ ]

Lemma 6.3 ([7, Lemma 5.3]). Assume the hypotheses of Lemma 6.1, and let v €
dom &. Then

1Fmv — vl < 20V 0lliome  forallm > 1.

Theorem 6.4. Assume the hypotheses of Lemma 6.2. If there exist constants r € (0, 1)
and ¢ > 0 satisfying max{|I|: I € Pi} < crk forall k > 1, then

1Fomte = u™ e < 28T 9 ,ull,dome

Proof. The proof is similar to that of [31, Theorem 6.4]; we include it here for com-
pleteness. The left side of (6.3) can be rewritten as

Ld 4

@re.e) = 57 (lel2) = el 7 (lell):

Thus, (6.3) leads to

d
llell,. - E(”euu) = (Fm0ru — dru,e)y < | Fm0ru — drull - |le] e,

and hence 4
E(”e”u«) S | Fm0iu — 0cu| . (6.4)

Integrating the left side of (6.4) with respect to t from O to ¢, we get

td
/O E(Ile(f)llu)df = lle@llx = lle@ll. = lle®)ll., (6.5)

where the fact e(0) = F,,u(x,0) —u"(x,0)=F,,g(x) — évz('f)_l 8(Xpm,e)e(x)=0

is used in the last equality. Combining (6.4), (6.5), Lemma 6.3, and Holder’s inequal-
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ity, we have
t
el < /0 | Fmdeu(r) — du() i dr  (by (6.4 and (6.5))

T
< [ 20l il dr oy Lemma6.3)
0
=< 2ﬁ||Vm||1/2||3tu||2,d0mg (by Holder’s inequality)
< 2VeTr"™ 2|02 gome.
proving the desired result. -

Proof of Theorem 1.3. Combining Theorem 6.4 and Lemma 6.3, we have, for each
fixed ¢t € [0, T,
™ —ully < llu™ = Fnullp + [ Fmu —ull,
< 2VeTr™d,ull2,gome + 2r™ ullaome
< 2(VeT0rul2.d0me + llaome)r™ .

which completes the proof. ]
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