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Abstract. We prove low frequency resolvent estimates and local energy decay for the Schrödinger
equation in an asymptotically Euclidean setting. More precisely, we go beyond the optimal esti-
mates by comparing the resolvent of the perturbed Schrödinger operator with the resolvent of the
free Laplacian. This gives the leading term for the development of this resolvent when the spectral
parameter is close to 0. For this, we show in particular how we can apply the usual commutators
method for generalized resolvents and simultaneously for different operators. Then we deduce sim-
ilar results for the large time asymptotics of the corresponding evolution problem. Even if we are
interested in this paper in the standard Schrödinger equation, we provide a method which can be
applied to more general non-selfadjoint (dissipative) operators.
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1. Introduction and statement of the main results

Let d ⩾ 2. We consider on Rd the Schrödinger equation´
�i@tuC Pu D 0 on RC �Rd ;

ujtD0 D f on Rd ;
(1.1)

where f 2 L2 and P is a general Laplace operator. More precisely we set

P D �
1

w.x/
divG.x/r; (1.2)

wherew.x/ and the symmetric matrixG.x/ are smooth and uniformly positive functions:
there exists C ⩾ 1 such that for all x 2 Rd and � 2 Rd we have

C�1j�j2 ⩽ hG.x/�; �iRd ⩽ C j�j2 and C�1 ⩽ w.x/ ⩽ C:

We assume that P is associated to a long range perturbation of the flat metric. This means
thatG.x/ andw.x/ are long range perturbations of Id and 1, respectively, in the sense that

Julien Royer: Institut de Mathématiques de Toulouse, Université Toulouse 3, 31062 Toulouse,
France; julien.royer@math.univ-toulouse.fr

Mathematics Subject Classification 2020: 47N50 (primary); 47A10, 35B40, 47B44,
35J05 (secondary).

mailto:julien.royer@math.univ-toulouse.fr


J. Royer 2

for some �0 2 �0; 1� there exist constants C˛ > 0, ˛ 2 Nd , such that for all x 2 Rd ,

j@˛.G.x/ � Id/j C j@˛.w.x/ � 1/j ⩽ C˛hxi
��0�j˛j: (1.3)

Here and everywhere below we use the standard notation hxi D .1C jxj2/1=2.
This defines an operator P which is selfadjoint on L2w D L2.w.x/dx/ with

domain H 2. We also denote by �G the Laplace operator in divergence form correspond-
ing to G:

�G D divG.x/r:

This definition of P includes in particular the cases of the free Laplacian, a Laplacian
in divergence form, or a Laplace–Beltrami operator. We recall that the Laplace–Beltrami
operator associated to a metric g D .gj;k/1⩽j;k⩽d is given by

Pg D �
1

jg.x/j1=2

dX
j;kD1

@

@xj
jg.x/j1=2gj;k.x/

@

@xk
;

where jg.x/j D jdet.g.x//j and .gj;k.x//1⩽j;k⩽d D g.x/�1. Then Pg is of the form (1.2)
with w D jgj1=2 and G D jgj1=2g�1.

After a Fourier transform with respect to time, (1.1) can be rewritten as a frequency
dependent (stationary) problem. In this paper, we are mainly interested in the contribution
of low frequencies. More precisely, we study the behavior of the corresponding resolvent
and its powers when the spectral parameter approaches 0. Then, using the already known
results for the contribution of high frequencies, we will discuss the large time behavior of
the solution of (1.1).

The spectrum of P is the set RC of non-negative real numbers. We are interested in
the properties of the resolvent .P � �/�1 (and its powers) when � is close to RC. The
limiting absorption principle (limit of the resolvent when � goes to some � > 0) is an
important topic in mathematical physics and is now well understood. In particular, it is
known that ifK is a compact subset of C�, then for n 2N� and ı > n� 1=2 the operator

hxi�ı.P � �/�nhxi�ı

is uniformly bounded in L.L2/ for � 2 K nRC. From this result, we can deduce that the
contribution of a compact interval of positive frequencies for the time dependent problem
decays faster than any negative power of time in suitable weighted L2-spaces.

The contribution of high frequencies for (1.1) depends on the properties of the oper-
ator .P � �/�n for � large (Re.�/ � 1 and 0 < Im.�/ � 1). These properties depend
themselves on the geometry of the problem, and more precisely on the classical trajecto-
ries of the corresponding Hamiltonian problem.

We always have as much decay for the solution of (1.1) as we wish if we allow a
loss of regularity for the initial data. This decay is in fact uniform in weighted L2-spaces
under the usual non-trapping condition. We denote by �t the geodesic flow corresponding
to the metric G�1 on R2d ' T �Rd . For .x0; �0/ 2 R2d and t 2 R we set �t .x0; �0/ D
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.x.t;x0; �0/;�.t;x0; �0//. Then we have non-trapping if all the classical trajectories escape
to infinity:

8.x0; �0/ 2 Rd � .Rd n ¹0º/; jx.t; x0; �0/j �����!
t!˙1

C1: (1.4)

We set

CC D ¹� 2 C W Im.�/ > 0º; D D ¹� 2 C W j�j ⩽ 1º; DC D D \CC:

Under the assumption (1.4), it is known that for n 2 N� and ı > n � 1=2 there exists
c > 0 such that for � 2 C n .RC [D/ we have

khxi�ı.P � �/�nhxi�ıkL.L2/ ⩽
c

j�jn=2
: (1.5)

The proof is based on semiclassical analysis. We refer for instance to [24] for a
Schrödinger operator with a potential, to [23] for second order perturbations of the free
Laplacian, to [9] for a general compactly supported perturbation of the Laplacian in an
exterior domain and to [4] for a long range perturbation of the flat metric.

The analysis of low frequencies is more recent. We first recall that given R > 0 the
behavior of the localized resolvent for the free Laplacian at � 2 C nRC is given by

k1B.R/.P0 � �/
�n1B.R/kL.L2/ ≲

´
j�jmin.0;d=2�n/ if n ¤ d=2;

jlog.�/j if n D d=2:
(1.6)

Estimates of the resolvent near 0 for a long range perturbation of the free Laplacien
were first proved in [5] (operator in divergence form), [2] (Laplace–Beltrami operator)
and [4] (estimates for the powers of the resolvent). Earlier papers also considered the
limiting absorption principle at zero energy in some particular settings (see for instance
[11, 29] and references therein). For a similar result in a non-selfadjoint setting we also
refer to [20], and in a more general geometrical setting we mention [14–16] and [8].

The optimal estimates for these powers have finally been proved in the recent
paper [6]. More precisely, it is proved that the estimates for the resolvent of the
Schrödinger operator P are the same as for the free Laplacian in (1.6).

In this paper we go beyond this optimal estimate and give the asymptotic profile of
.P � �/�1 in the limit � ! 0, in the sense that the difference between the resolvent and
the profile is smaller than the resolvent or the profile themselves.

Such asymptotic expansions of the resolvent in the low frequency limit have already
been studied for a Schrödinger operator with potential. We refer for instance to [18]. We
also mention the more recent papers [1, 30] for complex-valued potentials. The difficulty
in these cases is that one might have an eigenvalue or a resonance at the bottom of the
spectrum, which gives a singularity for the resolvent. This is why these results require
much stronger decay assumptions on the potential.

We already know that the size of the powers of the resolvent for the Schrödinger
operator is the same as for the free Laplacian P0 D ��. We prove that, at the first order,
they are actually given by the powers of this model operator modified by the factor w.
More precisely, our main result is the following.
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Theorem 1.1. Let �1 2 Œ0; �0Œ, n 2 N� and ı > nC 1=2. There exists C > 0 such that
for � 2 D nRC we have

hxi�ı�.P � �/�n � .P0 � �/�nw�hxi�ı

L.L2/

⩽ C j�jmin.0;
dC�1
2 �n/:

This proves that for � close to 0 the difference between .P � �/�n and .P0 � �/�nw
is smaller than .P0 � �/�nw (see (1.6)). We deduce in particular that .P � �/�n behaves
in weighted spaces exactly as .P0 � �/�nw in the low frequency limit. As a corollary, we
recover the optimal estimate for the resolvent as given in [6].

Corollary 1.2. Let n 2N� and ı > nC 1=2. There exists C > 0 such that for � 2D nRC
we have

khxi�ı.P � �/�nhxi�ıkL.L2/ ⩽ C

´
j�jmin.0;d=2�n/ if n ¤ d=2;

jlog.�/j if n D d=2:
(1.7)

As usual for this kind of resolvent estimates, the proof will rely in particular on the
Mourre commutators method. To prove our result we show that this method can be applied
with much more flexibility than usual.

We have to apply the result simultaneously for P and P0. One of the difficulties is
that P is selfadjoint on the weighted space L2w while P0 is selfadjoint on the usual L2

space. Thus, unless w D 1, the operators P and P0 are not selfadjoint on the same Hilbert
space.

For this reason, we do not estimate the resolvent of P in L2w but in L2. Then P is no
longer selfadjoint, but we can rewrite its resolvent as

.P � �/�1 D .��G � �w/
�1w: (1.8)

Now the difficulty is that .��G � �w/�1 is not a resolvent in the usual sense, and in
particular its derivatives are no longer given by its powers. We will see that it is not
necessary to apply the Mourre method to a resolvent. We will just see .��G � �w/�1 as
the inverse of a parameter-dependent dissipative operator.

In particular, our proof does not rely on the selfadjointness of the operator P and the
method is robust with respect to non-selfadjoint (dissipative) perturbations. This means
that we cannot use the tools available for selfadjoint operators, but the same method could
be applied to more general problems. A motivating example is the possibly damped wave
equation, for which the optimal estimates are not known yet (in odd dimension, the opti-
mal estimates for the wave equation are not known even in the undamped case).

Finally, we do not apply the Mourre method to a power of the resolvent of some
operator, but to the product of some different parameter-dependent operators. Some of the
factors will be of the form .��G � �w/

�1 as discussed above, there will be resolvents
of P0, but we will also have the factor w which appears in (1.8), and factors coming from
the difference .��G � �w/ � .�� � �/.

The smallness at infinity of the corresponding coefficients given by (1.3) will play a
crucial role in the proof of Theorem 1.1. In particular, it is usual to use decaying weights
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on both sides of the resolvent, but here we will also have to use weights which appear
between the resolvents.

Note that replacing .P � �/�1 by .��G � �w/�1w is not just a technical issue. It
is really .��G � �w/�1 that we can compare with .�� � �/�1, and (1.8) explains the
additional factor w in the estimates of Theorem 1.1.

Now we discuss one of the important applications of the resolvent estimates, namely
the analysis of the large time behavior for the time dependent problem (1.1).

After Theorem 1.1, it is expected that for large times the solution of (1.1) should
behave in weighted spaces like a solution of the free Schrödinger equation, with a different
initial condition.

The model problem is´
�i@tu0 ��u0 D 0 on RC �Rd ;

u0jtD0 D f0 on Rd ;
(1.9)

where f0 2 L2. The L2-norm of the solution u0.t/ is constant but, given R > 0, there
exists a constant C > 0 such that if f0 is compactly supported in the ball B.R/ then the
energy of the solution u0 of the free Schrödinger equation satisfies

8t ⩾ 0; k1B.R/u0.t/kL2 ⩽ C hti�d=2kf0kL2 :

Moreover this estimate is optimal (see [6]). The local energy decay has been proved for
various perturbations of this model case; see for instance [22, 28]. For a long range per-
turbation of the metric and under the non-trapping condition, local energy decay has been
proved in [3, 4] with a loss of size O.t"/. The optimal decay at rate O.t�d=2/ has then
been proved in [6].

Again, our purpose is to go further and to give the large time asymptotic profile for
the solution u of (1.1). Since the contribution of high frequencies decays very fast under
the non-trapping condition, the large time behavior of u depends on the contribution of
low frequencies. Then, with Theorem 1.1 we will see that for large times the solution u
looks like a solution of the free Schrödinger equation (1.9):

Theorem 1.3. Assume that the non-trapping condition (1.4) holds. Let �1 2 Œ0; �0Œ and
ı ⩾ d=2C 2. There exists C ⩾ 0 such that for t ⩾ 0 we have

khxi�ı.e�itP � e�itP0w/hxi�ıkL.L2/ ⩽ C hti�d=2��1=2:

This statement says that for t large the solution u of (1.1) is close in weighted spaces
to the solution of (1.9) with f0 D wf . In particular, since we know that e�itP0w decays
like t�d=2 in L.L2;ı ; L2;�ı/, we recover the optimal local energy decay for u.

Corollary 1.4. Assume that the non-trapping condition (1.4) holds. Let ı ⩾ d=2 C 2.
There exists C ⩾ 0 such that for t ⩾ 0 we have

khxi�ıe�itP hxi�ıkL.L2/ ⩽ C hti�d=2:
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Organization of the paper

After this introduction, we give in Section 2 the main arguments for the proofs of The-
orem 1.1. The proofs of the intermediate results are then given in the following three
sections. In particular, we improve and apply the commutators method in Section 5.
Finally, we prove Theorem 1.3 in Section 6.

2. Strategy for low frequency asymptotics

In this section we explain how Theorem 1.1 is proved. We only give the main steps, and
the details will be postponed to the following three sections.

2.1. Difference of resolvents

We recall that the operator P was defined on L2 by (1.2), with domain H 2. This is a
non-negative and selfadjoint operator on L2w , and its resolvent .P � �/�1 is well defined
for any � 2 C nRC with norm equal to dist.�;RC/�1 in L.L2w/.

As explained in the introduction, instead of working directly with the resolvent of P ,
we will consider, for z 2 DC,

R.z/ D .P � z2/�1w�1 D .��G � z
2w/�1:

We also set
R0.z/ D .�� � z

2/�1:

The resolvent identity between R.z/ and R0.z/ reads

R.z/ �R0.z/ D �R.z/
�
��G�Id � z

2.w � 1/
�
R0.z/: (2.1)

The smallness of this difference will come in particular from the decay of the coefficients
G.x/� Id and w.x/� 1 (see (1.3)). We set P0.z/ D ��� z2 and P.z/ D ��G � z2w.

We actually have to compare the derivatives of R.z/ and R0.z/, and it will be con-
venient to rescale the resolvents to have a spectral parameter of order 1. For n 2 N� and
z 2 DC we set

RŒn�.z/ D jzj2n.P � z2/�nw�1 D

�
P

jzj2
�
z2

jzj2

��n
w�1

D jzj2n.R.z/w/n�1R.z/ (2.2)

and

R
Œn�
0 .z/ D jzj

2nR0.z/
n
D

�
�
�

jzj2
�
z2

jzj2

��n
:

Notice that w defines a bounded operator on the weighted space L2;ı D L2.hxi2ıdx/.
Thus, with this notation the estimate of Theorem 1.1 is equivalent, for a possibly different
constant C > 0, to

khxi�ı.RŒn�.z/ �R
Œn�
0 .z//hxi

�ı
kL.L2/ ⩽ C jzjmin.dC�1;2n/: (2.3)
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It is usual in such contexts to estimate powers (in particular products) of resolvents.
The first step is to rewrite the difference RŒn�.z/ � RŒn�0 .z/ as a sum of products of R.z/
and R0.z/ factors. By (2.1), for any n 2 N� and z 2 DC we have (see Appendix A)

RŒn�.z/ �R
Œn�
0 .z/ D

n�1X
kD1

RŒn�k�.z/�0.z/R
Œk�
0 .z/

�

nX
kD1

RŒn�kC1�.z/�1.z/R
Œk�
0 .z/; (2.4)

where for z 2 DC we have set

�0.z/ D w � 1; �1.z/ D
P.z/ � P0.z/

jzj2
D
��G�Id � z

2.w � 1/

jzj2
: (2.5)

(of course �0.z/ does not depend on z, but it will be convenient to have analogous notation
for these two operators). Then we have to estimate operators of the form

RŒn�kC��.z/�� .z/R
Œk�
0 .z/; � 2 ¹0; 1º; 1 ⩽ k ⩽ n � 1C �: (2.6)

These operators are now products of resolvents of the form R.z/ or R0.z/, with inserted
factors w, �0.z/ or �1.z/. The additional smallness in (2.3) compared to the estimates of
RŒn�.z/ or RŒn�0 .z/ alone will come from the smallness (in a suitable sense) of the factors
�0.z/ and �1.z/.

The estimate (2.3) and hence Theorem 1.1 are then consequences of the following
result.

Proposition 2.1. Let �1 2 Œ0;�0Œ. Let n1;n2 2N�, � 2 ¹0;1º and ı > n1C n2 � � C 1=2.
Then there exists C > 0 such that for z 2 DC we have

khxi�ıRŒn1�.z/�� .z/R
Œn2�
0 .z/hxi�ıkL.L2/ ⩽ C jzjmin.dC�1;2n1C2n2�2�/: (2.7)

Remark 2.2. We have said that a term of the form (2.6) with � D 0 should be small
because w � 1 decays at infinity. On the other hand, we have also said that it is
important to replace the (rescaled) multiple resolvent jzj2n.P � z2/�n by RŒn�.z/ D
jzj2n.P � z2/�nw�1. This seems contradictory since the difference also contains a factor
.1�w�1/ D .w � 1/w�1. However, it will be important for the estimate of (2.6) that the
factor �0.z/ D w � 1 is not the first or last factor, but inserted between some resolvents.
See the discussion in Remark 4.4 below.

2.2. Estimates given by the commutators method

In Section 5 we will prove that we can apply the Mourre commutators method to operators
of the form (2.6).

For a Schrödinger operator, this method usually gives uniform estimates for the resol-
vent near a positive frequency. Near 0, the size of the weighted resolvent is as required
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uniform with respect to the imaginary part of the spectral parameter, but the estimate
blows up if its real part also goes to 0.

It is standard that an important role is played by the generator of dilations

A0 D �
x � ir C ir � x

2
D �

id

2
� x � ir: (2.8)

Here we will not apply the commutators method directly with the operator A0 as
the conjugate operator. Since P.z/ is a small perturbation of P0.z/ only at infinity, we
will use, as in [6], a version of A0 localized at infinity. More precisely, for some � in
C10 .R

d ; Œ0; 1�/ equal to 1 on a neighborhood of 0, we consider the operator

A� D �
.1 � �/x � ir C ir � x.1 � �/

2
: (2.9)

Its domain is the set of u 2 L2 such that .1 � �.x//.x � r/u 2 L2 in the sense of distri-
butions. This is also a selfadjoint operator on L2 and for � 2 R, u 2 L2 and x 2 Rd we
have

.e�i�A�u/.x/ D det.dx���.x//
1=2u.���.x//: (2.10)

where � 7! ��� is the flow corresponding to the vector field .1 � �.x//x.
For r 2 DC and x 2 Rd we set �r .x/ D �.rx/. We will work with the operator

Ar D A�r . For z 2 D we set �z D �jzj and

Az D A�z : (2.11)

With the rescaled versions of the resolvents, the estimates given by the commutators
method read as follows.

Theorem 2.3. (i) Let n 2N� and ı > n� 1=2. There exists C > 0 such that for z 2DC
we have

khAzi
�ıRŒn�.z/hAzi

�ı
kL.L2/ ⩽ C: (2.12)

(ii) Let � 2 Œ0; �0Œ. Let n1; n2 2 N� and ı > n1 C n2 � 1=2. Let � 2 ¹0; 1º. There exists
C > 0 such that for z 2 DC we have

khAzi
�ıRŒn1�.z/�� .z/R

Œn2�
0 .z/hAzi

�ı
kL.L2/ ⩽ C jzj�: (2.13)

The proof of Theorem 2.3 is postponed to Section 5.

2.3. Elliptic regularity in low frequency Sobolev spaces

Theorem 2.3 is not enough to prove Proposition 2.1. As in [4, 7, 27], we use the gain of
regularity to get some smallness when z is close to 0.

For z 2 DC we set r D jzj and Oz D z=jzj. We have the resolvent identity

R.z/ �R.ir/ D .z2 C r2/R.ir/wR.z/ D .z2 C r2/R.z/wR.ir/: (2.14)
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The factors R.ir/ will give the required regularity. To have as much regularity as needed,
we can proceed with iterations of (2.14) and get, by induction on the number N 2 N� of
R.ir/ factors (see Appendix A),

RŒn�.z/ D

NX
mDn

C n�1m�1.1C Oz
2/m�nRŒm�.ir/ (2.15)

C

nX
�Dmax.1;n�N/

C n��N .1C Oz2/N�nC�RŒN �.ir/wRŒ��.z/ (2.16)

(with the usual convention that the first sum is 0 if N < n). The interest of this expression
is that in (2.15) we only have R.ir/ factors instead of R.z/, while in (2.16) we still have
R.z/ factors but we also have as many R.ir/ factors as we wish to get some regularity.

Similarly we have

R
Œn�
0 .z/ D

NX
mDn

C n�1m�1.1C Oz
2/m�nR

Œm�
0 .ir/ (2.17)

C

nX
�Dmax.1;n�N/

C n��N .1C Oz2/N�nC�R
Œ��
0 .z/R

ŒN �
0 .ir/: (2.18)

The following two propositions will be proved in Section 4. In Proposition 2.4 we
estimate a term of the form (2.6) with R.z/ and R0.z/ replaced by R.ir/ and R0.ir/.

Proposition 2.4. Let � 2 Œ0; �0Œ. Let n1; n2 2 N� and � 2 ¹0; 1º. Let s1; s2 2 Œ0; d=2Œ,
ı1 > s1 and ı2 > s2. There exists C > 0 such that for z 2 DC and r D jzj we have

khxi�ı1RŒn1�.ir/�� .z/R
Œn2�
0 .ir/hxi�ı2kL.L2/ ⩽ C jzjmin.s1Cs2C�;2n1C2n2�2�/:

We observe that in Proposition 2.1 we work in weighted spaces, and the weight is
given by negative powers of x. But for the commutators method in Theorem 2.3 we need
negative powers of the generator of dilations Az , which also contain derivatives. Thus we
also have to use the regularity of the R.ir/ factors to turn estimates with weights hAzi�ı

into estimates with hxi�ı .

Proposition 2.5. Let � 2 Œ0; �0Œ and � 2 ¹0; 1º. Let s 2 Œ0; d=2Œ and ı > s. LetN;n 2N�.
There exist N0 2 N and C > 0 such that if N ⩾ N0 then for z 2 DC and r D jzj we have

khxi�ıRŒN �.ir/whAzi
ı
kL.L2/ ⩽ C jzjs; (2.19)

khxi�ıRŒn�.ir/�� .z/R
ŒN �
0 .ir/hAzi

ı
kL.L2/ ⩽ C jzjsC�; (2.20)

khAzi
ıR

ŒN �
0 .ir/hxi�ıkL.L2/ ⩽ C jzjs; (2.21)

khAzi
ıwRŒN �.ir/�� .z/R

Œn�
0 .ir/hxi

�ı
kL.L2/ ⩽ C jzjsC�: (2.22)

To prove these two results, we will work in rescaled Sobolev spaces. We set jDj D
p
�� and, for r 2 �0; 1�, we define jDr j D jDj=r . For s 2 R we denote by H s

r and PH s
r
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the usual Sobolev spaces H s and PH s , endowed respectively with the norms defined by

kukH sr D


hjDr jisu

L2 ; kuk PH sr D 

jDr jsu

L2 :

In particular,
kuk PH s D r

s
kuk PH sr

; (2.23)

and for ˛ 2 Nd and s 2 R the operator D˛ D .�i@x/
˛ defines an operator from H s

r to
H
s�j˛j
r of size r j˛j. Finally, for r > 0 we denote by Or the dilation defined by

Oru.x/ D r
d=2u.rx/: (2.24)

Then Or is a unitary operator from H s to H s
r and from PH s to PH s

r . For z 2 DC we set
H s
z D H

s
jzj

and Oz D Ojzj.

2.4. Proof of Theorem 1.1

Assuming Theorem 2.3 and Propositions 2.4 and 2.5 we can now give a proof for Propo-
sition 2.1. We recall that Proposition 2.1 implies Theorem 1.1.

Proof of Proposition 2.1. Let z 2 DC. We set r D jzj and Oz D z=r . Let n 2 N�. Assume
that in (2.7) we replace RŒn1�.z/ and RŒn2�0 .z/ by terms of the form (2.15) and (2.17),
respectively. Then it is enough to prove that for m1 ⩾ n1, m2 ⩾ n2 and ı > n1 C n2 �
� C 1=2 we have

khxi�ıRŒm1�.ir/�� .z/R
Œm2�
0 .ir/hxi�ık ≲ jzjmin.dC�1;2.n1Cn2��//: (2.25)

Given � 2 ��1; �0Œ, this is a consequence of Proposition 2.4 applied with ı1 D ı2 D ı and

s1 D s2 D min
�
d C �1 � �

2
; n1 C n2 � �

�
: (2.26)

Now assume that in (2.7) we replace RŒn1�.z/ and RŒn2�0 .z/ by terms of the form
(2.16) and (2.18), where N can be chosen as large as we wish. By (2.13), (2.19) and
(2.21) applied with s as in (2.26) we have, for �1 ⩽ n1, �2 ⩽ n2 and N1; N2 ⩾ N0,

khxi�ıRŒN1�.ir/wRŒ�1�.z/�� .z/R
Œ�2�
0 .z/R

ŒN2�
0 .ir/hxi�ık ≲ jzjmin.dC�1;2.n1Cn2��//:

Then we consider the case where RŒm1�.z/ is replaced by a term of the form (2.16)
and RŒm2�0 .z/ is replaced by a term of the form (2.17). In this case we have to estimate an
operator of the form

hxi�ıRŒN1�.ir/wRŒ�1�.z/�� .z/R
Œm2�
0 .ir/hxi�ı ;

where �1 ⩽ n1, m2 ⩾ n2, and N1 can be chosen arbitrarily large. If m2 is too small,
we cannot apply (2.21) on the right of RŒ�1�.z/ (to which we apply Theorem 2.3).
Then we proceed with more resolvent identities. More precisely, we apply (2.15)–(2.16)



Low frequency asymptotics and local energy decay for the Schrödinger equation 11

to RŒ�1�.z/, replacing RŒN �.ir/wRŒ��.z/ by RŒ��.z/wRŒN �.ir/ in (2.16). Now we have to
estimate terms of the form (2.25) or

hxi�ıRŒN1�.ir/wRŒ��.z/wRŒN �.ir/�� .z/R
Œm2�
0 .ir/hxi�ı ;

with N;N1 large, � ⩽ n1 and m2 ⩾ n2. For such a term, we apply Theorem 2.3 to the
factor RŒ��.z/, and then (2.19) and (2.22) on each side.

Finally, if RŒn1�.z/ is replaced by a term of the form (2.15) and RŒn2�0 .z/ by a term of
the form (2.18), we proceed as in the previous case. We omit the details.

3. Preliminary results

In this section we give some preliminary results which will be used in the next two sec-
tions. We fix � 2 Œ0; �0Œ and N� 2 ��; �0Œ.

3.1. Decaying coefficients

The gain jzj� in all the estimates involving �� .z/ (see (2.13), (2.20), (2.22) and Proposi-
tion 2.4) is due to the decay of the coefficients given by the assumption (1.3). We recall
this property in this subsection.

We fix an integer d0 greater than d=2. For � ⩾ 0 we denote by ��� the set of smooth
functions � such that

k�k��� D sup
j˛j⩽d0

sup
x2Rd

jhxi�Cj˛j@˛�.x/j < C1: (3.1)

After conjugation byOr (see (2.24)), the following statement is Proposition 7.2 in [7].

Proposition 3.1. Let s 2 ��d=2; d=2Œ and � ⩾ 0 be such that s � � 2 ��d=2; d=2Œ. Let
� > 0. There exists C ⩾ 0 such that for � 2 ����� , u 2 H s and r 2 �0; 1� we have

k�ukH s��r
⩽ Cr�k�k�����kukH sr :

Remark 3.2. In particular, if � 2 ��� for some � > 0, then for any s 2 ��d=2; d=2Œ
multiplication by 1C � defines a bounded operator on H s

r uniformly in r 2 �0; 1�.

Remark 3.3. In [7], Proposition 3.1 was only given for � < d=2, but if � ⩾ d=2 we nec-
essarily have s � � ⩽ 0 ⩽ s and in this case we simply write, by the Sobolev embeddings
and the Hölder inequality,

k�ukH s��r
⩽ k�uk PH s��r

D r��sk�uk PH s�� ≲ r��sk�uk
L

2d
dC2.��s/

≲ r��sk�k
L
d
�
kuk

L
2d
d�2s

≲ r��sk�k�����kuk PH s ≲ r�k�k�����kuk PH sr

≲ r�k�k�����kukH sr : (3.2)

Proposition 3.1 explains how the weights which appear in the resolvent estimates can
be used to convert some regularity into a power of the small spectral parameter z. As a
particular case of (3.2), we record the following estimates.
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Lemma 3.4. Let s 2 Œ0; d=2Œ and ı > s. There exists C > 0 such that for r 2 �0; 1� we
have

khxi�ıkL.H sr ;L2/ ⩽ C rs and khxi�ıkL.L2;H�sr / ⩽ C rs :

With Proposition 3.1 we also see that the decay of the coefficients in (1.3) gives small-
ness for the operators �� .z/ defined in (2.5).

Proposition 3.5. Let �0 2 Œ0; �� and s 2 ��d=2C �0; d=2Œ. There exists C > 0 which only
depends on s, �0 and N� such that for z 2 DC we have

kw � 1k
L.H sz ;H

s��0

z /
⩽ Ckw � 1k�� N� jzj

�0

and

kP.z/ � P0.z/kL.H sC1z ;H
s�1��0

z /
⩽ C.jzj2C�

0

kG � Idk�� N� C jzj
2C�
kw � 1k�� N�/:

In particular, for any s 2 ��d=2; d=2Œ we have

kP.z/k
L.H

sC1
z ;H s�1z /

⩽ 1C C jzj2.kG � Idk�� N� C kw � 1k�� N�/:

Proof. The first estimate directly follows from Proposition 3.1 applied with � D �0 and
� D N� � �0 > 0. Then for j; k 2 ¹1; : : : ; dº we have

kDj .Gj;k � ıj;k/DkkL.H sC1z ;H
s�1��0

z /
⩽ jzj2k.Gj;k � ıj;k/kL.H sz ;H s��

0

z /

≲ jzj2C�
0

k.Gj;k � ıj;k/k�� N� ;

which gives the estimate on P.z/ � P0.z/. With �0 D 0 this gives the last property since
kP0.z/kL.H sC1z ;H s�1z /

D 1.

In Proposition 4.2 below, we will apply Proposition 3.5 with �0 D 0 because we can
only pay two derivatives. Because of this, �1.z/ is not small even for z close to 0, unless
kG � Idk�� N� is. Since we have not assumed that this is the case, we will write the per-
turbation G � Id as a sum of a small perturbation and a compactly supported contribution
which will be handled differently.

Lemma 3.6. Let 
 > 0. We can writeG DG0CG1 whereG0 2C10 and kG1 � Idk�� N�
⩽ 
:

Proof. Let � 2 C10 be equal to 1 on a neighborhood of 0. For " > 0 and x 2 Rd we set
�".x/ D �."x/. Then .G � Id/�" is always compactly supported, and on the other hand,
k.G � Id/.1� �"/k�� N� ≲ "�0� N�. We conclude by choosing " small enough and by setting
G0 D .G � Id/�" and G1 D IdC .G � Id/.1 � �"/.

3.2. Commutators with x and Az

All along the proofs of the following two sections we are going to use commutators of
different operators involving the operators of multiplication by the variables xj and the
generator of dilations localized at infinity, Az .
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Let T be a linear map on the Schwartz space � . For r 2 �0; 1� and j 2 ¹1; : : : ; dº we
set adrxj .T /D T rxj � rxjT W � ! � . For z 2 DC we set adj;z D adjzjxj . Then for �D
.�1; : : : ; �d / 2 Nd we set (notice that adrxj and adrxk commute for j; k 2 ¹1; : : : ; dº)

ad�rx D ad�1rx1 ı � � � ı ad�drxd :

We fix � 2 C10 equal to 1 on a neighborhood of 0 and we define A� by (2.9) and
then Az by (2.11).

We set ad0;z.T /D adAz .T /D TAz �AzT W � ! � . Finally, forN 2N we set IN DSN
kD0¹0; : : : ; dº

k , and for J D .j1; : : : ; jk/ 2 IN (with k 2 ¹0; : : : ;N º and j1; : : : ; jk 2
¹0; : : : ; dº) we set

adJz .T / D .adj1;z ı � � � ı adjk ;z/.T /:

And if for some s1; s2 2 R the operator adJz .T / defines a bounded operator from H
s1
z

to H s2
z for all J 2 IN , then we set

kT k
CNz .H

s1
z ;H

s2
z /
D

X
J2IN

kadJz .T /kL.H s1z ;H
s2
z /
:

We write kT kCNz .H sz / for kT kCNz .H sz ;H sz /. Notice that for T1; T2 W � ! � we have

kT2T1kCNz .H
s1
z ;H

s3
z /

⩽ kT1kCNz .H
s1
z ;H

s2
z /
kT2kCNz .H

s2
z ;H

s3
z /
: (3.3)

We can rewrite A� as

A� D .1 � �/A0 C
ix � r�

2
D �

id

2
.1 � �/ � .1 � �/x � ir C

ix � r�

2
: (3.4)

Then the commutators of A� with multiplication operators and derivatives are given by

ŒV; A�� D i.1 � �/x � rV; (3.5)

and

Œ@j ; A�� D �i.1 � �/@j C i.@j�/.x � r/C
id

2
.@j�/C

i

2
.@j .x � r�//: (3.6)

By induction on k 2 N we get in particular

Ak�xj D xj .A� � i.1 � �//
k : (3.7)

Lemma 3.7. Let N 2 N and s 2 R. Let �0 2 Œ0; ��. There exists C > 0 such that the
following assertions hold for all z 2 DC:

(i) If s 2 ��d=2; d=2Œ then kGkCNz .H sz / ⩽ C and kwkCNz .H sz / ⩽ C .

(ii) If s 2 ��d=2C �0; d=2Œ then

kG � Idk
CNz .H

s
z ;H

s��0

z /
⩽ C jzj�

0

and kw � 1k
CNz .H

s
z ;H

s��0

z /
⩽ C jzj�

0

:

(iii) For j 2 ¹1; : : : ;dºwe have k@j kCNz .H sz ;H s�1z /⩽C jzj and k@j kCNz .H sC1z ;H sz /
⩽C jzj.
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Proof. For G � Id we observe that, by (3.5) and Proposition 3.1,

kG � Idk
CNz .H

s
z ;H

s��0

z /
≲

NX
mD0



�.1 � �z/.x � r/�m.G � Id/




L.H sz ;H
s��0

z /

≲ jzj�
0
NX
mD0

k.x � r/m.G � Id/k�� N� :

This gives the estimate on G � Id. The estimates on w � 1, G and w are similar.
By (3.6) applied with �z (and (3.5)) we can check by induction on m 2 N that for

z 2 DC we have

admiAz .@j / D .1 � �z/
m@j C bj;m.jzjx/ � r C jzjcj;m.jzjx/; (3.8)

where bj;m W Rd ! Cd and cj;m W Rd ! C are smooth and compactly supported. Then
multiplications by .1 � �z/m, bj;m.jzjx/ and cj;m.jzjx/ define bounded operators on H s

z

uniformly in z 2 DC for any s 2 R. This is clear for s 2 N, and the general case follows
by interpolation and duality. This gives the last statement.

With Lemma 3.7 and (3.3) we deduce the following result.

Proposition 3.8. Let s 2 ��d=2; d=2Œ, N 2 N and �0 2 Œ0; ��. There exists C > 0 such
that for z 2 DC we have

kP.z/k
CNz .H

sC1
z ;H s�1z /

⩽ C jzj2:

Moreover, if s 2 ��d=2C �0; d=2Œ then for � 2 ¹0; 1º we also have

k�� .z/kCNz .H
sC1
z ;H

s�1��0

z /
⩽ C jzj�

0

:

Finally, it is known that the commutators method that we will use to prove Theo-
rem 2.3 is based on the positivity of the commutator between the real part of the operator
under study and the conjugate operator (see Definition 5.1 (H5) below). In Section 5 we
will use the following result. For z 2 DC we set

PR.z/ D ��G � wRe.z2/ (3.9)

and
K.z/ D ŒPR.z/; iAz � � 2.1 � �z/.PR.z/C Re.z2//: (3.10)

Proposition 3.9. (i) There exists C > 0 such that the commutator ŒPR.z/; Az � extends
to a bounded operator from H 1

z to H�1z and kŒPR.z/; Az �kL.H1z ;H�1z / ⩽ C jzj2.

(ii) There exists C > 0 such that for z 2 DC we have

khzxi�=2K.z/hzxi�=2kL.H1z ;H�1z / ⩽ C jzj2:

Proof. The first statement follows from Lemma 3.7, like Proposition 3.8. We prove the
second property. We have

K.z/ D Œ��G ; iAz �C 2.1 � �z/�G � Re.z2/Œw; iAz �C 2.1 � �z/Re.z2/.w � 1/:
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The contributions of the last two terms are estimated in L.L2/ with (3.5) and the decay
of w � 1 and x � rw. For the terms involving �G we write

Œ�G ; iAz � � 2.1 � �z/�G D
X

1⩽j;k⩽d

�
Œ@j ; iAz � � .1 � �z/@j

�
Gj;k@k

C

X
1⩽j;k⩽d

@j ŒGj;k ; iAz �@k

C

X
1⩽j;k⩽d

@jGj;k.Œ@k ; iAz � � .1 � �z/@k/

�

X
1⩽j;k⩽d

.@j�z/Gj;k@k : (3.11)

For j; k 2 ¹1; : : : ; dº we have

khzxi��=2@khzxi
�=2
kL.H1z ;L2/

D jzj khxi��=2@khxi
�=2
kL.H1;L2/ ≲ jzj;

so (using (3.8))

khzxi�=2.bj;1.jzjx/ � r C jzjcj;1.jzjx//Gj;k@khzxi
�=2
kL.H1z ;H

�1
z /

≲ jzj khzxi�=2.bj;1.jzjx/ � r C jzjcj;1.jzjx//hzxi
�=2
kL.L2;H�1z / ≲ jzj

2:

This gives the estimate for the contribution of the first term on the right-hand side
of (3.11). The third term is estimated similarly. For the second term we write

khzxi�=2@j ŒGj;k ; iAz �@khzxi
�=2
k NL.H1z ;H

�1
z / ≲ jzj

2
khzxi�=2ŒGj;k ; iAz �hzxi

�=2
kL.L2/

≲ jzj2;

and finally we observe that k@j�zk1 ≲ jzj to prove that the last term in (3.11) is also of
size O.jzj2/ in L.H 1

z ;H
�1
z /. The proof is complete.

3.3. Additional commutator properties in an abstract setting

We finish this section with general considerations about commutators in an abstract set-
ting. This will be used for the abstract commutators method.

Let H be a Hilbert space. We identify H with its dual. Let K be a Hilbert space,
densely and continuously embedded in H .

We denote by NL.K;K�/ the space of semilinear maps from K to its dual K�. We
similarly define NL.K�;K/. In particular, NL.H ;H�/ is identified with L.H /.

We consider a selfadjoint operator A on H with domain DH �H (endowed with the
graph norm). Then A can also be seen as an operator AH 2 L.DH ;H /. Moreover, for
' 2 H we have ' 2 DH if and only if A�

H
' 2 H and in this case A' D A�

H
'. We set

DK D ¹' 2K \DH W A' 2Kº: (3.12)
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By restriction, A defines an operator AK on K with domain DK . Then DK is endowed
with the graph norm of AK . We can see AK as an operator in L.DK ;K/, and A�

K
maps

K� to D�
K

. We set

DK� D ¹' 2K� W A�K' 2K�º; k'k2DK�
D k'k2K� C kA

�
K'k

2
K� ;

and for ' 2 DK� we set AK�' D A
�
K
'. We have DK � DH � DK� . Moreover, for

K0 2 ¹K;H ;K�º we have

DK0
D ¹' 2K0 W A

�

K�
0
' 2K0º;

and for ' 2 DK0
we have A�

K�
0

' D AK0
'.

Let K1;K22¹K;H ;K�º. We set C0A.K1;K2/DL.K1;K2/ and for S2L.K1;K2/

we set ad0A.S/DS . Then, by induction, we say that S2CnA.K1;K2/ if S2Cn�1A .K1;K2/

and the commutator adn�1A .S/AK1
�A�

K�
2

adn�1A .S/2L.DK1
;D�

K�
2

/ extends to an oper-
ator adnA.S/ in L.K1;K2/. Then we set

kSkCn
A
.K1;K2/ D

nX
kD0

kadkA.S/kL.K1;K2/:

We write Cn.K1/ for Cn.K1;K1/. We also write NCnA.K1;K2/ instead of CnA.K1;K2/

for semilinear operators.
The general properties which will be used are the following.

Proposition 3.10. Let K1;K2;K3 2 ¹K;H ;K�º.

(i) For S 2 C1A.K1;K2/ we have S� 2 C1A.K
�
2 ;K

�
1 / and adA.S�/ D �adA.S/�.

(ii) Let S 2 C1A.K1;K2/. Then S maps DK1
to DK2

and on DK1
we have

AK2
S D SAK1

� adA.S/: (3.13)

(iii) For S1 2 C1A.K1;K2/ and S2 2 C1A.K2;K3/ we have S2S1 2 C1A.K1;K3/ and

adA.S2S1/ D S2adA.S1/C adA.S2/S1: (3.14)

Proof. The first statement is clear. Let ' 2 DK1
. We have S' 2K2 and

A�
K�
2
S' D SAK1

' � adA.S/' 2K2;

so S' belongs to DK2
and (3.13) follows. Then, applying S2 to (3.13) gives

S2S1AK1
' � S2AK2

S1' D S2adA.S1/':

Since S1' 2 DK2
we similarly have S2S1' 2 DK3

and

S2AK2
S1' �AK3

S2S1' D adA.S2/S1':

This proves that S2S1 2 C1A.K1;K3/ with adA.S2S1/ given by (3.14).
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We finally recall from [7] the following result.

Proposition 3.11. Let N 2 N.

(i) Let ı 2 Œ�N;N �. There exists C > 0 such that for S 2 CNA .H / we have

khAiıShAi�ıkL.H/ ⩽ CkSkCN
A
.H/:

(ii) Let ı�; ıC ⩾ 0 be such that ı� C ıC < N . There exists C > 0 such that for S 2
CNA .H / we have

khAiı�1R�.A/S1RC.A/hAi
ıCkL.H/ ⩽ CkSkCN

A
.H/:

Proof. The first statement is [7, Proposition 5.12] and the second follows easily from
[7, Proposition 5.13].

4. Elliptic regularity

In this section we prove Propositions 2.4 and 2.5. The parameter � 2 Œ0; �0Œ is fixed by
these statements. We also fix N� 2 ��; �0Œ.

Proposition 2.4 will be given by (4.4) while Proposition 2.5 will follow from Propo-
sitions 4.3 (ii) and 4.5.

Let s 2 R. For r 2 �0; 1� the resolvent R0.ir/D r�2.jDr j2 C 1/�1 defines a bounded
operator from H s�1

r to H sC1
r with norm r�2. More generally, if we set

DI D ¹z 2 DC W arg.z/ 2 Œ�=6; 5�=6�º;

then there exists c0 > 0 such that for s 2 R and z 2 DI we have

kR0.z/kL.H s�1z ;H
sC1
z /

⩽
c0

jzj2
: (4.1)

Then, for k 2 N� and s; s0 2 R such that s0 � s ⩽ 2k we have

kR
Œk�
0 .z/kL.H sz ;H s

0
z /
D jzj2kkR0.z/

k
k

L.H sz ;H
s0
z /

⩽ ck0 : (4.2)

Our first purpose is to prove a similar property forR.z/. By the usual elliptic regularity
this holds for any fixed z 2 DC; the difficulty is to get uniform estimates for z close to 0.

We cannot extend (4.1) to R.z/ in full generality. We begin with the case s D 0.

Proposition 4.1. There exists c > 0 such that for all z 2 DI we have

kR.z/kL.H�1z ;H1z /
⩽

c

jzj2
:

More generally, for N 2 N there exists cN > 0 such that for z 2 DI we have

kR.z/kCNz .H�1z ;H1z /
⩽
cN

jzj2
:
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Proof. Let z 2 DI and #z 2 Œ��=3; �=3� be such that arg.z/ D �=2C #z . The operator
e�i#zP.z/ defines an operator in L.H 1

z ;H
�1
z / uniformly in z 2DI. Moreover, for u2H 1

z

we have

Rehe�i#zP.z/u;uiH�1z ;H1z
D cos.#z/.hG.x/ru;ruiL2 C jzj

2
hwu;uiL2/≳ jzj

2
kuk2

H1z
:

The Lax–Milgram Theorem gives the first estimate.
Now let N 2 N. For J 2 IN , we can write adJz .R.z// as a sum of terms of the form

R.z/adJ1z .P.z//R.z/ : : : adJkz .P.z//R.z/;

where k 2 N and J1; : : : ; Jk 2 IN . The general statement follows from (3.3) and Propo-
sition 3.8.

On the other hand, we have a result similar to (4.1) if G is a small perturbation of the
flat metric and s is not too large:

Proposition 4.2. Let s 2 ��d=2; d=2Œ. There exist 
; c > 0 such that if kG � Idk�� N� ⩽ 


then for z 2 DI we have
kR.z/k

L.H s�1z ;H
sC1
z /

⩽
c

jzj2
:

More generally, for N 2 N there exists cN > 0 such that for z 2 DI we have

kR.z/k
CNz .H

s�1
z ;H

sC1
z /

⩽
cN

jzj2
:

Proof. Let c0 > 0 be given by (4.1). If kG � Idk�� N� is small enough, then by Proposi-
tion 3.5 applied with �0 D 0 there exists r0 2 �0; 1� such that for z 2 DI with jzj ⩽ r0 we
have

kP.z/ � P0.z/kL.H sC1z ;H s�1z /
⩽
jzj2

2c0
:

Then

kR.z/k
L.H s�1z ;H

sC1
z /
D


�1CR0.z/.P.z/ � P0.z//��1R0.z/

L.H s�1z ;H

sC1
z /

⩽
2c0

jzj2
:

For z 2 DI with jzj ⩾ r0 we use the standard elliptic estimates, and the first estimate is
proved. The second estimate follows as in the proof of Proposition 4.1.

The first part of the following result with z0 D i jzj gives Proposition 2.4. With z D z0

and s1 D s2 D 0 it also gives Theorem 2.3 for z 2 DI (without any weight). The second
part of the result gives Proposition 2.5 with hzxiı instead of hAiı .

Proposition 4.3. Let s1; s2; s 2 Œ0; d=2Œ, ı1 > s1, ı2 > s2 and ı > s. Let � 2 ¹0; 1º. Let
n1; n2; n 2 N�.

(i) There exists C > 0 such that for z 2 DC and z0 2 DI with jzj D jz0j we have

khxi�ı1RŒn�.z0/hxi�ı2kL.L2/ ⩽ C jzjmin.s1Cs2;2n/ (4.3)
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and

khxi�ı1RŒn1�.z0/�� .z/R
Œn2�
0 .z0/hxi�ı2kL.L2/ ⩽ C jzjmin.s1Cs2C�;2n1C2n2�2�/:

(4.4)

(ii) There exists C > 0 such that for z 2 DC and r D jzj we have

khxi�ıRŒn�.ir/whrxiıkL.L2/ ⩽ Crmin.s;2n/; (4.5)

khxi�ıRŒn1�.ir/�� .z/R
Œn2�
0 .ir/hrxiıkL.L2/ ⩽ Crmin.sC�;2n1C2n2�2�/; (4.6)

khrxiıR
Œn�
0 .z/hxi

�ı
kL.L2/ ⩽ Crmin.s;2n/; (4.7)

khrxiıwRŒn1�.ir/�� .z/R
Œn2�
0 .ir/hxi�ıkL.L2/ ⩽ Crmin.sC�;2n1C2n2�2�/: (4.8)

Remark 4.4. Before proceeding with the proof of Proposition 4.3, we make a few pre-
liminary comments.

We recall that decaying coefficients give smallness if we can ensure some regularity,
in the sense of Proposition 3.1, and that we will use the resolvents R.ir/ to get this
regularity. However, because of the restriction in the Sobolev indices in Proposition 3.1,
we cannot gain a lot of regularity and then get a lot of powers of r D jzj with a strongly
decaying coefficient. This explains why the local energy decay is not improved if we
choose stronger (for instance compactly supported) weights in Corollary 1.2.

Thus, the order of the factors is important in the analysis. Roughly, an alternation of
gains and losses of regularity is better than a lot of regularizing factors followed by a lot
of derivatives (or decaying coefficients).

Notice also that we cannot simply commute the factors involved in the proofs. Com-
pared to what happens for high frequencies in semiclassical analysis, the commutator of
two operators is usually no better than their composition. This is the main reason why we
had preliminary discussions about commutators above.

A typical example of this problem is the discussion around (4.11) below. With n1 D 1
and � D 1 we have an operator �1.z/ of order 2C � only followed by one resolvent, so
we cannot end up in H s1Cj˛j if s1 is close to d=2 and j˛j D 1.

Similarly, the factor �0.z/Dw � 1 does not give extra smallness if it is the first or last
factor. This is why we need the extra factor w in Theorem 1.1 (see Remark 2.2 above).

Proof of Proposition 4.3. � Let 
 > 0 to be chosen small enough. Let G0 and G1 be
given by Lemma 3.6. Let R1.z0/ and RŒn�1 .z0/ be defined like R.z0/ and RŒn�.z0/ with G
replaced by G1. Then Proposition 4.2 applies to R1.z0/.
� Let ˛1; ˛2 2 Nd with j˛1j; j˛2j ⩽ 1. We prove

khxi�ı1D˛1RŒn�.z0/D˛2hxi�ı2kL.L2/ ⩽ C jzjmin.s1Cs2Cj˛1jCj˛2j;2n/: (4.9)

With ˛1 D ˛2 D 0 this will give (4.3). Since we can choose s1 and s2 smaller, it is enough
to consider the case s1C s2 ⩽ 2n� j˛1j � j˛2j. We first prove (4.9) withRŒn�.z0/ replaced
by RŒn�1 .z0/. By Remark 3.2, multiplication by w defines a bounded operator on H s

z uni-
formly in z for any s 2 ��d=2; d=2Œ. With Proposition 4.2, we find that the operator
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R
Œn�
1 .z

0/ is uniformly bounded in L.H
�s2�j˛2j
z ; H

s1Cj˛1j
z / if 
 > 0 was chosen small

enough, and thenD˛1R
Œn�
1 .z

0/D˛2 is of sizeO.jzjj˛1jCj˛2j/ in L.H
�s2
z ;H

s1
z /. Then (4.9)

for RŒn�1 .z0/ follows from Lemma 3.4.
� Similarly, we prove (4.4) for RŒn1�1 .z0/ with an additional derivative. Let ˛ 2 Nd

with j˛j ⩽ 1. We consider the case s1 C s2 ⩽ 2n1 C 2n2 � 2� � j˛j � �. Assume that
˛ D 0 or � D 0 or n1 > 1 or s1 < d=2 � �. Then there exists s 2 ��d=2C �; d=2Œ such
that

s1 C j˛j � 2n1 C � C � ⩽ s ⩽ �s2 C 2n2 � �: (4.10)

ThenRŒn2�0 .z0/ is uniformly bounded in L.H
�s2
z ;H sC�

z /, by Proposition 3.5 applied with
�0D � the operator �� .z/ is of sizeO.jzj�/ in L.H sC�

z ;H
s����
z / and finallyD˛R

Œn1�
1 .z0/

is of size O.jzjj˛j/ in L.H
s����
z ; H

s1
z / if 
 > 0 is small enough. With Lemma 3.4 this

gives

khxi�ı1D˛RŒn1�1 .z0/�� .z/R
Œn2�
0 .z0/hxi�ı2k ≲ jzjmin.s1Cs2C�Cj˛j;2n1C2n2�2�/: (4.11)

Notice that this does not apply if j˛j D 1, � D 1, n1 D 1 and s1 ⩾ d=2� �, since then no
s smaller than d=2 satisfies (4.10).
� Now we finish the proof of (4.9). Using the resolvent identity

R.z0/ D R1.z
0/CR1.z

0/�G0R1.z
0/CR1.z

0/�G0R.z
0/�G0R1.z

0/;

we check by induction on n 2N� that we can writeRŒn�.z0/ as a sum of terms of the form

T .z0/ D RŒn0�1 .z0/B1.z
0/RŒn1�1 .z0/B2.z

0/ : : : RŒnk�1�1 .z0/Bk.z
0/RŒnk �1 .z0/;

where k 2N, n0; : : : ;nk 2N� are such that n0C � � � C nk D nC k, and for j 2 ¹1; : : : ;kº
the operator Bj .z0/ is equal to jz0j�2�G0 or jz0j�2�G0R.z

0/�G0 . By Proposition 4.1, an
operator of the formD`1R.z

0/D`2 , 1 ⩽ `1; `2 ⩽ d , extends to a bounded operator on L2

uniformly in z0 2 DI. Using (4.9) proved for R1, the compactness of the support of G0
and the derivatives given by the operator �G0 , we obtain

khxi�ı1D˛1T .z0/D˛2hxi�ı2kL.L2/ ≲
dX

`1;:::;`2kD1

N`1;:::;`2k ;

where

N`1;:::;`2k

≲
1

jzj2k
khxi�ı1D˛1RŒn0�1 .z0/D`1hxi

�ı2k

�

k�1Y
jD1

khxi�ı1D`2jR
Œnj �
1 .z0/D`2jC1hxi

�ı2k khxi�ı1D`2kR
Œnk �
1 .z0/D˛2hxi�ı2k

≲ jzj�2kjzjmin.s1Cs2Cj˛1jC1;2n0/
k�1Y
jD1

jzjmin.s1Cs2C2;2nj /jzjmin.s1Cs2C1Cj˛2j;2nk/:
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We can check that this gives (4.9) if one of the minima is equal to the first argument.
Otherwise the sum of the powers of jzj is equal to �2k C

Pk
jD0 2nj D 2n. Then we also

have (4.9) and hence (4.3).
� For (4.4) we replace RŒn1�.z0/ by the following expression, also given by the resol-

vent identity:

RŒn1�.z0/ D RŒn1�1 .z0/C
1

jzj2

n1X
kD1

RŒk�.z0/�G0R
Œn1�kC1�
1 .z0/: (4.12)

The contribution of the term R
Œn1�
1 .z0/ in (4.4) is already estimated by (4.11) applied with

˛ D 0. We set s01 D max.s1 � 1; 0/ < d=2� � and consider ı01 > s
0
1. Let k 2 ¹1; : : : ; n1º.

By (4.9) and (4.11) we have

1

jzj2
khxi�ı1RŒk�.z0/�G0R

Œn1�kC1�
1 .z0/�� .z/R

Œn2�
0 .z0/hxi�ı2kL.L2/

≲
1

jzj2

dX
`1;`2D1

khxi�ı1RŒk�.z0/D`1hxi
�ı2k

� khxi�ı
0
1D`2R

Œn1�kC1�
1 .z0/�� .z/R

Œn2�
0 .z0/hxi�ı2k

≲ jzj�2jzjmin.s1Cs2C1;2k/jzjmin.s0
1
Cs2C1C�;2.n1�kC1/C2n2�2�/

≲ jzjmin.s1Cs2C�;2n1C2n2�2�/:

This concludes the proof of (4.4).
� We turn to the proofs of (4.5)–(4.8). We can forget the factor w in (4.5) and (4.8)

since it commutes with hrxiı and defines a bounded operator on L2. As above, for (4.5),
(4.6) and (4.8) we first give a proof for R1.ir/ with an additional derivative, and then we
deduce the general case with (4.12) and (4.9). We begin with (4.5). Let k 2N and ˇ 2Nd

with jˇj ⩽ 2k. Let ˛ 2 Nd with j˛j ⩽ 1. We can write hrxi�2kD˛R
Œn�
1 .ir/.rx/

ˇ as a
sum of terms of the form

hrxi�2k.rx/ˇ1adˇ2rx.D
˛RŒn�1 .ir//;

where ˇ1C ˇ2 D ˇ. Assume that s ⩽ 2n� j˛j. By Lemma 3.7, Proposition 4.2 and (3.3),
the operator adˇ2rx.D˛RŒn�.ir// is of size O.r j˛j/ in L.L2; H s

r /. Since hrxi�2k.rx/ˇ1

is uniformly bounded in L.H s
r /, this proves that hrxi�2kD˛R

Œn�
1 .ir/hrxi

2k is of size
O.r j˛j/ in L.L2;H s

r / for any k 2 N. By interpolation we get

khrxi�ıD˛RŒn�1 .ir/hrxi
ı
kL.L2;H sr /

≲ r j˛j:

On the other hand, by Lemma 3.4,

khxi�ıhrxiıkL.H sr ;L2/ ≲ k.1C jrxj
ı/hxi�ıkL.H sr ;L2/

≲ khxi�ıkL.H sr ;L2/ C r
ı


jxjıhxi�ı



L.L2/

≲ rs :
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These estimates together prove

khxi�ıD˛RŒn�1 .ir/hrxi
ı
kL.L2/ ≲ rmin.sCj˛j;2n/: (4.13)

If n1 ¤ 1 or ˛ D 0 or s < d=2 � � or � D 0, we similarly prove

khxi�ıD˛RŒn1�1 .ir/�� .z/R
Œn2�
0 .ir/hrxiıkL.L2/ ≲ rmin.sC�Cj˛j;2n1C2n2�2�/: (4.14)

Finally, we also have (4.8) with RŒn1�.ir/ replaced by RŒn1�1 .ir/.
� Let k 2 ¹1; : : : ; nº. By (4.9) and (4.13) we have

1

r2
khxi�ıD˛RŒk�.ir/�G0R

Œn�kC1�
1 .ir/hrxiık

≲
1

r2

dX
`1;`2D1

khxi�ıD˛RŒk�.ir/D`1k khxi
�ıD`2R

Œn�kC1�
1 .ir/hrxiık

≲ r�2rmin.sCj˛jC1;2k/rmin.sC1;2.n�kC1// ≲ rmin.sCj˛j;2n/:

With (4.12) and (4.13) this proves

khxi�ıD˛RŒn�.ir/hrxiıkL.L2/ ≲ rmin.sCj˛j;2n/: (4.15)

This gives (4.5). Similarly,

khrxiıRŒn�.ir/D˛
hxi�ıkL.L2/ ≲ rmin.sCj˛j;2n/: (4.16)

This gives (4.7) as a particular case.
�We finish the proof of (4.6) as we did for (4.4). We set s0 D max.s � �; 0/ and for

k 2 ¹1; : : : ; n1º we use (4.9) and (4.14) to write

1

r2
khxi�ıRŒk�.ir/�G0R

Œn1�kC1�
1 .ir/�� .z/R

Œn2�
0 .ir/hrxiık

≲
1

r2

dX
`1;`2D1

khxi�ıRŒk�.ir/D`1hxi
��0k

� khxi�ıD`2R
Œn1�kC1�
1 .ir/�� .z/R

Œn2�
0 .ir/hrxiık

≲ r�2rmin.sC�C1;2k/rmin.s0C1C�;2.n1�kC1/C2n2�2�/

≲ rmin.sC�;2n1C2n2�2�/:

Finally, the proof of (4.8) similarly follows from (4.12), the fact that it is already proved
for R1 and, for k 2 ¹1; : : : ; n1º, (4.16) and (4.11) applied with s1 D 0 and s2 D s.

To finish the proof of Proposition 2.5 we have to replace hrxiı by hAziı in (4.5)–(4.8).
For this we use again elliptic regularity to compensate for the derivatives which appear
in hAziı .
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Proposition 4.5. Let ı ⩾ 0 and let n � ı be an even integer. Then there exists C > 0 such
that all r 2 �0; 1� we have

khrxi�ıRŒn�.ir/whAri
ı
kL.L2/ ⩽ C; khAri

ıwRŒn�.ir/hrxi�ıkL.L2/ ⩽ C:

Moreover, the same estimates hold with RŒn�.ir/ and w replaced by RŒn�0 .ir/ and 1.

Proof. We prove the first estimate; the second is similar. We start by proving by induction
on k 2 N that for n ⩾ k and � 2 Nd we have

khrxi�kad�rx.R
Œn�.ir/w/Akr kL.L2/ ≲ 1: (4.17)

The case k D 0 is given by Proposition 4.1 (we use the convention that RŒ0�.ir/w D Id).
Let k 2 N�, n ⩾ k and � 2 Nd . We can write ad�rx.RŒn�.ir/w/ as a sum of terms of the
form ad�1rx .RŒn�1�.ir/w/ad�2rx .R.ir/w/ where �1 C �2 D �. For such a term we have

hrxi�kad�1rx .R
Œn�1�.ir/w/ad�2rx .R.ir/w/A

k
r

D

kX
jD0

hrxi�kad�1rx .R
Œn�1�.ir/w/Ajr adk�jAr

�
ad�2rx .R.ir/w/

�
:

For the contribution of j 2 ¹0; : : : ; k � 1º we apply the induction assumption, Proposition
4.1 and (3.5) to get a uniform bound in L.L2/. Now we consider the term corresponding
to j D k. By (3.4) we have

Akr D A
k�1
r

ix � r�r � id.1 � �r /

2
C Ak�1r .1 � �r /

dX
`D1

rx` � r
�1D`:

The contribution of the first term is estimated as before (note that x � r�r is uniformly
bounded). Now let ` 2 ¹1; : : : ; dº. By Proposition 4.1 again, r�1D`ad�2rx .R.ir/w/ is a
uniformly bounded operator in L.L2/. On the other hand, by (3.7) we have

hrxi�kad�1rx .R
Œn�1�.ir/w/Ak�1r rx`

D hrxi�kad�1rx .R
Œn�1�.ir/w/rx`.Ar � i.1 � �r //

k�1

D rx`hrxi
�kad�1rx .R

Œn�1�.ir/w/.Ar � i.1 � �r //
k�1

C hrxi�kadrx`
�
ad�1rx .R

Œn�1�.ir//
�
.Ar � i.1 � �r //

k�1:

Both terms are estimated with the induction assumption, and (4.17) is proved. With �D 0
this gives the first estimate of the proposition when ı is an even integer. The general case
follows by interpolation.

5. The commutators method

In this section we prove Theorem 2.3. The proof relies on the abstract positive commu-
tators method. Compared to the already known versions, we show that we can apply the
result to operators like R.z/ even though they are not exactly resolvents, and that the
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estimates for the powers of the resolvent can in fact be applied to a product of different
operators. Notice that we will not use the selfadjointness of the original operator P . The
method can be naturally adapted to dissipative operators.

5.1. Abstract uniform estimates

Let H and K be as at the beginning of Section 3.3.
For Q 2 NL.K;K�/ we have Q� 2 NL.K;K�/. We set Re.Q/ D .Q CQ�/=2 and

Im.Q/ D .Q �Q�/=2i . We define the real and imaginary parts of R 2 NL.K�;K/ sim-
ilarly. We say that Q 2 NL.K;K�/ is non-negative if hQ'; 'iK�;K ⩾ 0 for all ' 2 K ,
and that R 2 NL.K�;K/ is non-negative if h ; R iK�;K ⩾ 0 for all  2 K�. Finally,
we say that Q is dissipative if Im.Q/ ⩽ 0.

We consider Q 2 NL.K;K�/ with negative imaginary part: there exists c0 > 0 such
that

QC WD �Im.Q/ ⩾ c0I;

where I 2 NL.K;K�/ is the natural embedding. By the Lax–Milgram Theorem, Q has
an inverse in NL.K�;K/.

Let A be a selfadjoint operator on H . We use the notation of Section 3.2.

Definition 5.1. LetN 2N� and‡ ⩾ 1. We say thatA is‡ -conjugate toQ up to orderN
if the following conditions are satisfied:

(H1) For ' 2K we have k'kH ⩽ ‡k'kK .

(H2) For all � 2 Œ�1; 1� the propagator e�i�A 2 L.H / defines by restriction a bounded
operator on K .

(H3) Q belongs to NCNC1A .K;K�/ with kQk NCNC1
A

.K;K�/
⩽ ‡ and QC 2 NC1A.K;K�/

with kQCk NC1
A
.K;K�/ ⩽ ‡ .

(H4) There exist Q? 2 NL.K;K�/ dissipative, QC
?
2 NL.K;K�/ non-negative and … 2

C1A.H ;K/ such that, with …? D IdK �… 2 L.K/,

(a) Q D Q? � iQC? ,

(b) kQC
?
k NL.K;K�/ ⩽ ‡ , k…kC1

A
.H ;K/ ⩽ ‡ , and k…'kK ⩽ ‡k…'kH for ' 2H ,

(c) Q? has an inverse R? 2 NL.K�;K/ which satisfies k…?R?k NL.K�;K/ ⩽ ‡

and kR?…�?k NL.K�;K/ ⩽ ‡ .

(H5) There exists ˇ 2 Œ0; ‡� such that if we set

M D iadA.Q/C ˇQC 2 NL.K;K�/;

then in the sense of quadratic forms on H we have

…�Re.M/… ⩾ ‡�1…�I…:

The main assumption in this definition is (H5). The uniform estimates given by the
commutators method are the following. We give a proof adapted to this setting in Sec-
tion 5.4.
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Theorem 5.2. LetN 2N� and‡ ⩾ 1. Assume thatA is‡ -conjugate toQ up to orderN .

(i) Let ı > 1=2. There exists C > 0 which only depends on ‡ and ı such that

khAi�ıQ�1hAi�ıkL.H/ ⩽ C: (5.1)

(ii) Assume that N ⩾ 2 and let ı1; ı2 ⩾ 0 be such that ı1 C ı2 < N � 1. There exists
C > 0 which only depends on N , ‡ , ı1 and ı2 such that

khAiı11R�.A/Q
�11RC.A/hAi

ı2kL.H/ ⩽ C: (5.2)

(iii) Assume that N ⩾ 2 and let ı 2 �1=2; N Œ. There exists C > 0 which only depends
on N , ‡ and ı such that

khAi�ıQ�11RC.A/hAi
ı�1
kL.H/ ⩽ C; (5.3)

khAiı�11R�.A/Q
�1
hAi�ıkL.H/ ⩽ C: (5.4)

We explain the notation of Definition 5.1 on the model case of the free Laplacian
with the generator of dilations (2.8) as the commutator. To get estimates on H D L2 for
the resolvent .�� � �/�1 with Im.�/ > 0 and Re.�/ close to some E > 0, we choose
Q D �� � � (seen as a bounded operator from K D H 1 to H�1 ' K�, this last
identification being semilinear) and in particular we have QC D Im.�/. Then we set
… D 1ŒE=2;3E=2�.��/ D 1Œ�E=2;E=2�.�� �E/, Q? D Q, QC

?
D 0 and ˇ D 0. Since

…Œ��; iA�… D �2�1Œ�E=2;E=2�.�� �E/ ⩾ �E�;

the commutators method gives in particular a uniform bound in L2 for

hAi�ı.�� � �/�1hAi�ı ;

from which we can deduce an estimate for the resolvent in L.L2;ı ; L2;�ı/. Our proof in
the next subsection is a perturbation of this model case with � D z2 and E of order jzj2.

5.2. Application to the Schrödinger operator

In this subsection we apply the abstract commutators method to prove uniform estimates
for R.z/. For z 2 DI, Theorem 2.3 follows from Proposition 4.3 applied with z0 D z and
s1 D s2 D 0. Thus, it is enough to prove Theorem 2.3 for z in

DR D DCR [D�R ; where D˙R D ¹z 2 DC W ˙2Re.z2/ ⩾ jzj2º:

We prove all the intermediate estimates for z 2 DCR and, in the end, we will deduce Theo-
rem 2.3 for z 2 D�R by a duality argument. We begin with estimates for a single resolvent.

Proposition 5.3. Let ı > 1=2 and ı1; ı2 2 R. There exists C > 0 such that for z 2 DCR
we have

khAzi
�ıR.z/hAzi

�ı
kL.L2/ ⩽

c

jzj2
; (5.5)

khAzi
ı11R�.Az/R.z/1RC.Az/hAzi

ı2kL.L2/ ⩽
c

jzj2
; (5.6)
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khAzi
�ıR.z/1RC.Az/hAzi

ı�1
kL.L2/ ⩽

c

jzj2
; (5.7)

khAzi
ı�11R�.Az/R.z/hAzi

�ı
kL.L2/ ⩽

c

jzj2
: (5.8)

To prove Proposition 5.3, we apply Theorem 5.2 to jzj�2P.z/ (seen as an operator
in L.H 1

z ; H
�1
z ) uniformly in z 2 DCR ) and for any N 2 N�. Then Proposition 5.3 is a

consequence of Theorem 5.2 and Proposition 5.4 below.
In the proof of Proposition 5.4 we will use the Helffer–Sjöstrand formula. Let A be

a selfadjoint operator on a Hilbert space H , m ⩾ 2 and let � 2 C1.R/ be such that
j�.k/.�/j ≲k h�i�k�� for some � > 0 and for all k 2 ¹0; : : : ; mC 1º. Then we have

�.A/ D �
1

�

Z
C

@ Q�

@ N�
.�/.A � �/�1 d�.�/; (5.9)

where � is the Lebesgue measure on C and for some  2 C10 .R; Œ0; 1�/ supported on
Œ�2; 2� and equal to 1 on Œ�1; 1� we define the almost analytic extension Q� of � by

Q�.� C i�/ D  

�
�

h�i

� mX
kD0

�.k/.�/
.i�/k

kŠ
:

In particular,ˇ̌̌̌
@ Q�

@ N�
.� C i�/

ˇ̌̌̌
≲ 1h�i⩽j�j⩽2h�ih�i

�1��
C 1j�j⩽2h�ij�j

m
h�i�1���m:

See for instance [12, Section 8] or [10].

Proposition 5.4. LetN 2N. There exist � 2 C10 and‡ ⩾ 1 such that for all z 2DCR the
operatorAz defined by (2.11) is‡ -conjugate to jzj�2P.z/2L.H 1

z ;H
�1
z / up to orderN .

Proof. � Assumption (H1) is clear in our setting and (H2) follows from (2.10). For any
� 2 C10 , the fact that jzj2P.z/ is uniformly in CNC1Az

.H 1
z ; H

�1
z / is given by Propo-

sition 3.8. Finally, QC D �Im.P.z// D Im.z2/w, so QC belongs to C1Az .H
1
z ; H

�1
z /

uniformly in z by Lemma 3.7. This gives (H3).
� Now we construct the operator…z which appears in (H4) and (H5). For z 2 DCR we

have already set PR.z/ D ��G �wRe.z2/. We similarly define P 0R .z/ D ��� Re.z2/.
These two operators can be seen as selfadjoint operators on L2 with domain H 2 or as
bounded operators from H 1

z to H�1z . Let � 2 C10 .R; Œ0; 1�/ be equal to 1 on Œ�1; 1� and
supported in ��2; 2Œ. For � 2 �0; 1� we set

…�;z D �

�
PR.z/

�2jzj2

�
and …0

�;z D �

�
P 0R .z/

�2jzj2

�
:

By the Helffer–Sjöstrand formula (5.9) (applied with m ⩾ 3) and the resolvent identity,
the difference …�;z �…

0
�;z can be rewritten as

1

�

Z
C

@ Q�

@ N�
.�/

�
PR.z/

�2jzj2
� �

��1
PR.z/ � P

0
R .z/

�2jzj2

�
P 0R .z/

�2jzj2
� �

��1
d�.�/:
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We can check that for z 2 DC and � 2 5D nRC we have



�PR.z/

�2jzj2
� �

��1




L.H�1z ;H1z /

C





�P 0R .z/�2jzj2
� �

��1




L.L2;H2z /

≲
1

jIm.�/j
: (5.10)

On the other hand, as in the proof of Proposition 3.5 we can check that



PR.z/ � P
0
R .z/

�2jzj2






L.H

1C�
z ;H�1z /

≲
jzj�

�2
:

This proves



�PR.z/

�2jzj2
� �

��1
PR.z/ � P

0
R .z/

�2jzj2

�
P 0R .z/

�2jzj2
� �

��1




L.L2;H1z /

≲
jzj�

�2jIm.�/j2
:

Since @ N� Q� is supported in 5D and decays faster than jIm.�/j2 near the real axis, we deduce

k…�;z �…
0
�;zkL.L2;H1z /

≲
jzj�

�2
: (5.11)

There also exists C > 0 such that for all z 2 DC and � 2 �0; 1� we have

k…�;zkL.H�1z ;H1z /
⩽ C: (5.12)

� Let Q� 2 C10 be equal to 1 on a neighborhood of 0. For x 2 Rd and n 2 N� we set
Q�n.x/D Q�.nx/. Since Q� defines a compact operator fromH 1 to L2 and Q�n goes strongly
to 0 in L2 as n!1, Q� Q�n goes to 0 in L.H 1; L2/ as n!1. For some n large enough
we set � D Q� Q�n and we have

k�zkL.H1z ;L2/ D k�kL.H1;L2/ ⩽
1

16C 2
;

where C > 0 is as in (5.12). Then for all z 2 DC and � 2 �0; 1� we have

k…�;z�z…�;zkL.L2/ ⩽
1

16
: (5.13)

�We have defined K.z/ in (3.10). By (5.12) and Proposition 3.9 there exists C1 > 0
such that

k…1;zK.z/hzxi
�=2
kL.H1z ;L2/

≲ kK.z/hzxi�=2kL.H1z ;H�1z / ⩽ C1jzj
2: (5.14)

Let �0 2 Œ1=
p
2; 1�. Since hxi��=2�.�� � �20 / is compact as an operator from L2 to H 1

and �.����
2
0

16�2
0

/ goes weakly to 0 as �0 goes to 0, there exists �0 2 �0; 1=8� such that





hzxi��=2���� � �20 jzj2jzj2

�
�

�
�� � �20 jzj

2

16�20jzj
2

�




L.L2;H1z /

D





hxi��=2�.�� � �20 /���� � �2016�20

�




L.L2;H1/

⩽
1

8C1
: (5.15)
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If jRe.z2/
jzj2
� �20 j ⩽ 8�20 we have

…0
2�0;z

D �

�
�� � �20 jzj

2

jzj2

�
�

�
�� � �20 jzj

2

16�20jzj
2

�
…0
2�0;z

:

We also have …2�0;z D …2�0;z…1;z , so (5.14) and (5.15) give

k…2�0;zK.z/…
0
2�0;z
kL.L2/ ⩽

jzj2

8
: (5.16)

Since Œ1=
p
2; 1� is compact, we can choose �0 so small that (5.16) holds for any z 2 DCR .

By (5.16), (5.11) and (5.14) there exists r0 2 �0; 1� such that for z 2 DR with jzj ⩽ r0 we
have

k…2�0;zK.z/…2�0;zkL.L2/ ⩽
jzj2

4
: (5.17)

We set
D�R D ¹z 2 DCR W jzj ⩾ r0º:

Let z0 2 D�R . The operator …1;z0K.z0/…1;z0 is compact on L2. Since 0 is not an eigen-
value of PR.z0/, the operator …�;z0 goes weakly to 0 as � goes to 0, so there exists
�z0 2 �0; 1� such that

k…2�z0 ;z0
K.z0/…2�z0 ;z0

kL.L2/ ⩽
jz0j

2

8
:

By continuity with respect to z and compactness of D�R , there exists �0 2 �0; 1� such that
(5.17) holds for all z 2 D�R , and hence for all z 2 DR. We can also assume that �0 is so
small that

2kPR.z/…2�0;zkL.L2/ ⩽
jzj2

8
: (5.18)

� Now that �0 is fixed, we prove that (H4) and (H5) are satisfied. We begin with (H5).
We choose ˇ D 0. Let z 2 DCR . By definition of K.z/ we have

…2�0;z ŒPR.z/; iAz �…2�0;z D 2Re.z2/…2
2�0;z

C S.z/;

where

S.z/ D �2Re.z2/…2�0;z�z…2�0;z C 2…2�0;z.1 � �z/PR.z/…2�0;z

C…2�0;zK.z/…2�0;z :

By (5.13), (5.18) and (5.17) have

kS.z/kL.L2/ ⩽
jzj2

2
;

and hence

…2�0;z ŒPR.z/; iAz �…2�0;z ⩾ 2Re.z2/…2
2�0;z

�
jzj2

2
:
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Since 2Re.z2/ ⩾ jzj2, after composition with …�0;z on both sides we get

…�0;z ŒPR.z/; iAz �…�0;z ⩾
jzj2

2
…2
�0;z

:

This gives (H5) with …z D …�0;z .
� By the Helffer–Sjöstrand formula as above and Proposition 3.9 we have

kŒ…z ; iAz �kL.H�1z ;H1z /
≲
Z

C

ˇ̌̌̌
@ Q�

@ N�
.�/

ˇ̌̌̌ 



��PR.z/

�20jzj
2
� �

��1
; iAz

�




L.H�1z ;H1z /

d�.�/

≲ jzj�2j kŒPR.z/; iAz �kL.H1z ;H�1z /

≲ 1:

We set

Q?.z/ D
PR.z/ � i Im.z2/wmin

jzj2
2 L.H 1

z ;H
�1
z /;

where wmin D minx2Rw.x/ > 0. Then

QC
?
.z/ D i.P.z/ �Q?.z// D Im.z2/.w � wmin/

is non-negative, Q?.z/ is invertible and by the functional calculus we have

k.1 �…z/Q?.z/
�1
kL.L2/ D kQ?.z/

�1.1 �…z/kL.L2/ ⩽
1

�20
:

As in the case of (5.10), we obtain similar estimates in L.H�1z ;H 1
z /. Finally, since…z D

…2�0;z…z we have k…zukH1z ⩽ k…2�0;zkL.L2;H1z /
k…zukL2 for all u 2 L2. With (5.12)

this gives (H4) and the proof is complete.

5.3. Multiple resolvent estimates

In this subsection we generalize the uniform estimates for powers of a resolvent. Com-
pared to the usual setting, we also consider a product of different resolvents. In fact, we
can consider the product of any finite sequence of operators having a suitable behav-
ior with respect to the conjugate operator. Everything is based on the following abstract
lemma.

Lemma 5.5. Let H be a Hilbert space. Let n 2 N�, T1; : : : ; Tn 2 L.H / and T D
T1 : : : Tn. Let N 2 N�.

For j 2 ¹0; : : : ; nº we consider on H a .possibly unbounded/ selfadjoint operator
‚j ⩾ 1, and…�j ;…

C

j 2L.H / such that…�j C…
C

j D IdH . For j 2 ¹1; : : : ; nº we assume
that there exist �j ⩾ 0, �j 2 Œ0; �j � and a collection Cj D ¹Cj I .Cj;ı1;ı2/I .Cj;ı/º of con-
stants such that for ı1; ı2 ⩾ 0 with ı1 C ı2 < N � �j and ı 2 Œ�j ; N � we have

k‚
��j
j�1Tj‚

��j
j kL.H/ ⩽ Cj ; (5.19)

k‚
ı1
j�1…

�
j�1Tj…

C

j ‚
ı2
j kL.H/ ⩽ Cj;ı1;ı2 ; (5.20)
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k‚
ı��j
j�1 …

�
j�1Tj‚

�ı
j kL.H/ ⩽ Cj;ı ; (5.21)

k‚�ıj�1Tj…
C

j ‚
ı��j
j kL.H/ ⩽ Cj;ı : (5.22)

Let

� D

nX
jD1

�j ; �C D

n�1X
jD1

�j C �n; �� D �1 C

nX
jD2

�j :

Assume that N > �. Set …� D …�0 and …C D …Cn . There exists a collection C D

¹C I .Cı�;ıC/I .C
�
ı
/I .CC

ı
/º of constants which only depend on the constants Cj , 1 ⩽

j ⩽ n, and are such that
k‚
��C
0 T‚���n kL.H/ ⩽ C I (5.23)

for ı�; ıC ⩾ 0 such that ı� C ıC < N � � we have

k‚
ı�
0 …�T…C‚

ıC
n kL.H/ ⩽ Cı�;ıC I (5.24)

for ı 2 Œ��; N Œ we have

k‚ı��0 …�T‚
�ı
n kL.H/ ⩽ C�ı I (5.25)

and finally, for ı 2 Œ�C; N Œ we have

k‚�ı0 T…C‚
ı��
n kL.H/ ⩽ CC

ı
: (5.26)

Proof. The result is proved by induction on n 2N�, the case nD 1 being the assumption.
For n ⩾ 2 we set T 0 D T1 : : : Tn�1, …0

˙
D …˙n�1, ‚ D ‚n�1, �0 D �1 C � � � C �n�1,

� 0C D �1 C � � � C �n�2 C �n�1 and � 0� D �1 C �2 C � � � C �n�1. To prove (5.23)–(5.26)
we insert the sum …0� C…

0
C between T 0 and Tn, and for each term we insert a factor

‚
‚�
 for a suitable 
 2 R (on the left of …0� and on the right of …0C). More precisely,
for (5.23) we write

k‚
��C
0 T‚���n k ⩽ k‚

��C
0 T 0‚��

0
�k k‚�

0
�…0�Tn‚

���
n k

C k‚
��C
0 T 0…0C‚

�nkk‚��nTn‚
���
n k:

Then we apply (5.21) and (5.19) for Tn, and (5.23) and (5.26) for T 0. Similarly, for (5.24)
we write

k‚
ı�
0 …�T…C‚

ıC
n k ⩽ k‚

ı�
0 …�T

0‚�.ı�C�
0/
k k‚ı�C�

0

…0�Tn…C‚
ıC
n k

C k‚
ı�
0 …�T

0…0C‚
ıCC�nk k‚�.ıCC�n/Tn…C‚

ıC
n k;

and we apply (5.20) and (5.22) for Tn and (5.25) and (5.24) for T 0. Finally, for ı 2 Œ��;N �
we have

k‚ı��0 …�T‚
�ı
n k ⩽ k‚

ı��
0 …�T

0‚�.ı��n/k k‚ı��n…0�Tn‚
�ı
n k

C k‚ı��0 …�T
0…0C‚

�nk k‚��nTn‚
�ı
n k
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and, for ı 2 Œ�C; N �,

k‚�ı0 T…C‚
ı��
n k ⩽ k‚

�ı
0 T

0‚��
0
�k k‚�

0
�…0�Tn…C‚

ı��
n k

C k‚�ı0 T
0…0C‚

ı��0
k k‚�.ı��

0/Tn…C‚
ı��
n k:

We deduce (5.25) and (5.26), and the result follows by induction.

It is important that the constants in the conclusion of the lemma only depend on the
constants in the assumptions. Thus if for some operators Tj .z/, 1 ⩽ j ⩽ n, the estimates
(5.19)–(5.21) are independent of the parameter z, then so are the estimates (5.23)–(5.26).

We will usually apply Lemma 5.5 with‚j D hAi,…�j D 1R��.A/ and…Cj D 1RC.A/,
where A is the conjugate operator.

With Proposition 5.3 and Lemma 5.5 we can prove Theorem 2.3. Notice that we have
used all the assumptions of Definition 5.1 to prove Proposition 5.3, but for the rest of
the proof we no longer need a conjugate operator and only use the estimates of Proposi-
tion 5.3.

Proof of Theorem 2.3. For z 2 DCR we apply Lemma 5.5 with factors Tj of the form w

or jzj2R.z/ and constants independent of z. For factors Tj D w we take �j D �j D 0

by Lemma 3.7 and Proposition 3.11, while for factors Tj D jzj2R.z/ we can choose
�j D 1 and any �j 2 �1=2; 1� by Proposition 5.3. Then the assumptions of Lemma 5.5
hold uniformly in z 2 DCR . In particular, (5.23) gives (2.12) for z 2 DCR .

We turn to (2.13). If n1; n2 ⩾ 2 we use the resolvent identity (see (2.14) for RŒn1�.z/)
to write

RŒn1�.z/�� .z/R
Œn2�
0 .z/

D
�
RŒn1�1�.z/C .1C Oz2/RŒn1�.z/

�
Q�� .z/

�
R
Œn2�1�
0 .z/C .1C Oz2/R

Œn2�
0 .z/

�
with Q�� .z/ D wRŒ1�.ir/�� .z/R

Œ1�
0 .ir/ (r D jzj). Since jzj�� Q�� .z/ belongs to CNAz .L

2/

with a norm uniform in z 2 DR, we deduce (2.13) for z 2 DCR . The proof is similar if
n1 D 1 or n2 D 1.

We similarly prove, for z 2 DCR ,

khAzi
�ıR

Œn2�
0 .z/�� .z/R

Œn1�.z/hAzi
�ı
kL.L2/ ≲ jzj

�: (5.27)

Taking the adjoint in (2.12) and (5.27), we get (2.12) and (2.13) for z 2 D�R , and the proof
of Theorem 2.3 is complete.

5.4. Proof of the abstract resolvent estimates

In this subsection we prove Theorem 5.2. The strategy is inspired by the original papers
[17, 19, 21] and the earlier dissipative versions [7, 25, 26], but we need a proof adapted to
our setting. For the reader’s convenience we provide a self-contained proof. We use the
notation introduced in Section 5.1.
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For " 2 Œ0; 1� we set

Q" D Q � i"…
�M… 2 NL.K;K�/:

By (H5), Q" has a negative imaginary part. We set R" D Q�1" 2 NL.K
�;K/. We prove

estimates on R" for " 2 �0; 1�. In the limit "! 0 this will give estimates for R D Q�1.
Note that by assumptions (H3)–(H4) and Proposition 3.10 we have Q" 2 NC1A.K;K�/. In
the following proposition, we check that R" also has a nice behavior with respect to A.

Proposition 5.6. (i) DK is dense in K .

(ii) For " 2 �0; 1� we have R" 2 NC1A.K
�;K/ with adA.R"/ D �R"adA.Q"/R".

(iii) R" maps DH to DK and D�
K

to D�
H

for all " 2 �0; 1�.

Proof. � Assumption (H2) holds for any � 2 R and the restriction of e�i�A defines a one-
parameter group .TK.�//�2R on K . Taking the adjoint also gives a one-parameter group
.T �

K
.�//�2R on K�, and for all � 2 R the restriction of T �

K
.�/ to H is eitA. Since H is

dense in K�, we can check that .T �
K
.�// is strongly continuous on K�. Then .TK.�//

is weakly continuous, and hence strongly continuous (see [13, Theorem I.5.8]). Finally,
we check that the generator of .TK.�// is AK , defined on the domain DK . This gives in
particular the first statement by [13, Theorem II.1.4].
� There exist C ⩾ 1 and ! ⩾ 0 such that kTK.�/kL.K/ ⩽ Ce!j� j for all � 2 R

(see [13, Proposition I.5.5]). Then (by [13, Theorem II.1.10]) for jIm.�/j > ! we have
� 2 �.AK/ and

k.AK � �/
�1
kL.K/ ⩽

C

jIm.�/j � !
:

In particular, AK.AK � i�/
�1 and �i�.AK � i�/

�1 go strongly to 0 and IdK , respec-
tively, as �!˙1.
� For � > ! we set AK.�/D�i�AK.AK � i�/

�1 2L.K/. In NL.K�;K/ we have

R"AK.��/
�
� AK.�/R" D R"

�
AK.��/

�Q" �Q"AK.�/
�
R"; (5.28)

and in NL.K;K�/,

AK.��/
�Q" �Q"AK.�/ D i�.A

�
K � i�/

�1.A�KQ" �Q"AK/i�.AK � i�/
�1

� i�.A�K � i�/
�1A�KQ"

�
i�.AK � i�/

�1
C 1

�
C
�
i�.A�K � i�/

�1
C 1

�
Q"AK i�.AK � i�/

�1:

This goes strongly to �adA.Q"/ as � ! C1. Then, taking the strong limit in (5.28)
gives, in NL.DK� ;D

�
K�
/,

R"A
�
K � A

�
KR" D �R"adA.Q"/R" 2 NL.K

�;K/:

This proves the second statement. By Proposition 3.10, R" maps DK� (and in particu-
lar DH ) to DK . We similarly prove that R�" maps DH to DK , so R" also maps D�

K

to D�
H

.
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The Mourre method relies on the so-called quadratic estimates. Here we will use the
following version.

Proposition 5.7. Let QQ 2 NL.K;K�/ be dissipative. Assume that QQ has an inverse QR in
NL.K�;K/. Let QQC 2 NL.K;K�/ be such that 0 ⩽ QQC ⩽ �Im. QQ/. Then

QR� QQC QR ⩽ Im. QR/ and QR QQC QR
� ⩽ Im. QR/:

Proof. We simply observe that

QR� QQC QR ⩽
QR�. QQ� � QQ/ QR

2i
D
QR � QR�

2i
D Im. QR/:

The second estimate is similar.

Remark 5.8. Given two Hilbert spaces K1 and K2, T12L.K1;K/ and T22L.K2;K/,
by the Cauchy–Schwarz inequality applied to the quadratic form ' 7! hQC';'iK�;K we
have

kT �1 QCT2k NL.K2;K
�
1
/ ⩽ kT

�
1 QCT1k

1=2
NL.K1;K

�
1
/
kT �2 QCT2k

1=2
NL.K2;K

�
2
/
:

With assumption (H5) we can apply the quadratic estimates to R". This gives the
following properties.

Proposition 5.9. Let K0 2 ¹K;H ;K�º. Let ‚ 2 L.K;K0/. There exists C > 0 which
only depends on ‡ and such that for all " 2 �0; 1� we have

k…R"‚
�
k NL.K�

0
;K/C k‚R"…

�
k NL.K�;K0/

⩽
C
p
"
k‚R"‚

�
k
1=2
NL.K�

0
;K0/

; (5.29)

k…?R"‚
�
k NL.K�

0
;K/C k‚R"…

�
?k NL.K�;K0/

⩽ C.k‚kL.K;K0/ C k‚R"‚
�
k
1=2
NL.K�

0
;K0/

/;

(5.30)

kR"‚
�
k NL.K�

0
;K/C k‚R"k NL.K�;K0/

⩽ C

�
k‚kL.K;K0/ C

1
p
"
k‚R"‚

�
k
1=2
NL.K�

0
;K0/

�
:

(5.31)

Proof. � By (H5) we have "…�… ⩽ "‡Re.…�M…/ ⩽ �‡ Im.Q"/, so we can apply
Proposition 5.7 with QQ D ‡Q" and QQC D "…�…. This gives

"‚R�"…
�…R"‚

� ≲ ‚Im.R"/‚
�:

With (H4) we obtain, for ' 2K�0 ,

k…R"‚
�'k2K ≲ k…R"‚

�'k2H D h‚R
�
"…
�…R"‚

�'; 'iK0;K
�
0

≲
1

"
Imh‚R"‚

�'; 'iK0;K
�
0
:

This gives the first part of (5.29). Similarly,

k…R�"‚
�
k NL.K�

0
;K/ ≲ "�1=2k‚R"‚

�
k
1=2
NL.K�

0
;K0/

:

Taking the adjoint concludes the proof of (5.29).
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� We have Q" D Q? � iQ
C

?
� i"…�M…. With the resolvent identity we have, in

NL.K�0 ;K/,

…?R"‚
�
D …?R?‚

�
C i…?R?Q

C

?
R"‚

�
C i"…?R?…

�M…R"‚
�: (5.32)

By Remark 5.8, (H4) and Proposition 5.7 applied with QQC D QC? ⩽ �Im.Q"/ we have

k…?R?Q
C

?
R"‚

�
k NL.K�

0
;K/

⩽ k…?R?Q
C

?
.…?R?/

�
k
1=2
NL.K�;K/

k‚R�"Q
C

?
R"‚

�
k
1=2
NL.K�

0
;K0/

≲ k‚R"‚
�
k
1=2
NL.K�

0
;K0/

:

On the other hand, by (H4), (H3) and (5.29),

"k…?R?…
�M…R"‚

�
k NL.K�

0
;K/ ≲ "k…R"‚

�
k NL.K�

0
;K/ ≲

p
" k‚R"‚

�
k
1=2
NL.K�

0
;K0/

:

The first term in (5.32) is estimated by (H4), and the first part of (5.30) follows. As above,
we prove the same estimate for R�" and get the second part by taking the adjoint. Finally,
(5.30) and (5.29) give (5.31).

Now we can prove the first part of Theorem 5.2:

Proof of estimate (5.1). Without loss of generality, we can assume that ı 2 �1=2; 1�.
� For " 2 Œ0; 1� we set ‚" D hAi�ıh"Aiı�1. This defines a bounded selfadjoint oper-

ator on H and by the functional calculus we have

k‚"kL.H/ ⩽ 1; kA‚"kL.H/ C k‚"AkL.H/ ≲ "ı�1; k‚0"kL.H/ ≲ "ı�1; (5.33)

where the prime denotes the derivative with respect to ". We set F" D‚"R"‚": By (5.33)
and Proposition 5.9 applied with ‚ D ‚" we get, for " 2 �0; 1�,

kF"kL.H/ ⩽ kR"‚"kL.H ;K/ ≲ 1C
kF"k

1=2

L.H/
p
"

;

and hence
kF"kL.H/ ≲

1

"
: (5.34)

The derivative of F is given by

F 0" D ‚
0
"R"‚" C‚"R"‚

0
" C i‚"R"…

�M…R"‚":

By (5.31) and (5.33) we have

k‚0"R"‚" C‚"R"‚
0
"kL.H/ ≲ "ı�1.1C "�1=2kF"k

1=2

L.H/
/: (5.35)

For the last term we write, in L.K;K�/,

…�M… DM �…�M…? �…
�
?M:
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By Proposition 5.9 and (H3)–(H4) for M we have

k‚"R"…
�M…?R"‚"kL.H/ C k‚"R"…

�
?MR"‚"kL.H/

≲ 1C
kF"k

1=2

L.H/
p
"

C
kF"kL.H/
p
"

:

It remains to estimate ‚"R"MR"‚". By Proposition 5.6 we can write

‚"R"adA.Q/R"‚" D ‚"R".QAK � A
�
KQ/R"‚"

D ‚"AR"‚" �‚"R"A‚" C i"‚"R"adA.…
�M…/R"‚":

With (5.33) and Proposition 5.9 we get

k‚"R"adA.Q/R"‚"kL.H/ ≲ "ı�1 C "ı�3=2kF"k
1=2

L.H/
C kF"kL.H/:

On the other hand, by Remark 5.8 and Proposition 5.7,

k‚"R"QCR"‚"kL.H/ ⩽ k‚"R"QCR
�
"‚"k

1=2

L.H/
k‚"R

�
"QCR"‚"k

1=2

L.H/
⩽ kF"kL.H/:

All these estimates together give

kF 0"kL.H/ ≲ "ı�1 C "�1=2kF"kL.H/ C "
ı�3=2

kF"k
1=2

L.H/
:

It is classical (see for instance [19, Lemma 3.3]) that this implies

kF"kL.H/ ≲ 1: (5.36)

Taking the limit "! 0 gives (5.1).

We continue with the proofs of estimates (5.2) to (5.4). For " 2 Œ0; 1� and N 2 N� we
set

QN;" D

NX
jD0

"j

j Š
adjA.Q/ 2

NL.K;K�/:

Proposition 5.10. LetN 2N�. There exist "N 2 �0;1� and c > 0 which only depend onN
and ‡ such that for all " 2 �0; "N � the operator QN;" has an inverse RN;" 2 NL.K�;K/

and
kRN;"k NL.K�;K/ ⩽

c

"
; kRN;"hAi

�1
kL.H ;K/ ⩽

c
p
"
: (5.37)

Moreover, the function " 7! RN;" is differentiable in L.DH ;D
�
H
/ and

R0N;" D RN;"AH � A
�
HRN;" C

"N

NŠ
RN;"adNC1A .Q/RN;":

Proof. � By Proposition 5.9 applied with K0 DK and ‚ D IdK we have

kR"k NL.K�;K/ ≲
1

"
; k…?R"k NL.K�;K/ C kR"…

�
?k NL.K�;K/ ≲

1
p
"
: (5.38)



J. Royer 36

With (5.36) and Proposition 5.9 applied with K0 D H and ‚ D hAi�1 we also get

kR"hAi
�1
kL.H ;K/ ≲

1
p
"
: (5.39)

�We have QN;" D Q" C P" C QP" where

QP" D i"ˇ…
�QC…C "…

�adA.Q/…? C
NX
jD2

"j

j Š
adjA.Q/; P" D "…

�
?adA.Q/:

We have k QP"kL.K;K�/ ≲ " and, by (5.38),

k QP"R"kL.K�/ ≲ "kQC…R"kL.K�/ C "k…?R"kL.K�;K/ C "
2
kR"kL.K�;K/

≲ "kQCR"kL.K�/ C "kQC…?R"kL.K�/ C
p
":

By Remark 5.8 and Proposition 5.7 for the first term, and (5.38) for the second, we get

k QP"R"kL.K�/ ≲
p
":

In particular, the operator IdK� C
QP"R" is invertible in L.K�/ for " small enough. Then

the operator QQ" D Q" C QP" is invertible and its inverse QR" is given by

QR" D R" �R".IdK� C
QP"R"/

�1 QP"R":

With this expression we can check that QR" satisfies the same estimates (5.38)–(5.39)
as R". Similarly, we have kP"kL.K;K�/ ≲ " and

k QR"P"kL.K/ ≲ "k QR"…
�
?kL.K�;K/ ≲

p
":

Thus for " small enough the operator QN;" D QQ" C P" is invertible and its inverse RN;"
is given by

RN;" D QR" � QR"P".IdK C
QR"P"/

�1 QR":

We deduce (5.37).
� For the last statement we observe that in NL.K;K�/ we have

Q0N;" D adA.QN;"/ �
"N

NŠ
adNC1A .Q/:

As in Proposition 5.6 we can check that RN;" 2 NC1A.K
�;K/ with

adA.RN;"/ D �RN;"adA.QN;"/RN;":

We deduce that, in NL.K;K�/,

R0N;" D �RN;"Q
0
N;"RN;" D adA.RN;"/C

"N

NŠ
RN;"adNC1A .Q/RN;":

Now we can finish the proof of Theorem 5.2.
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Proof of estimate (5.2). Let "N be given by Proposition 5.10. For " 2 �0; "N � we set,
in L.H /,

FN;" D hAi
ı1e"A1R�.A/RN;"1RC.A/e

�"A
hAiı2 :

Then in the strong sense we have

F 0N;" D
"N

NŠ
hAiı1e"A1R�.A/RN;"adNC1A .Q/RN;"1RC.A/e

�"A
hAiı2 :

By Proposition 5.10 and the functional calculus we deduce

kF 0N;"kL.H/ ≲ "N�ı1�2�ı2 :

Since N � ı1 � ı2 � 2 > �1, this proves that FN;" is bounded in L.H / uniformly in
" 2 �0; "N �.

Proof of estimates (5.3) and (5.4). � Let � > 1. Let "1 2 �0; 1� be given by Proposi-
tion 5.10. For " 2 �0; "1� we set

F1;" D 1R�.A/e
"AR1;"hAi

��:

By Proposition 5.10 we have kF1;"kL.H/ ≲ "�1=2. On the other hand

F 01;" D 1R�.A/e
"AR1;"AhAi

��
C "1R�.A/e

"AR1;"ad2A.Q/R1;"hAi
��: (5.40)

By interpolation we have

k1R�.A/e
"AR1;"hAi

1��
kL.H/ ⩽ k1R�.A/e

"AR1;"k
1=�
k1R�.A/e

"AR1;"hAi
��
k
1�1=�

≲ "�1=�kF1;"k
1�1=�:

For the second term in (5.40) we use (H3) and Proposition 5.10. Finally,

kF 01;"kL.H/ ≲ "�1=2 C "�1=�kF1;"k
1�1=�;

so F1;" is bounded. In the limit "! 0 we get

k1R�.A/RhAi
��
kL.H/ ≲ 1: (5.41)

We similarly get a uniform bound for 1RC.A/R
�hAi�� . Taking the adjoint gives

khAi��R1RC.A/kL.H/ ≲ 1: (5.42)

� For I � R we write AI for 1I .A/. We prove that, uniformly in n;m 2 N,

kAŒn;nC1ŒRAŒm;mC1ŒkL.H/ ≲ 1: (5.43)

We observe that for any � 2 R the operator A � � is also ‡ -conjugate to Q up to
orderN , so the estimates (5.1) and (5.2) hold withA replaced byA� � uniformly in �. In
particular, with (5.1) applied to A� n we get (5.43) when n D m. This also holds with R
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replaced by R�. For the general case we write

AŒn;nC1ŒRAŒm;mC1Œ D AŒn;nC1ŒA��1;m�RAŒm;mC1Œ C AŒn;nC1ŒA�m;C1ŒR
�AŒm;mC1Œ

C AŒn;nC1ŒA�m;C1Œ.R �R
�/AŒm;mC1Œ:

The first two terms are estimated by (5.41) and (5.42) applied with A �m instead of A.
For the third term we observe thatR�R�D 2R�QCR is non-negative, so by Remark 5.8
we have

kAŒn;nC1Œ.R �R
�/AŒm;mC1ŒkL.H/

⩽ kAŒn;nC1Œ.R �R
�/AŒn;nC1Œk

1=2

L.H/
kAŒm;mC1Œ.R �R

�/AŒm;mC1Œk
1=2

L.H/
:

We can apply (5.43) already proved when nDm to R and R�, which concludes the proof
of (5.43) when n ¤ m.
� From (5.43) we deduce

kAŒn;nC1ŒRAŒ0;nC1ŒhAi
ı�1 kH ≲

nX
mD0

hmC 1iı�1kAŒm;mC1Œ kH ;

uniformly in n 2 N and  2 H . Then, for '; 2 H ,X
n2N

ˇ̌˝
hAi�ıAŒn;nC1ŒRAŒ0;nC1ŒhAi

ı�1 ; '
˛
H

ˇ̌
≲
X
n2N

hni�ıkAŒn;nC1Œ'kH

nX
mD0

hmC 1iı�1kAŒm;mC1Œ kH ≲ k'kHk kH : (5.44)

For the last step we have used the Cauchy–Schwarz inequality, Lemma 3.4 of [17] and
the fact that the families .AŒn;nC1Œ'/n2N and .AŒm;mC1Œ /0⩽m⩽n are orthogonal in H .
� Now we proveX

n2N

ˇ̌˝
hAi�ıAŒn;nC1ŒRAŒnC1;C1ŒhAi

ı�1 ; '
˛
H

ˇ̌
≲ k'kHk kH : (5.45)

If ı ⩽ 1 this is a consequence of (5.2) applied to A � .nC 1/. If 1 < ı < N we observe
that khA � .nC 1/i1�ıhAiı�1kL.H/ ≲ nı�1, so again by (5.2) applied to A � .nC 1/,X
n2N

ˇ̌˝
hAi�ıAŒn;nC1ŒRAŒnC1;C1ŒhAi

ı�1 ; '
˛
H

ˇ̌
≲
X
n2N

n�ıkAŒn;nC1Œ'kHn
ı�1
k kH ;

and (5.45) follows. With (5.44) we obtain

khAi�ıAŒ0;C1ŒRAŒ0;C1ŒhAi
ı�1
kL.H/ ≲ 1:

With (5.2) we finally get (5.3). The proof of (5.4) is similar.

6. Local energy decay

In this section we show how the local energy decay of Theorem 1.3 can be deduced from
the resolvent estimates given by Theorem 1.1.
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Proof of Theorem 1.3. � Let f 2 � and � 2 �0; 1�. All along the proof we use the nota-
tion � for � C i�, where � is a variable in R. For t > 0 we have

e�itPf D
1

2i�

Z
R
e�it� .P � �/�1f d�:

We consider �C 2 C1.R; Œ0; 1�/ equal to 0 on ��1; 1� and equal to 1 on Œ2;C1Œ. For
� 2 R we set ��.�/D �C.��/ and �low D 1� ��.�/� �C.�/. Then for � 2 ¹�; low;Cº
we set

u�;�.t/ D
1

2i�

Z
R
��.�/e

�it� .P � �/�1f d�:

We similarly define u0�;� with P replaced by P0 and f replaced by f0 D wf .
� Let m ⩾ 2 be such that

d C �1

2
< m <

d C �1

2
C 1:

We have ı > mC 1=2. After integrations by parts and using the uniform estimates for the
resolvent of P far from its spectrum, we see that

k.i t/mu�;�.t/kL2 ⩽
1

2�

Z �1
�1



e�it�@m� ���.�/.P � �/�1�f 

 d� ≲ et�kf kL2 ;

where the constant in ≲ is independent of �. Similarly, using (1.5) to estimate the deriva-
tives of .P � �/�1 near the positive real axis, we obtain

k.i t/mhxi�ıuC;�.t/kL2 ≲ et�khxiıf kL2 :

We have similar estimates for u0�;�.t/ and u0C;�.t/.
� By integrations by parts we have

.i t/m�1.ulow.t/ � u0;low.t// D
1

2i�

Z
R
e�it�� .m�1/� .�/ d�;

where we have set

��.�/ D �low.�/
�
.P � �/�1 � .P0 � �/

�1w
�
f:

By Theorem 1.1 we have, uniformly in � > 0,

khxi�ı� .m�1/� .�/kL2 ≲ j� j
dC�1
2 �m

khxiıf kL2 :

For t ⩾ 1 we have, on the one hand,



Z t�1

�t�1
e�it� hxi�ı� .m�1/� .�/ d�






L2

≲
Z t�1

�t�1
et�j� j

dC�1
2 �m

khxiıf kL2 d� ≲ tm�1�
dC�1
2 et�kf kL2;ı :
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On the other hand, with another integration by parts,

t





Z
j� j⩾t�1

e�it� hxi�ı� .m�1/� .�/ d�






L2

⩽ et�


hxi�ı�� .m�1/� .�t�1/ � � .m�1/� .t�1/

�

C et� Z
t�1⩽j� j⩽2

khxi�ı� .m/� .�/k d�

≲ tm�
dC�1
2 et�khxiıf kL2 :

Finally,

khxi�ı.ulow.t/ � u0;low.t//kL2 ≲ et�hti�
dC�1
2 khxiıf kL2 :

All the estimates being uniform in � > 0, we can let � go to 0 to conclude.

Appendix A. Additional proofs

Equalities (2.4) and (2.15)–(2.16) are proved by iterating resolvent identities. We provide
some details in this appendix.

Proof of (2.4). The resolvent identity (2.1) gives the case n D 1. Then

R.z/w �R0.z/ D R.z/.w � 1/ �R.z/.P.z/ � P0.z//R0.z/:

Since for n 2 N� we have

RŒnC1�.z/ �R
ŒnC1�
0 .z/ D jzj2R.z/w.RŒn�.z/ �R

Œn�
0 .z//

C jzj2.R.z/w �R0.z//R
Œn�
0 .z/;

(2.4) follows by induction.

Proof of (2.15)–(2.16). With notation (2.2), the resolvent identity (2.14) can be rewritten
as

RŒ1�.z/ D RŒ1�.ir/C .1C Oz2/RŒ1�.ir/wRŒ1�.z/: (A.1)

After composition with RŒN �.ir/w on the left we get, for N 2 N�,

RŒN �.ir/wRŒ1�.z/ D RŒNC1�.ir/C .1C Oz2/RŒNC1�.ir/wRŒ1�.z/: (A.2)

For � ⩾ 2 we compose these two equalities with wRŒ��1�.z/ on the right. This gives

RŒ��.z/ D RŒ1�.ir/wRŒ��1�.z/C .1C Oz2/RŒ1�.ir/wRŒ��.z/ (A.3)

and

RŒN �.ir/wRŒ��.z/ D RŒNC1�.ir/wRŒ��1�.z/C .1C Oz2/RŒNC1�.ir/wRŒ��.z/: (A.4)

Now we can prove (2.15)–(2.16) by induction onN . The caseN D 1 is given by (A.1)
if n D 1 and by (A.3) applied with � D n if n ⩾ 2. Now assume that (2.15)–(2.16) hold
for some N 2 N�.
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If N ⩽ n � 2 then (2.15) vanishes and we can apply (A.4) to each term of (2.16).
Reordering the resulting sum gives (2.16) for N C 1 instead of N .

Now assume that N ⩾ n� 1. For the terms corresponding to � ⩾ 2 we apply (A.4) as
before. For the term corresponding to � D 1 we apply (A.2). The term without any factor
R.z/ goes into the sum (2.15). All the other terms give (2.16) for N C 1.
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