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Abstract� We de�ne spectral factorization in Lp �or a generalized
Wiener�Hopf factorization� of a measurable singular matrix function
on a simple closed recti�able contour �� Such factorization has the
same uniqueness properties as in the nonsingular case� We discuss ba�
sic properties of the vector valued Riemann problem whose coe�cient
takes singular values almost everywhere on �� In particular	 we intro�
duce defect numbers for this problem which agree with the usual defect
numbers in the case of a nonsingular coe�cient� Based on the Riemann
problem	 we obtain a necessary and su�cient condition for existence of
a spectral factorization in Lp �

�� Introduction�

Let � be a simple closed recti�able contour which is the posi�
tively oriented boundary of a �nitely connected region D�	 and let
D� 
 C�n�D� � ��� Let G and g be functions on �� The Riemann

problem consists in �nding functions �� and �� which are analytic
in D� and D�	 respectively	 and whose nontangential boundary limits

���
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satisfy equation

����� ���t� �G�t����t� 
 g�t� �

This problem is also called a Hilbert problem ��	 or a barrier problem

��	 in the literature� The name Hilbert problem originates in ��	 where
the homogeneous version of the problem was considered under the as�
sumptions that � is a smooth contour which is a boundary of a simply
connected region	 G is twice di�erentiable	 and the scalar functions ��
and �� are continuous up to ��

A classical solution of the Riemann problem in the case where �
is smooth and bounds a �nitely connected region	 G and g are H�older
continuous	 and G does not vanish	 is as follows� Assume � 
 ������
� � ���N where �� encloses ���� � ���N 	 and consider the homogeneous
problem

����� ���t� 
 �G�t����t� �

Suppose the change of argument of G�t� along the contour �i is ���i	
i 
 �� �� � � � � N � Assume � � D�	 and pick a point �i in the hole
bordered by �i �i 
 �� �� � � � � N�� Let

����� ��z� 
 �z � ���
���z � ���

�� � � � �z � �N �
�N �

let � 
 �� � �� � � � �� �N 	 and let

����� G��t� 
 �t����t�G�t� �

Then log G��t� is continuous on � and satis�es the H�older condition�
Consequently	 if

����� 	�z� 

�

��i

Z
�

log G��t�

t� z
dt

and 	��z� 
 	�z� for z � D� 	 	��t� � 	��t� 
 log G��t� � Hence
e���t� 
 e���t�G��t�	 and

����� 
��z� 

�

��z�
e��z� and 
��z� 
 z��e��z�

are functions whose nontangential limits to � are H�older continuous
and satisfy equation ������ Functions 
� and 
� can be used to obtain
solution of the nonhomogeneous problem�
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Equation ����� shows that the Riemann problem can be approached
through factorization of its coe�cient� Suppose we can �nd a factor�
ization

����� G�t� 
 G��t� ��t�G��t� �

where G��t� and ��G��t� are boundary values of functions analytic
in D� and continuous up to �	 G��t� and ��G��t� are boundary val�
ues of functions analytic in D� and continuous up to �	 and ��t� 

�t � t��

���t � t��
� for some points t� � D� and t� � D� and an

integer �� Then ����� is equivalent to

�����
���t�

G��t�
� ��t�G��t����t� 


g�t�

G��t�
�

The decomposition g�t��G��t� 
 g��t� � g��t�	 where g� �respectively
g�� is a boundary value of a function analytic in D� �respectively D��
and continuous up to �	 immediately yields all solutions of equation
������ We note that factorization ����� exists e�g� when G is H�older
continuous and does not vanish on � ���

The factorization approach applies naturally to more general ver�
sions of the Riemann problem considered in the literature� The problem
with G�t� a square nonsingular matrix valued function has been treated
in ��� Factorability of an essentially bounded nonsingular matrix func�
tion G and the Riemann problem in Lp were considered in ���� The
case where G is a measurable nonsingular matrix function and �� and
�� are in Lp��� has been treated in ��� �see also ���� Below	 we extend
some of the results presented in �� to the case where G takes singular
values� In particular	 we relate the properties of the Riemann problem
with a measurable singular matrix valued coe�cient with existence of
a factorization of the coe�cient�

Let G be a continuous nonsingular matrix valued function on a
simple closed recti�able contour �� A �left� standard factorization of G
relative to � is a factorization G 
 G��G� where G��z� and G��z�

��

are analytic in D� and continuous up to �	 G��z� and G��z�
�� are

analytic in D� and continuous up to �	 and

����� ��t� 


�
BBBB�

�
t� t�
t� t�

���
�

� � �

�

�
t� t�
t� t�

��n

�
CCCCA
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for integers �� � � � � � �n� This factorization is also called a Wiener�

Hopf factorization or a spectral factorization relative to �� The proper�
ties of a standard factorization relative to � are described in ���

Let Ep� �respectively Ep�� be the space of functions f analytic in
D� �respectively D�� such that f

R
�k
jf jpg is bounded for some sequence

of recti�able contours �k approaching � in D� �respectively D�� see
���� If the components of G��z� and G��z�

�� are in Ep� and Eq�	
where ��p � ��q 
 �	 the components of G��z� and G��z�

�� are in
Eq� and Ep�	 and � is given by �����	 G 
 G��G� is called a �left�
factorization in Lp ��� We note that factorization with a di�erent �
has been considered in ����

A function G may admit a left factorization in Lp although the
space of all g � Lp��� for which the problem ����� is solvable is not
closed� Suppose the contour � is such that the operator of singu�
lar integration �Sf��t� 
 ����i�

R
� f������ � t� d� on the space Lp���

is bounded� Suppose G and its multiplicative inverse are essentially
bounded	 and G 
 G��G� is a factorization in Lp� Then the set of
all g � Lp��� for which problem ����� is solvable is a closed subspace
of Lp��� if and only if the operator G�SG

��
� is bounded� If G and

G�� are bounded	 a factorization G 
 G��G
��
� in Lp with the op�

erator G�SG
��
� bounded is called in �� a generalized �left� standard

factorization relative to ��

The de�nition of a standard factorization relative to a contour has
been extended to the singular case in �� by requiring that G� have a
left �respectively G� a right� multiplicative inverse which is analytic in
D� �respectively in D�� and continuous up to the boundary	 and that
� be a square nonsingular diagonal matrix function as in ������ If G
is a rational matrix function	 a necessary and su�cient condition for
existence of a canonical standard factorization ��� 
 � � � 
 �k 
 ��	
together with realization formulas for the factors	 has been obtained in
���� Below	 we apply this idea to factorization in Lp of measurable
singular matrix valued functions� In addition to allowing functions to
take singular matrix values	 we make only general assumptions on con�
tours� We assume that the contour � is simple	 closed	 and recti�able�
We do not require that � be regular �� or Smirnov� Thus	 the operator
of singular integration on the space Lp��� is in general unbounded�

The paper is organized as follows� In Section � we indicate basic
properties of factorization in Lp of singular matrix functions� In Section
� we discuss the vector valued Riemann problem with singular matrix
valued coe�cient G� In Section � we relate the factorization of the
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coe�cient G with the Riemann problem�

�� Spectral factorization in Lp �

Below	 Lp with p � � will denote Lp��� �with respect to the
usual Lebesgue measure�� We will denote by Lp� and Lp� the closed
subspaces of Lp formed by nontangential boundary limits of functions
in Ep� and Ep�	 where Ep� are as de�ned above and E�� �respec�
tively E��� is the space of functions analytic and bounded in D� �re�
spectively D��� We will identify Lp� and Lp� with Ep� and Ep��
�Lp� will denote functions in Ep� which vanish at in�nity� If X �

fLp� Lp� � Lp��
�Lp�g	 we will denote by X

m�n the space of m � n ma�
trices over X� To simplify notation	 we will write Xn instead of X��n

or Xn���

De�nition ���� Let G be an m � n matrix valued function with mea�

surable entries and let p  �� By a �left� spectral factorization in Lp
relative to � we will understand a factorization

����� G 
 G��G� �

where

i� G� � Lm�kp� and there exists GL
� � Lk�mq�

�with q 
 p��p� ���

such that GL
��t�G��t� 
 I almost everywhere on ��

ii� G� � Lk�nq� and there exists GR
� � Ln�kp� such that G��t�G

R
��t�


I almost everywhere on ��
iii� the middle factor

����� ��t� 


�
BBBBBBBBB�

�
t� t�
t� t�

���
��

t� t�
t� t�

���
� � �

�

�
t� t�
t� t�

��k

�
CCCCCCCCCA

�

where t� is a point inside �� t� is a point outside �� and �� � �� �
� � � � �k are integers�

A right spectral factorization of G relative to � is a factorization

G 
 G��G� with � as above and G� � Lm�kp� and G� � Lk�nq�
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such that there exist functions GL
� � Lk�mq� and GR

� � Lk�np� for which

GL
��t�G��t� 
 I and G��t�G

R
��t� 
 I almost everywhere on ��

Note that if a function G admits a spectral factorization in Lp
relative to �	 then the rank of G is constant almost everywhere on ��
Also	 since � � Lk�k� 	 by H�older�s inequality G � Lm�n� � To simplify
notation	 we will assume � � D� and write

����� ��t� 


�
BB�
t�� �

t��
� � �

� t�k

�
CCA �

We show �rst that the integers ��� ��� � � � � �k are unique�

Theorem ���� Suppose � � p� � p� � 	 and let G����G�� and

G����G�� with

���t� 


�
BB�
t�

���
� �

t�
���
�

� � �

� t�
���
k

�
CCA

and

���t� 


�
BB�
t�

���
� �

t�
���
�

� � �

� t�
���
k

�
CCA

be spectral factorizations in Lp� and Lp� of a function G � Lm�n� rela�

tive to a contour �� Then �
���
j � �

���
j for j 
 �� �� � � � � k�

Proof� Let GR
�� � Ln�kp��

and GL
�� � Lk�mq��

be right and left multi�
plicative inverses of G�� and G��� Then

����� ��H� 
 H��� �

where H� 
 GL
��G�� � Lk�kp� and H� 
 G��G

R
�� � Lk�kp� with p 


�����q����p�� 
 �������p����p�� � �� Also	 G�� and G�� have the
same column span almost everywhere on �	 so H� takes nonsingular
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values almost everywhere on �� Similarly	 H� takes nonsingular values
almost everywhere on ��

It follows from ����� that

����� t�
���
i ��

���
j H��i� j� 
 H��i� j� �

Since Lp� 
 Lp� consists of constants	 H��i� j� 
 � if �
���
j  �

���
i and

H��i� j� is a polynomial of degree at most �
���
i ��

���
j otherwise� Suppose

�
���
r  �

���
r � Then	 for all j � r and i � r	 H��i� j� 
 � contradicting

nonsingularity of H� almost everywhere on ��

Corollary ���� The integers ��� ��� � � � � �k in ����� are unique�

The integers ��� ��� � � � � �k in ����� or ����� are called the indices of the
factorization	 and the sum of all indices is called the total index of the
factorization� If all the indices of the factorization are equal to �	 the
factorization is said to be canonical�

The proof of Theorem ��� actually gives the nonuniqueness of all
the factors in a spectral factorization�

Theorem ���� Suppose � � p� � p��

����� G���G��

is a spectral factorization in Lp� of a function G relative to a contour ��
and G admits spectral factorization in Lp� relative to � with the same

total index� Then

����� G���G��

is a spectral factorization in Lp� of G relative to � if and only if

����� G�� 
 G��H� and G�� 
 �
��H��

� �G��

where H� is a matrix polynomial such that detH� �� � and

i� H��i� j� 
 � if �i � �j �
ii� H��i� j� is a constant if �i 
 �j �
iii� deg H��i� j� � �i � �j if �i  �j �
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Proof� Suppose ����� is a spectral factorization in Lp� of G� In the
notation of the proof of Theorem ���	

����� H� 
 GL
��G��

whereH� is a matrix polynomial whose determinant is not equal to zero
identically and which satis�es properties i��iii�� In particular	 H� �
L��� Multiplying both sides of ����� by G�� we obtain

������ G��H� 
 G��G
L
��G�� �

Since G��G
L
�� is a projection onto the column span of G��	 and the

column spans of G�� and G�� coincide almost everywhere on �	

������ G���z�G
L
���z�G���z� 
 G���z�

for almost everywhere z � �� Since a function analytic in D� with
nontangential boundary values equal to � on a set of positive measure
is identically �	 equality ������ is valid inside � and

������ G��H� 
 G�� �

Hence

G���G�� 
 G���G�� 
 G��H��G�� 
 G����
��H��G��

and the second equality in ����� holds as well�
Suppose now ����� is a spectral factorization of G in Lp� relative to

� andH� with detH� �� � satis�es conditions i��iii� of the theorem	 and
G�� satisfy ������ Then detH� is a nonzero constant	 and H

��
� � L���

Also	 ���H�� is a matrix polynomial in ��z with a nonzero constant
determinant	 and ����H���

�� � L�� � Hence G�� � Lm�kp��
	 G�� �

Lk�nq�� 	 and GR
��	 a right multiplicative inverse of G�	 is an element of

Lk�np�� � Suppose
�G��� �G�� is a factorization of G in Lp� relative to �

and �GL
�� � Lk�mq�� is a left multiplicative inverse of G�� Then

�GL
��G��� 
 � �G��G

R
�� �

or G�� 
 �G� where G� 
 �GL
��G�� � Lk�k�� and G� 
 �G��G

R
�� �

Lk�k�� � By the same argument as above	 G� is a unimodular ma�

trix polynomial and G�� has a left multiplicative inverse in Lk�mq�� �
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Since G���G�� 
 �G��� �G�� and the functions �	 �
��	 and G��� are

bounded	 G�� � Lk�nq��
� Thus	 ����� with G�� and G�� given by �����

is a spectral factorization of G in Lp� relative to ��

In particular	 Theorem ��� determines possible nonuniqueness of a
spectral factorization in Lp of a function G relative to �� It also has
the following corollary�

Corollary ��	� Suppose � � p� � p� and a matrix function G admits

spectral factorizations in Lp� and Lp� relative to � with the same total

index� Then

i� G admits a spectral factorization in Lp relative to � for every

p � p�� p���

ii� if p� � p�� p��� a spectral factorization in Lp� of G relative to

� is a spectral factorization in Lp for all p � p�� p���

A meromorphic matrix function W has a pole at a point � � C if
it has a nonzero coe�cient at a negative power of z � � in the Laurent
expansion at �� Equivalently	 W has a pole at � if at least one of
its entries has a pole at �� The function W has a zero at � if each
meromorphic multiplicative generalized inverse of W has a pole at ��
If the function W is analytic at �	 it has a zero at � if the rank of W �z�
drops at z 
 �� Every rational matrix function without poles or zeros
on � admits a spectral factorization relative to � with all the factors
rational �see �� for the discussion of the regular case	 that is	 the case
where the function is square and takes nonsingular values at all but a
�nite number of points� the argument in the nonregular case is similar��
Later	 we will need the following observation�

Proposition ��
� If G � Lm�n� admits a spectral factorization in

Lp relative to � and F and H are rational M �m and n � N matrix

functions analytic and with full column respectively row rank on �� then
the function FGH also admits a spectral factorization in Lp relative to

��

Proof� Let �G�
�� �G� be a spectral factorization in Lp relative to � of

the function G� Since F is a rational matrix function	 there is a �nite
set f��� ��� � � � � ��g  D� which contains all the poles and zeros of F in

D�� Pick � � f��� ��� � � � � ��g� After multiplying F �G� on the right by
a unimodular matrix polynomial in z��	 we can obtain a matrix func�
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tion whose columns have linearly independent leading coe�cients in the
Laurent expansion at �� Indeed	 suppose F �G� 
 � f� f� � � � fk �
and the leading coe�cients in the Laurent expansions at � of fi�s are
linearly dependent� Then we can replace say fi by

������ �fi�z� 
 fi�z��
nX
j��
j ��i

cj �z � ���jfj�z� �

with cj �s constants and 	j�s nonnegative integers such that �fi has a
pole at � of a smaller order	 or vanishes at � to a higher order	 than fi�
Since the columns of F are linearly independent over the �eld of scalar
rational functions	 for every function � analytic and nonzero at � the
order of the zero at � of the product F �G�� is bounded by the largest
partial multiplicity of the zero of F at �� Hence the �nite number of
operations as in ������ can provide a matrix function whose columns
have linearly independent leading coe�cients in the Laurent expansions
at �� It follows that there exists a square rational matrix function R�

whose determinant is not identically equal to zero and which has neither
poles nor zeros on � such that F �G�R� 
 bG� � Lm�kp� has full column

rank at all points z � D� and R
��
�
�GL
�F

�� � Lk�mq� �
Similarly	 there exists a square rational matrix function R� whose

determinant is not equal to zero identically and which does not have
poles or zeros on � such that R�

�G�H 
 bG� � Lk�nq� has a right multi�

plicative inverse in Ln�kp� � If bR�� bR� is a spectral factorization relative

to � of the rational matrix function R���
��R��� 	 � bG�

bR���� bR�
bG�� is a

spectral factorization in Lp relative to � of the function G�

We illustrate the concepts of this section with an example�

Example ��� Let � be the unit circle� Pick a branch of z��� on
C n ��	� ��	 and let

G�t� 


�
�t�����

�t����	

�
�

where the value of t��� is determined almost everywhere by the selected
branch� Let ��z� be a branch of �z � ����� which is analytic in C n

��	����	 and let  �z� be a branch of �z��z � ������ which is analytic
in C� n ��� ��	 such that

������ G�t� 


�
��t�
t��t�

�
� �t� � 
! G��t�G��t� �



Spectral factorization of measurable rectangular matrix ���

Let p  �� Then G� � L���
p� and G� � Lq�� Also	 G

��
� � Lp� and G�

has a left multiplicative inverse GL
��z� 
 ���z�

�� � � � L���
q� � Thus	

������ is a canonical spectral factorization of G in Lp relative to the
circle�

Suppose p � ��� ��� From ������	

������ G�t� 


�
B�

�

t� �
��t�

t

t� �
��t�

�
CA � t �� t� �

t
 �t�

�

! bG��t� � t � bG��t� �

Plainly	 bG� � L���
p� and bG� � Lq� � Also	 bG��� � Lp� and bG� has a

left multiplicative inverse bGL
��z� 
 � �z � �����z� � � � L���

q�
� Thus	

������ is a spectral factorization of G in Lp relative to the circle�
Suppose G admits a spectral factorization in L� relative to the cir�

cle� By Theorem ���	 the total index of the factorization is either � or ��
Then	 by Corollary ���	 either ������ or ������ is a spectral factorization

of G in L� relative to the circle� Since G� �� L���� and bG� �� L��	
this is a contradiction� Thus	 G admits a spectral factorization in Lp
relative to the circle if and only if p � ��� �� � ���	��

�� Vector�valued Riemann problem with singular coe�cient�

Suppose G is a measurable m � n matrix valued function on a
contour �	 and p  �� The vector�valued Riemann problem consists in
�nding for a given function g � Lmp a pair of functions ���� ��� with

�� � Lmp� and �� � �Lnp� such that

����� ���t� �G�t����t� 
 g�t� �

For brevity	 we will refer to this problem as the Riemann problem with
coe�cient G� The set of all functions g � Lmp for which the problem is
solvable is called the image of the problem� If the image of the Riemann
problem is closed	 the problem is said to be normally solvable� The set
of all solutions of the homogeneous problem is called the kernel of the
problem�

The dual problem consists in �nding for a given h � Lnq a pair of

functions �� � �Lnq� and �� � Lmq� such that

����� ���t� �GT �t����t� 
 h�t� �
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Here q is the conjugate exponent to p	 that is	 ��p���q 
 �� Similarly
as in the case where G takes nonsingular values almost everywhere on
� ��	 there is a connection between the Riemann problem and its dual�
Identify Lnq with the dual space of L

n
p through the map

hf� gi 

nX
j
�

Z
�

fj�t�gj�t� dt

for all f�t� 

Pn

j
� fj�t�ej � Lnp and all g�t� 

Pn

j
� gj�t�ej � Lnq � If
L  Lnp 	 the annihilator of L is the closed subspace of L

n
q

f g � Lnq ! hf� gi 
 �� for all f � Lg �

Proposition ���� The annihilator of the image of the Riemann prob�

lem with coe�cient G contains the space of ��� components of elements

in the kernel of its dual� If G � Lm�n� � the two spaces coincide�

Proof� Suppose �� � GT�� 
 � for some �� � �Lnq� and �� � Lmq��

Then �T�G 
 ��� � �Lnq�	 and hence

h��� ��� �G���i 
 h��� ��i � h��� ��i 
 � �

for all �� � Lmp� and �� � �Lp�� Thus	 �� annihilates the image of the
problem�

Suppose h�� �� � G��i 
 � for all �� � Lmp� and all �� � �Lnp�
such that G�� � Lmp � Then h�� ��i 
 � for all �� � Lmp� and

� 
! �� � Lmq�� If G � Lm�n� 	 G�� � Lmp for all �� � �Lnp� and

so GT�� annihilates �L
n
p�� That is	 G

T�� � �Lnq� and �� is the "�#
component of an element in the kernel of the dual problem�

If the coe�cient G of a Riemann problem takes almost everywhere
nonsingular values	 the defect numbers of the problem are the dimen�
sion �R of the kernel and the co�dimension �R of the closure of the
image of the problem� If G takes singular values	 both �R and �R are
generically in�nite� In view of Proposition ���	 �R can be de�ned as
the co�dimension of f�� � Lmq� ! ��G 
 �g in the annihilator of the
image of the problem� This de�nition discards the generic left kernel of
G�

A similar observation holds for the dual problem�
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Proposition ���� The annihilator of the image of the dual problem

contains the space of ��� components of elements in the kernel of the

problem� If G � Lm�n� � the two spaces coincide�

Suppose G takes nonsingular values almost everywhere on �� Then

f���� ��� � Lnq� � �Lnq� ! �� �GT�� 
 �g

�
 f�� � Lnq� ! G
T�� � �Lnq�g�����

�
 f�� � �Lnq� ! �� �GT�� 
 �� for some �� � Lnq�g �

Indeed	 if GT�� 
 �	 then �� 
 �� Hence the map ���� ���� �� is
a bijection from the �rst space in ����� to the third one� Plainly	 the
map ���� ��� � �� is a bijection from the �rst space in ����� to the
second one� If G takes singular values on �	 the same �� � �Lq� may
occur in several �in fact	 in�nitely many� elements in the kernel of the
dual problem� Thus	 the second congruence in ����� does not have to
be valid� More precisely	

f���� ��� � Lmq� � �Lnq� ! �� �GT�� 
 �g

�
 f�� � Lmq� ! G
T�� � �Lnq�g

�
 f�� � �Lnq� ! �� �GT�� 
 � for some �� � Lmq�g

�� f�� � Lmq� ! G
T�� 
 �g �

The space on the right hand side of the preceding direct sum represents
the generic kernel of GT � The dimension of the space on the left hand
side of this direct sum can be �nite when the generic kernel of GT is
in�nite dimensional� Similarly	

f���� ��� � Lmp� � �Lnp� ! �� �G�� 
 �g

�
 f�� � �Lnp� ! G�� � Lmp�g

�
 f�� � Lmp� ! �� �G�� 
 � for some �� � �Lnp�g

�� f�� � �Lnp� ! G�� 
 �g �

The direct summand on the right hand side of the last congruence can
be �nite dimensional although kerG is generically in�nite dimensional�

De�nition ���� The defect numbers of a Riemann problem with co�

e�cient G are the dimension �R of the space of " � # components of

elements in the kernel of the problem� and the co�dimension �R of

����� f�� � Lmq� ! G
T�� 
 �g
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in the annihilator of its image� If �R or �R is �nite� the di	erence

�R � �R is called the index of the problem� The defect numbers of the

dual problem are the dimension �D of the space of "� # components of

elements in the kernel of the dual problem� and the co�dimension �D of

����� f�� � �Lnp� ! G�� 
 �g

in the annihilator of the image of the dual problem� If �D or �D is

�nite� the di	erence �D � �D is called the index of the dual problem�

Note that if G takes nonsingular values almost everywhere on �	
the spaces ����� and ����� are trivial and De�nition ��� is equivalent to
the usual de�nition of defect numbers� Also note that ����� and �����
are closed subspaces of Lmq and �L

n
p � To see that ����� is closed	 suppose

� � Lnp is such that G� �
 �� Without loss of generality assume that G

consists of a single row� Let Gy�t� 
 G�t�� if G�t� 
 �	 and let

Gy�t� 

�

G�t�G�t��
G�t��

otherwise� Then Gy is a measurable matrix function whose values are
Moore�Penrose inverses of the values of G� We have

� 
 GyG�� �I �GyG�� 
! �� � ��

and k��kp  �� For any �� � Lnp such that G
�� 
 �	

k�� ��kp 
 k�� � ��� � ���kp � k��kp �

and it follows that f� � Lnp ! G� 
 �g is a closed subspace of L
n
p � Hence

�����	 the intersection of this space and �Lnp�	 is closed� The space �����
is closed by a similar argument�

The defect numbers of a Riemann problem and its dual are related
as follows�

Proposition ���� If �R� �R� �D� and �D are the defect numbers of a

Riemann problem and its dual� then

����� �R � �D and �D � �R �

Also� inequalities ����� are equalities if the indices of the problem and

its dual are �nite and opposite or if G � Lm�n� �
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Proof� The space of " � # components of elements in the kernel
of the Riemann problem is isomorphic to the quotient space of " � #
components of elements in the kernel of the problem modulo f�� �
�Lnp� ! G�� 
 � g� Hence	 by Proposition ���	 �R � �D with equality
if G � Lm�n� � Similarly	 by Proposition ���	 �D � �R with equality if
G � Lm�n� �

Suppose the indices of the problem and its dual are �nite and
opposite� Then

�R � �D 
 �R � �D �

Since by ����� �R � �D � � and �R � �D � �	 it follows that �R 
 �D
and �D 
 �R �

We discuss now the homogeneous Riemann problem in the case
where the coe�cient G admits a spectral factorization in Lp relative to
��

Proposition ��	� Suppose G��G� is a spectral factorization in Lp
relative to � of the coe�cient G of a Riemann problem� let GL

� � Lk�mq�

be a left multiplicative inverse of G�� and let GR
� � Ln�kp� be a right

multiplicative inverse of G�� Then

i� ���� ��� is a solution of the homogeneous problem ���G�� 
 �
if and only if

����� �� 
 G��� and �� 
 r� �GR
��

���� �

where �� is a vector function with jth�entry a polynomial of degree at

most �j � � if �j  � and zero if �j � �� and r� � �Lnp� is such that

Gr� 
 ��

ii� ���� ��� is a solution of the homogeneous dual problem �� �
GT�� 
 � if and only if

�� 
 GT
��� and �� 
 r� � �G

L
��

T����� �

where �� is a vector function with jth entry zero if �j � � and a

polynomial in z�� of degree at most ��j which vanishes at in�nity if

�j � �� and r� � Lmq� is such that GT r� 
 ��

Proof� We verify assertion i�� Suppose ���� ��� is a solution of the
homogeneous problem� Then

����� GL
��� 
 ��G��� 
! �� �
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Comparing both sides of the equality ����� we �nd out that �� is a
vector polynomial satisfying the degree requirements� We have

G�G
L
��� 
 G��� �

Since �� � im G� almost everywhere on �	 G�G
L
��� 
 �� and the

�rst equality in ����� holds� By �����	

����� G��� 
 ������ �

Since �GR
��

���� is a solution of equation G�x 
 ������ in �Lnp�	

r� !
 �� � GR
��

���� � �Lnp� is such that Gr� 
 �� Thus	 the second
equality in ����� holds�

Conversely	 suppose �� and �� satisfy ����� with appropriate r�
and ��� Then

�� �G�� 
 G��� �Gr� �G��� 
 � �

and ���� ��� is a solution of the homogeneous problem�

It follows from Proposition ��� that if the coe�cient G in a Rie�
mann problem admits a spectral factorization in Lp relative to �	 then
�R equals the sum of positive indices of the factorization	 and �D equals
the absolute value of the sum of negative indices of the factorization�
In fact	 a stronger statement is true�

Theorem ��
� Suppose the coe�cient G in a Riemann problem admits

a spectral factorization in Lp relative to � with indices ��� ��� � � � � �k�
Then

�R 
 �D 

X

f�i ! �i  �g

and

�D 
 �R 

X

f��i ! �i � �g �

Proof� We show that �D is the sum of the positive indices� the argu�
ment regarding �R is similar� Since �L

n
q� is contained in the image of

the dual problem	 the annihilator of the image of the dual problem is
a subspace of �Lnp�� Let G 
 G��G� with � as in ����� be a spectral
factorization in Lp relative to �	 let j be such that �j  � � �j��	 and



Spectral factorization of measurable rectangular matrix �
	

let G�� G�� � � � � Gj be the �rst j columns of G
R
� � Ln�kp� � We show that

the elements of the set

������ ft�iGl�t� ! � � l � j� � � i � �lg

form a basis for a space which complements the space ����� in the an�
nihilator of the image of the dual problem� Since GR

��	� has linearly
independent columns	 the elements of the set ������ are linearly inde�
pendent� Using the factorization G 
 G��G�	 we can rewrite the
space ����� as

������ f�� � �Lnp� ! G��� 
 � g �

Since Gl�s are the columns of a right multiplicative inverse of G�	 the
span of the set ������ intersects trivially with the space ������� Now
members of the set ������ annihilate �Lnq� and

t�iG�t�Gl�t� � Lnp�� � � l � j� � � i � �l �

Hence the members of the set ������ annihilate the image of the dual
problem� Finally	 consider an arbitrary �� � �Lnp� that annihilates the
image of the dual problem� Choose f� in the linear span of ������ such

that �G���� � f���	� 
 ��� and let $�� 
 �� � f�� Then $�� � �Lnp�
and

������

Z
�

$���t�
TG��t�

T��t�G��t�
T���t� dt 
 �

for all �� � Lmq� such that G
T
��G

T
��� � Lnq � In particular	 ������ holds

whenever �� 
 �G
L
��

Tp with GL
� � Lk�mq� a left multiplicative inverse

of G� and p a vector polynomial� HenceZ
�

	
��t�G��t� $���t�


T
p�t� dt 
 �

for each vector polynomial p and �G� $� � Lk��� Since �G�
$�� � �Lk��	

it follows that �G� $�� 
 � and �� 
 f� � $�� where f� is in the span
of ������ and $�� is a member of the space �������

Corollary ��� If the coe�cient G of a Riemann problem admits a

spectral factorization in Lp relative to �� then the index of the problem�
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and the opposite of the index of the dual problem� are both equal to the

total index of the factorization�

In particular	 if G admits a spectral factorization in Lp	 the indices
of the Riemann problem and its dual are �nite and opposite�

�� Condition for existence of a spectral factorization�

We will need below the following lemma� If G is a meromorphic
matrix function de�ned on a connected domain D	 its rank is constant
at all but a countable number of points in D� This rank is usually called
the normal rank of G�

Lemma ���� Suppose � is a simple closed curve which forms a bound�

ary of a connected domain D�� let p  �� and suppose G � Lm�np

is formed by nontangential boundary values of a matrix function G�

meromorphic in D� with normal rank k� Then rankG 
 k almost

everywhere on ��

Proof� If k � min fm�ng	 let H�t� be any �k � �� � �k � �� sub�
matrix of G�t� and form H� from the corresponding entries of G� �
Then detH� � � implies detH�t� 
 � almost everywhere on �� Thus	
rankG�t� � k for almost everywhere t � ��

Choose a point z� � D� such that rankG��z�� 
 k	 and pick ma�
trices A � C k�m and B � C n�k such that rank �AG��z��B� 
 k� Then
AG��z�B is a meromorphic k�k matrix function and det �AG��z�B� ��
�� Hence det �AG�t�B� �
 � and consequently rankG�t� � k almost ev�
erywhere on �� Thus	 rankG 
 k almost everywhere on ��

One can formulate the following necessary and su�cient condition
for existence of a canonical spectral factorization in Lp of a function G
relative to � �cf� ��	 Theorem ���� and ���� Recall that if G admits
a spectral factorization relative to �	 then the rank of G is constant
almost everywhere on ��

Theorem ���� If G � Lm�n� with rankG 
 k almost everywhere on ��
the following are equivalent


i� there exist collections of linearly independent constant vectors

fa�� a�� � � � � akg and fb�� b�� � � � � bkg such that the image of the Riemann
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problem with coe�cient G contains ft��a�� t
��a�� � � � � t

��akg and the

image of the dual problem contains fb�� b�� � � � � bkg�
ii� the function G admits a canonical spectral factorization in Lp

relative to ��
Moreover� if the equivalent conditions i� and ii� are satis�ed� the image

of either of the problems contains all rational vector functions in its

closure�

Proof� Suppose �rst i� holds� Pick �j� � Em
p� and �j� � �En

p� such
that

����� �j��t� �G�t��j��t� 
 t��aj � j 
 �� �� � � � � k �

and let �� 
 ���� ��� � � � �k��� Then F �t� !
 tG�t����t� � Lm�kp�

and F ��� 
 �a� a� � � � ak�� Similarly	 pick �j� � Em
q� and �� � �En

q�

such that

����� �j��t� �GT �t��j��t� 
 bj � j 
 �� �� � � � � k �

and let  � 
 ���� ��� � � � �k��� Then H 
 GT � � En�k
q� and

H�	� 
 �b� b� � � � bk� �

Let S�t� 
 t T
��t�G�t����t�� Since

����� S�t� 
  T
��t�F �t� 
 HT �t��t���t���

S�t� � Lk�k�� 
 Lk�k�� � Thus	 S�t� 
 S is a constant� Also	 detS �

�� Indeed	 by Lemma ���	 F �t� has linearly independent columns for
almost everywhere t � �� Since rankG 
 k almost everywhere on �	 the
column spans of F and G are equal almost everywhere on �� Thus	 to
prove that S is nonsingular it su�ces to show rank � T

�G� 
 k almost
everywhere on �� But this follows from Lemma ��� and the fact that

�GT ���	� 
 H�	� 
 �b� b� � � � bk� �

Let
G��t� 
 F �t� � GL

��t� 
 S�� T
��t� �

G��t� 
 S��HT �t� � GR
��t� 
 t���t� �

Then G� � Lm�kp� 	 GL
� � Lk�mq� 	 G� � Lk�nq� 	 and GR

� � Ln�kp� � By
�����	

GL
��t�G��t� 
 I and G��t�G

R
��t� 
 I �
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By ����� and the de�nition of F 	

GL
��t�G�t�G

R
��t� 
 I

almost everywhere on �� Hence

GR
�G

L
�GGR

�G
L
� 
 GR

�G
L
� �

or G�GG� 
 G� where G� 
 GR
�G

L
�� Since rankG

� 
 rankG almost
everywhere on �	 GG�G 
 G �see �	 Theorem ������� cf� ��	 Lemma
���� �� Thus	

G�t� 
 G�t� t���t�S
�� T

��t�G�t� 
 G��t�G��t�

almost everywhere on � and it follows that G admits a canonical spec�
tral factorization in Lp relative to ��

Conversely	 suppose ii� holds and let G 
 G�G� be a canonical
factorization� Let GR

� � Ln�kp� be a right multiplicative inverse of G��

Then t��GR
��t� � �Ln�kp� 	 and

G�t� �t��GR
��t�� 
 t��G��t� 
 t��G���� � t���G��t��G����� �

Hence the columns of t��G���� are in the image of the problem� Sim�
ilarly	 if GL

� � Lm�kq� is a left multiplicative inverse of G�	 G
T �GL

��
T 


GT
� and so the columns of GT

��	� are in the image of the problem�
Thus	 ii� implies i� and the conditions are equivalent�

The argument from the last paragraph can be used in a more gen�
eral situation� Suppose G�G� is a canonical spectral factorization in
Lp relative to �� Let G

L
� � Lk�mq� and GR

� � Ln�kp� be one�sided multi�

plicative inverses of G� and G�	 and let r � �Lk�� be a rational vector

function� Then GR
�r � �Ln�kp� 	 and

G�GR
�r� 
 G�r

di�ers from a rational vector function by an element in Lmp�� Hence

Q�G�r�	 where Q is a canonical projection of Lmp� �� �L
m
p� onto �L

m
p�	 is

a rational vector function in the image of the problem� We claim that
any rational vector function in the intersection of �Lmp� and the closure

of the image of the problem arises in this way� Indeed	 let f� � �Lm��
be a rational vector function such that

����� f� �� fQ�G�r� ! r � �Lk�� is a rational vector functiong �
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We may assume f� has a single pole	 located at � � D�� Suppose the
leading coe�cient in the Laurent expansion of f� at � is contained in
the image of G����� Then after subtracting from f� an element in the
set on the right hand side of �����	 we obtain a strictly proper rational
vector function analytic in C nf�g with the pole at � of smaller order�
By induction	 there exists a strictly proper rational vector function with
the only pole at � whose leading coe�cient in the Laurent expansion
at � is not contained in the image of G����� Call this function again
f� �

Consider a problem

����� �� �G�� 
 g �

where �� � �Lnp� is such that G�� � Lmp and �� � Lm��� The image of
the problem ����� is contained in the image of the Riemann problem�
Since rational functions without poles on � are dense in Lp	 and the

projection P is bounded on L�� �� �L��	 L�� is dense in Lp�� Hence the
closures of the images of both problems coincide� Now

�I �G��t�G
L
��t��G�t� 


	
G��t��G��t�G

L
��t�G��t�



G��t� 
 �

almost everywhere on � and	 since I�G����G
L
���� is an m�m matrix

of rank m� k whose null space coincides with the image of G����	

�I �G��z�G
L
��z��f��z�

has a pole at z 
 �� Consequently	 there exists a function �� � L��m
��

such that �T�f� has a simple pole at � and
R
�
�T�g equals zero for all

functions g in the image of the problem ������ Let X be a subspace of
Lmp spanned by f� and the image of the problem ������ Then

x ��

Z
�

���t�
Tx�t� dt

is a continuous linear functional on the space X whose kernel contains
the image of the problem ����� and which has nonzero value at f�� By
the Hahn�Banach Theorem	 there exists a continuous linear functional
 on Lmp which annihilates the image of the problem ����� and such
that  �f�� �
 �� Hence f� is not in the closure of the image of the
problem ������
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In order to obtain a condition for existence of a spectral factoriza�
tion of a function G in a non�canonical case	 we will need the following
lemma�

Lemma ���� Suppose the defect numbers �R and �D of the Riemann

problem with coe�cient G and its dual are �nite and positive� Then

there exists a square rational matrix function H with a nonzero deter�

minant and without poles or zeros on � such that the Riemann problem

with coe�cient GH and its dual have the corresponding defect num�

bers smaller by �� Moreover� the Riemann problem with coe�cient G
�respectively its dual� contains all rational vectors functions in its clo�

sure if and only if the image of the Riemann problem with coe�cient

GH �respectively its dual� contains all rational vector functions in its

closure�

Proof� Pick �
�� 
�� � Lmp� �� �L
n
p� such that 
� �
 � and


� �G
� 
 � �

Then 
� �� f� � �Lnp� ! G� 
 �g and there exists a point z� � D� such
that 
��z�� is not a member of

����� span f���z�� ! �� � �Lnp� and G�� 
 �g �

After adding to 
 a linear combination of functions in f�� � �Lnp� !
G�� 
 �g	 and multiplying G on the right by a nonsingular constant
matrix	 we may assume 
��z�� 
 e� and

span f���z�� ! �� � �Lnp� and G�� 
 �g  span fe�� e�� � � � � eng �

As usual	 we assume � � D�� Let

H�z� 


�
BBB�
z � z�
z

�

�
� � �

� �

�
CCCA �

We show that the space of "�# components of the members of the
kernel of the problem

����� �� �GH�� 
 g
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has dimension one less than the corresponding number for the problem
with coe�cient G� First	 note that 
� is not a "�# component of a
member of the kernel of problem ������ Indeed	 suppose there exists
�� � �Lnp� such that 
� � GH�� 
 �	 and let f� 
 H�� � 
�� Then

f� � �Lnp�	 Gf� 
 �	 and

f��z�� �� span fe�� � � � � eng �

a contradiction� Secondly	 suppose ���� ��� is in the kernel of the
Riemann problem with coe�cient G� If ���z�� 
 ��� �� � � � � ��	 the
element ���� H

����� is in the kernel of the problem ������ If ���z�� 

��� �� � � � � �� with � �
 �	�


� �
�

�
��� H

��

�

� �

�

�
��

��

is contained in the kernel of the problem ������ Thus	 each "�# compo�
nent of a member of the kernel of the Riemann problem with coe�cient
G is a linear combination of 
� and a "�# component of a member of
the kernel of the problem ������ Finally	 if ���� ��� belongs to the ker�
nel of the problem �����	 ���� H��� satis�es the homogeneous Riemann
problem�

Consider now the problem dual to �����	

����� �� � �GH�
T�� 
 h �

After multiplying both sides of ����� by H��	 we obtain a new problem

����� H���� �GT�� 
 h� �� � �Lnq�� �� � Lmq�� and h � Lnq �

Let W be the image of the problem dual to the Riemann problem with
coe�cient G� Then the image of the problem ����� equalsW�span �z�
z��

��e�� Since Z
�


��z�
T �z � z��

��e� dz 
 ���i �

by Proposition ��� �z � z��
��e� �� clW� We have cl �W � span f�z �

z��e�g 
 clW � span f�z � z��e�g� Since multiplication by H is an
isomorphism Lnp � Lnp 	 it follows that the closure of the image of
problem ����� equals

������ H�clW��span fH�z��z�z��
��e�g 
 H�clW��span

�
�

z
e�

�
�
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Now the space f�� � �Lnp� ! G�� 
 �g has a �nite co�dimension �D in
the annihilator of W� Hence the co�dimension of the space

������ fH���� ! �� � �Lnp� and G�� 
 �g

in the annihilator of H�clW� equals �D� Consequently	 the co�dimen�
sion of the space ������ in the annihilator of ������ equals �D��� Since

f�� � �Lnp� ! GH�� 
 �g 
 fH���� ! �� � �Lnp� and G�� 
 �g �

the co�dimension of the closure of f�� � �Lnp� ! GH�� 
 �g in the
annihilator of the space ������ equals �D � ��

It remains to verify the assertion about the images� First	 note
that the images of the Riemann problems with coe�cients G and GH
coincide� Indeed	 since H �Lnp�  �Lnp�	 the image of the problem with
coe�cient GH is contained in the image of the problem with coe�cient
G� Since

�� �G�� 
 �� � �
� �GH�H����� � �
���

for any scalar �	 and for each �� � �Lnp there exists � such that

H����� � �
�� � �Lp�	 the image of the problem with coe�cient G is
contained in the image of the problem with coe�cient GH�

Suppose the image of the problem dual to the Riemann problem
with coe�cient G contains all rational vector functions in its closure	
and let a rational vector function f be a member of the set ������� Then
H���f�z�� z��e�� � clW	 so H

���f�z�� z��e�� � W and

f � H�W� � span fH�z��z � z��
��e�g �

Thus	 f is a member of the image of problem ������ Conversely	 suppose
the image of the problem ����� contains all rational vector functions
in its closure	 and let f � clW be a rational vector function� Then
Hf � H�clW�  H�clW � span fH�z��z � z��

��e�g	 so Hf � HW �
span fH�z��z � z��

��e�g� Thus	 f � W � span f�z � z��
��e�g� Since

�z � z��
��e� �� clW	 f � W�

In a similar way one can show the following dual version of Lemma
���� We omit the details of the proof�
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Lemma ���� Suppose the defect numbers �D and �R of the Riemann

problem with coe�cient G and its dual are �nite and positive� Then

there exists a square rational matrix function F with a nonzero deter�

minant and without poles or zeros on � such that the Riemann problem

with coe�cient FG and its dual have the corresponding defect numbers

smaller by �� Moreover� the image of the Riemann problem with co�

e�cient G �respectively its dual� contains all rational vector functions

in its closure if and only if the image of the problem with coe�cient

FG �respectively its dual� contains all rational vector functions in its

closure�

We can give now a necessary and su�cient condition for existence
of a spectral factorization in Lp of a summable singular matrix valued
function �cf� ��	 Theorem ������

Theorem ��	� If G � Lm�n� and rankG 
 k almost everywhere on ��
the following are equivalent


i� the indices of the Riemann problem with coe�cient G and its

dual are �nite and opposite� and the image of each of the problems

contains all rational vector functions in its closure�

ii� G admits a spectral factorization in Lp relative to ��

Proof� Suppose �rst i� holds� By Proposition ���	 �R 
 �D and
�D 
 �R� Applying Lemmas ��� and ��� a �nite number of times	 we
can �nd regular rational matrix functions F and H without poles or
zeros on � such that

�� the annihilator of the image of the Riemann problem with coef�

�cient bG 
 FGH coincides with f�� � Lmq� ! bGT�� 
 �g	

�� the annihilator of the image of the dual problem equals f�� �
�Lnp� ! bG�� 
 �g	

�� the image of either of the problems contains all rational vector
functions in its closure�

Let

%� 
 span f����� ! �� � Lmq� and bGT�� 
 �g �

Since rank bG 
 k almost everywhere on �	 by Lemma ��� dim %� �
m � k� Hence there exist linearly independent vectors fa�� a�� � � � � akg
such that �ai 
 � whenever � � %� and i 
 �� �� � � � � k� Suppose
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�� � Lmq� and bGT�� 
 �� Then ���t�
T t��ai � Lq�	 and soZ

�

���t�
T t��ai dt 
 � � for i 
 �� �� � � � � k �

It follows that the set �
�

t
a��
�

t
a�� � � � �

�

t
ak

�

is in the closure of the image	 and hence in the image	 of the Riemann
problem with coe�cient bG�

Similarly	 let

%� 
 span f���	� ! �� � Lnp� and bG�� 
 �g
and pick linearly independent vectors fb�� b�� � � � � bkg such that ��bj 


�	 for j 
 �� �� � � � � k and all �� � %�� Suppose �� � �Lnp� is such thatbG�� 
 �� Then z���z�bj � �Lp� and henceZ
�

���t�bj dt 


Z
�

�t���t�bj� t
��dt 
 � �

for j 
 �� �� � � � � k� Thus	 the set fb�� b�� � � � � bkg is contained in the
closure of the image	 and consequently in the image	 of the problem dual
to the Riemann problem with coe�cient bG� Consequently	 by Theorem
���	 the function bG 
 FGH admits a canonical spectral factorization
in Lp relative to �� Hence	 by Proposition ��� the function G admits a
spectral factorization in Lp relative to ��

Conversely	 suppose ii� holds� By Theorem ���	 the indices of the
problem and its dual are �nite and opposite� Applying Lemmas ��� and
��� a �nite number of times	 we can �nd square rational matrix functions
F andH whose determinants are not equal to zero identically and which
have neither poles nor zeros on � such that the Riemann problem with
coe�cient FGH and the dual problem have defect numbers

�R 
 �R 
 �D 
 �D 
 � �

By Proposition ��� and Theorem ���	 the function FGH admits a
canonical spectral factorization in Lp relative to �� By Theorem ���	
the image of the Riemann problem with coe�cient FGH and the image
of the dual problem each contain all rational vector functions in their
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closures� By Lemmas ��� and ���	 the image of the Riemann problem
with coe�cient G �respectively image of the dual problem� contains all
rational vector functions in its closure�

We note that the part of condition i� in Theorem ��� involving
rational vector functions cannot be in general omitted� Indeed	 suppose
� is the unit circle	 p 
 �	 and let

G�t� 


�
t���

t	��

�

be as in Example ���� Since G admits a spectral factorization in Lp
for p in a deleted neighborhood of �	 by Theorem ��� the numbers �R
and �D are �nite when the problem is considered in Lp� or Lp� with
p� � � � p�� Since L�  Lp� and L���  Lp���p����	 �R and �D are
�nite when p 
 �� Since G � L�	 by Proposition ��� �R 
 �D and
�D 
 �R� Thus	 the indices of the problem and its dual are �nite
and opposite although G does not admit a spectral factorization in L�

relative to the circle�
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