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Pointwise multipliers of Besov spaces of
smoothness zero and spaces of

continuous functions

Herbert Koch and Winfried Sickel

Abstract

We characterize the set of pointwise multipliers of the Besov spaces
Bgo’I and Bgopo. These characterizations are used to obtain regularity
results for elliptic partial differential equations. In addition several
counterexamples are provided and the relation of various spaces of
continuous functions to these multiplier classes are studied.

1. Introduction

The paper is a first attempt to describe the set of all pointwise multipliers
for Besov spaces on the smoothness level 0. We obtain characterizations
of multipliers for By, ; and BY, . We call a function f (or distribution) a
multiplier for a function space X, denoted by f € M(X), if

1/ X]]
[FIM(X)]| = sup “m-=mm < oo
nexhzo ||h1X]|
Since both f and h may be distributions the definition of the product needs
some further considerations, which we postpone.

We believe that a study of these multipliers is related to interesting and
deep questions in analysis. To support this view we apply our results to
elliptic equations.

It has been shown by Frazier and Jawerth in their fundamental paper [5]
that M(B,),) # L* unless p = ¢ = 2. In particular, B3, = L is the only
Besov space with s = 0 where such a description was known before. For
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other Besov spaces than L? with s = 0 entirely new phenomena occur. The
characterization of their multipliers looks quite different than the charac-
terization of spaces of multipliers at different smoothness levels. In view of
BY,, < bmo — B, also the investigations of Janson [12] and Stegenga

[27] who characterize M (bmo ) are close to ours.

Let |A| be the measure of A, B(z,r) the ball with center x and radius
T, SUP|p|<1/2 the supremum over all balls of volume 1/2, fp the mean over
the ball, S; f is the dyadic truncation in frequency defined in Section 2, cap
denotes the capacity, cf. [17] for details, B;, are the Besov spaces and Fj,
the Lizorkin-Triebel spaces defined in Section 2, Hj = Fj,, H; .., a certain
uniform variant defined in (2.6) below.

The known multiplier results are essentially the following:

(L) (ML) = N[ Looll

(1.2)  NWAMHEDNN ~ | fIHy igll s 5 >n/p,
L (3 129985 £12) e 1
1.3 M(HS)|| ~ ||f| Lol +|  su = s>0,
(L3)  NAMHED ~ ([ fILooll S cap (7. 1)
diam A<1
(14)  NAMBy N~ 1By gumigll s 1<p<g<oo, s>nfp,
(L5) [ fIMBLIN ~ fIBsgll, >0,

In|B
(1.6)  [lF[Mbmo)[| ~ [|f|Leo|| 4 sup %/B\f@f)—fsldw,

|BI<1/2
(L7) NFIM(Bog o) | ~ I 1 Looll + 1 1F2 1 +sup(l +7) 155 f| Lecll
)=

(1.8) 1M (Be )l ~ 1 1B Al

J
+ sup sup Z sup 2’“"/ |S; f(2)] d=
JEN zeRn? =0 ly—z|<1 B(y,27F)

Here the first assertion is trivial. The second represents a famous result
of Strichartz [28]. The fourth one in case p = ¢ and s > n/p has been
proved by Peetre [20] and for general s > 0 by Maz'ya and Shaposnikova
[17]. Also (1.3) can be found in [17]. This formula generalizes to all spaces
of the Lizorkin-Triebel scale which embed into L* and their duals, cf. [24].
Formulas (1.4) and (1.5) in the general situation are done in [25]. The
multiplier problem is studied as part of a study of function spaces in several
monographs, cf. Peetre [20], Triebel [30], Taylor [29] and [21]. The book of
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Maz’ya and Shaposnikova [17] is the only one which is completely devoted
to the study of multipliers problems.

Various sufficient conditions for a bounded function f to belong to such
a class M (ngq) may be derived from the approach via paraproducts, cf.
e.g. [21, Chapt. 4], Yamazaki [32], Marschall [14, 15, 16], or Johnsen [13].
However, they do not obtain sufficient and necessary conditions.

The paper at hand deals with (1.7) and (1.8). It provides sharp con-
ditions for f € M(BY,;) and f € M(BY ). The characterizations of
M (B2, .,) and M(BY, ;) imply for the case of general p and ¢ (1 < p,q < c0)
that a function f belongs to M (B ) if

7=1,2,...

(1.9) fe BQOJ and sug) J 11S;f | Leol| < o0

(in fact the two conditions in (1.9) characterize those functions which are

multipliers for all spaces ng, 1 < p,q < oo, simultaneously). That follows

by duality and complex interpolation. There are however such functions
which are not contained in M (bmo ).

After deriving the characterization we investigate the relation of M(BY, ),
M (bmo) and M(BY, ) to classes of continuous functions defined by condi-
tions in terms of moduli of smoothness. Let

w(f,r)= sup |f(z)—f(y)l, r>0.

|lz—y|<r

For o(r) = | Inr| we define

I£1C20 = N1 Lecl + sp ofr) e f,7)

T’SE

Recall that f is Dini continuous if

1/2 d
/ w(f,'r’)—r<oo.
0 T

Let Cp be the space of Dini continuous functions. Then
Cp — C? — M(bmo) — M(BY, ..),

Cp — M(Bgo,l)

but
C? s> M(BY,,) and M(B,,) % M(BY..),

see Lemma 21.
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We have chosen to work with a Fourier-analytic description of the func-
tion spaces and not with atoms or wavelets since vanishing moments are not
preserved when taking products.

The paper is organized as follows. Section 2 is used to introduce the basic
notions including that of the product. It is followed by Section 3 where we
collected our main results. In Section 4 we apply the characterization to
elliptic problems. Section 5 introduces what we need about paraproducts,
which are used in Section 6 to prove the characterizations.

In the remaining part we examine several questions one might ask:

1. Which classes of functions are multipliers resp. are not multipliers
(Section 7).

2. Which inclusions do we have among the multiplier spaces (Section 8).

Several properties of Besov and Triebel-Lizorkin spaces are introduced in
the appendix where we also investigate relevant subclasses of the space of
continuous functions.

2. Preliminaries

We denote a ~ b if there exists a constant ¢ > 0 (independent of the context
dependent relevant parameters) such that

clta<b<ca.

By N we denote the set of natural numbers and by Z™ the set of all lattice
points in R™ having integer components. For ¢ € Z"™ we define the dyadic
cubes

(2.1) Qiu={zeR": 270 <z <27(l;+1),i=1,...,n},

in R®. The symbol — is used for continuous embedding. Let S denote
the Schwartz class of complex-valued infinitely differentiable and rapidly
decreasing functions on R™ and S’ its topological dual. As usual, F denotes
the Fourier transform and F ! its inverse transform, both on &’. Let ¢y € S
be a radial and real-valued function such that

(2.2) wo(x) >0, @o(z)=1 if |z <1 and ¢o(z)=0 if |z|>

| W

Then, taking

23 el =w(G) ), ei) =@ ),
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for j = 2,3,... we obtain a smooth dyadic decomposition of unity:
(2.4) Z pi(z) =1, for all z € R".
j=0

We observe that supp ¢y C B(0,3/2) and supp ¢; C B(0,3)\B(0,1). The
dyadic pieces are defined by

(2.5) Sif(x) =F pi( O FfONx), j=01..., feS

and S7 := 327 S;. Let oy = (2m) "2 F 'p;. Then S;f = ;  f.

Definition 1 Let 1 < p < o0, 1 < q < 00, and s € R. The Besov space
B, s defined to be

oo 1/q
By, = {f €S 1B, Il = (Z 2% | sjf|Lp||q> < oo}
=0
with the obvious modifications if ¢ = oco.

Also we need the Triebel-Lizorkin classes with p = oo for the characteri-
zation of the multiplier spaces, cf. (1.7). There are many equivalent norms.
The most natural for us is a definition using Carleson measures given by Fra-
zier and Jawerth [5]. The equivalence to other definitions has been shown
by Seeger [23].

Definition 2 (i) Let 1 < ¢ < oo, and s € R. Then we put

Flog = {f €5
o.9] 1/q
X Gl ADSERI LTI I OO}
’ k=0,1,... L€Z @kt j—k
and
F(;SO,OO = B(iO,OO :

The most important space within this scale is bmo = FC?O’Q which differs
from BMO by requiring bounded means for balls of size larger than 1, in
contrast to the requirement of bounded mean oscillation for smaller balls,
see [7]. Hence the following is an equivalent norm

1fomoll = 1o f|Lool + sup |B|"* / ) — f] dy.
z,R<1 B(z,R)

The norms depend on . Different functions ¢ lead to equivalent norms.
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Let ¢ be as in (2.2). Then we put

(2.6)
B;,q,unif = {f € 8/ : || f |B;,q,um'f || = Seu]lgi || ()O(J] - Z) f(l‘) |B;,q || < }

which we equip with the obvious norm.

The definition of the product

The spaces under consideration here contain singular distributions (at least
partly). So the definition of the product needs some care. All functions and
distributions will be defined on the Euclidean space R™. If there is no danger
of confusion we will omit R™ in the notation. The Schwartz functions are
multipliers for all function spaces considered in this paper. Also all function
spaces in this paper contain the Schwartz functions. Hence every multiplier
of By, has to be an element of B, ,.;;. We require that multipliers lie in
By unig 0 Byl umip» which is motivated by the fact that the dual operator
should be bounded on the dual space. For f € By and g € B,%, ,..; we
define the product as the distribution

I(¢) =<¢g,f>, ¢€S,

if B,% = (B,,)" and with the obvious modifications otherwise. These con-
siderations allow to define the spaces M(B;,) in the obvious way. Also the
modifications for Lizorkin-Triebel spaces are clear.

We have for all f € S’
(2.7) klim S¥f=f  (convergence in S').

In many situations we shall work with these smooth means of the distribution
f instead of dealing with the distribution itself. Observe, if either f € L,
or f is uniformly continuous then the convergence in (2.7) takes place in
stronger topologies.

There is a second possibility of defining the product:
Definition 3 Let f,g € S'. We define

(2.8) fog=1lm §f - g,
Jj—00

whenever the limit on the right-hand side exists in S’, where S7 is the oper-
ator defined in (2.5).

In general, the existence of this limit depends on ¢, cf. Oberguggenberger
19, Ex. 2.3].
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If f and g are in LY then the products in both definitions clearly coin-
cide. This is the case for f € BY, ; and g € M(BY, ;) and if f € bmo and
g € M(bmo). We shall see below that

19 Looll < ellglM (B2, )
which again implies uniqueness of the limit for f &€ B‘f’l — Li, hence by
duality uniqueness of the limit for f € M(BY, ).
3. Main results

Now we are in position to formulate the main results of this paper.

Theorem 4 We have

(31)  M(B.)=Fl,n {f € Loy sup (14 ) | S,f [Luc]l < oo}

jEN
and

(32) I FIM(B o)l ~ I 1 ool + 11 F 1 F8up (1+7) [| 55 | Lecll
J

The three conditions appearing in (3.2) are independent of each other, see
Lemma 13. There exist discontinuous functions in M (Bgopo), cf. Proposition
17. On the other hand the characteristic function of a nontrivial measurable
set does never belong to M(BY, ), cf. Proposition 18.

Theorem 5 The following characterization holds

-2
M (B° :{ e B su 2" max / S d <oo}
( oo,l) f 00,1 j22,tl€:)Z” ez:; Qe C Qo Q&T| ]f(y)| Y
and
(3.3)
j—2

M (B° ~ B + su 2" max / S dy.

B~ 15 Bl + g, 322 mag [ 18001

Again the two conditions in (3.3) are independent of each other, cf.
Lemma 16.
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4. Elliptic estimates

Let © C R™ be a bounded and open set. We denote by d(x) the distance
to the boundary. Once and for all we choose a nonnegative radial function
n € Cg° supported in the ball B(0,3/2), with 7|p@,1) = 1. Let A be one of
the spaces under consideration here. We define

1A = sup d() o (4 5-2) 1]

It is important for using this definition that smooth functions with compact
support are multipliers in By , and F .

We define the Riesz transform by
& :
f[ij](f)Zﬁff(f), j=1...,n,

for all Schwartz functions f. Then

The mapping f — n R;R;(nf) extends to a bounded mapping of all Triebel-
Lizorkin and Besov spaces into itself. Here we need a slightly more restricted
version: we may and do assume that s = 0.

Suppose that f is supported in a ball B(0,1). If n > 3 there is a unique
distribution u, which is continuous for large x and which decays to zero as
r — 00, which satisfies

Au = f.
Then
[Vu(@)] < e(1+2)'™", [Du(@)] < e(1+]z])™
for |x| > 2,
|S;Vu(@)| < en(1+[z])™
for all N if 7 > 1 and |z| > 2 and
|SoVu(z)| < e(1+ |z)' =

There is only a marginal difference for n = 2; there is (up to the addi-
tion of constants) a unique solution whose derivative decays at infinity. In
particular, by similar arguments, if

Au=V-f,

if f € (S8')" is supported in the unit ball and if u satisfies some mild restric-
tion at infinity (at least if p > 1), then

(4.1) IVul Al < e[ FIA].
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We shall use a slightly different version, which follows by the same
arguments:

(4.2) InR:R; fIA] < el fIAl

for f supported in the unit ball.

In the sequel we shall need estimates with a loss of one derivative. It
is crucial that in this case the choice of the function space is much less
important.

Clearly, if Au = f and f is supported in the unit ball,
InVulAll < e fI Al

This estimate can be improved for small balls. Let r < 1, n,.(z) = n(rx) and
ur(x) = u(rz). We obtain

74/ Vul Al

IN

cllna/rVul By |
er ™ 0 [V 4| Byl

er ™ e D3y s Bi |

IA

IN

(4.3)

IN

crl|neyr Diul By |
cr[nDiul By
cr || f1Bpoc
cr|[ f1 Al

We used the embedding Bg’q — Bg,1 for the first inequality, obvious scal-
ing and

ININ A

j
197 F1L0 < SIS |

i=0
for the second inequality, the Poincaré type inequality |[v| B) || < ¢[|Vv|B) ||
for functions supported in the ball of radius 3 for the third inequality, the fact
that smooth compactly supported functions are multipliers for the fourth,
scaling for the fifth, bounds for the Riesz transforms for the sixth, and ob-
vious embeddings for the last inequality. It is clear that we may replace f
by 7j2)-1f on the right hand side.

The Poincaré inequality can be somewhat sharpened by the same argu-

ments, but using the Ehrling lemma:

1(Vnay)ul Al < ell(Vaye)ul By, |
er ™ (V) upyal BY |

IA

(4.4)

IN

(o) Inaursal Lyl + e e e Vg ] Bol
r=te(e)lnerul Lyl + €llner Vul Al

IN
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Let a” be measurable functions.

Theorem 6 Let A = ng or A= Fz?q with 1 < p,q < oo. Then there exists
0 > 0 such that B B
[ = 0¥ [M(A)]| <6,
Vu € A and ) ‘
0;(a”0ju) = 0; f* in Q
imply
[VulAQ)[] < | FIA] + cllulLy|-

Proof. It suffices to prove an apriori estimate. Then, with v = n4/,u, and
omitting the index of n

ai(aijajv) = 3¢(@“@ﬂ7)ﬂ) + (@U)aijaju + (0:/")n
hence
Av = 3[(67 —a")dp] + 0;(a” (9ym)u) + (9m)(a” — 57)0;u
+0;(udm) — uln + 0i(nf*) + (9m) f*.
and hence, by (4.2), the assumption we have
IVolAll < (6| VulAll + [uVn|All + rlluln|Ly||
+ -1 fIA -+ d V0] By )
< cor Vol A + er T (lul Lyl + [ FIA)]]) -

We complete the proof by taking the supremum with respect to z, choose ¢
small and subtract the first term of the right hand side from both sides. B

Corollary 7 Suppose that
la*? = 67 [M(B3,)| < 6,
u € Ly, Vu € Bgélﬁc(Q) and 0;(ad;u) =0 in Q C R". Then
sup d(z)[Vu(z)| < cfful Loo||

Proof. This is an immediate consequence of the previous result applied
with A = BY | since By, | < L. |

Remark 8 This has been proven (for f = 0) by Griiter and Widman [11]
by completely different methods assuming Dinicontinuity of the coefficients.
Still other methods have been used by Cafarelli and Kenig [3] for parabolic
problems. They require a local Dini condition. Our conditions ensuring
u € C! are slightly weaker than Dini continuity for the coefficients: Cp —
M(BY, ;) (see Lemma 20) and, for f € Cp this norm becomes small if one
considers only small balls. It may be of independent interest that the bound
on the gradient is obtained by a perturbation argument.
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5. Paraproducts and properties of g — fg

It is the purpose of the first subsection to clarify that several possibilities for
defining M (A) yield the same for the spaces considered here. The second
subsection provides tools which we shall use in the proof of the main results.

5.1. Some elementary properties of the operator g — fg

We start with some notation. The operator g — f g will be denoted by T%.
Further, we put E(B;q ) the Banach space of bounded linear maps form B;,
to itself with the obvious norm and

M(B;,)={feS : fgeB;, forall geB;,q}.

For a moment we shall be a bit more general than needed later on.

Lemma 9 Suppose 1 < p,q < oo and s € R. Then [ € M(B;g) implies
Tf S L(B;’q )

This may be proven either by an application of the uniform boundedness
principle to ¢ — S’(fg) or by the closed graph theorem as in Maz’ya and
Shaposnikova [17].

In what follows we interpret M (B;,) as a subspace of L(B; ), that
means we identify f with the corresponding operator 7. In other words,
we identify M and M and drop the tilde in the sequel. We continue with
some well-known assertions, cf. e.g. [21, 4.3.2, 4.6.3, 4.9].

Lemma 10 Suppose 1 < p,q < 0o and s € R.

(i) It holds M(B; ) = M(B,"%,) and

Pq'
IFIM(By I < el fIM (Bl
(ii) We have M (B, ) < Lo and
I ool < el S IM(By ).

(i4) It holds M (B, ,) — B;

p,qunif *

(iv) Let p € Ly. If f € M(B; ), then o x f € M(B; ) and

o fFIM(B Il < Nl [Lall 1 [M (B o)l
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Later on we need also the following

Lemma 11 Suppose 1 < p,q < oo and s € R. Then
| Ty |L(Bp g )|l ~limsup || Tsiy [£(B,, )]

j—00
holds for all f € M(B; ).
Proof. The inequality
| Tssp LBy I < 1 TF 1£(By )

is a consequence of Lemma 10(iv). Concerning the reverse inequality we
employ the Fatou property of the underlying distribution spaces. If f &
M(B, ), then by definition lim; .., SifSig= fg (convergence in §’) and
by Lemma 10(iv)

S 157 f 918y 1l < eI Ty LBy ) g1 Byl

,...

Now the Fatou property of By, cf. e.g. Franke [4] or Bourdaud and Meyer
2], implies

/9185, | < C limin || 57f S7g | B, |

for some C' independent of f and g. [

5.2. Paraproducts

Let g be as in (2.2) and {p;}32, a corresponding decomposition of unity.
We have

(f - g)(z) = lim S f(x) $g(x)

oo k—2 oo k+1 co (-2
=3 Suf(x) Seg(@) +> D Sef(x) Seg(x) +> ) Sef () Skg(a
k=2 (=0 k=0 {=k—1 (=2 k=0

(here we put S_;f = 0), whenever the three sums on the right-hand side
make sense in §’. Observing Zi:o? Sif = S*2f we may rewrite these sums
as

(5.1) M(f,9)(x) = > S*f(x)Skgl),
PR

(52) Mo(f,9)(x) = > Y Suf(x)Skg(x),
k=0 {=k—1

(5.3) M(f,9)(z) = ZSef ) S 2g(x) .
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The bilinear operators II;, © = 1, 3 are called paraproducts. Their usefulness
comes to a large extent from the observation that the Fourier transforms of
Sk=2£S,g and SifS* 2g are supported in {& : 2F°2 < |¢| < 252}, Thanks
to Lemma 10(ii) we know

(5:4) L (f9) [Byg Il < el f Lol 19 1By |

where ¢ does not depend on f and g. Hence, in case we deal with sufficient
conditions it remains to estimate the paraproducts Iy and II3.

6. The pointwise multipliers of B, . and BY_,

0,00

In the first part of this section we shall give the proof of Theorem 4. The
proof of Theorem 5 is given in the second part.

6.1. The characterization of M (B, ) — Proof of Theorem 4

Proof. Step 1. Sufficiency. As pointed out in Subsection 2.3, cf. (5.4), it
will be sufficient to estimate II, and IIs.

Substep 1.1. Estimate of Il;. Inspecting the supports of the Fourier trans-
forms one obtains the identity

o0

(6.1)  Sua(f.g) = ) ZSk Sief Sig), k=34,

j=k—3/0=-1

Observe further, that for each natural number M there exists a constant ¢y,
such that

(6.2) ()] = (2m) ") F on(@) | < ear 27 (1 + 28a)

holds for all z € R", cf. (2.3). Concentrating on k& > 3 we find

SUIL (. 9)0) < O3 3 / 27 (L) S [0 (0)S,9(0)] dy

t=—1mezn ’ Qk-3m Jj=k-3
< O| fIFZA] Sup 1959 [ Looll > (1 [m])™
mezn

where C' does not depend on f and g. A simple shift argument yields the
same estimate for all x € R™. This gives

(6.3) ITI2(f, 9) | B soll < el FIF 1N 191 B2 ool -
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Substep 1.2.  The Fourier transform S;fS7~2g is supported in A = {¢ :
2771|¢] < 27%2}. Hence

Sills(f. 9) Z Si(Sj4if 57 2g)

i=—2

and

ITI3(f, 9) | Bl < ¢ Sup 1S;f $772g | Loo |

1
< o s JIS7IEal) s Znsegwoon
B

........

< c s JIS;f|Lsoll 1| g |B

,...

OOOOH7

where ¢ does not depend on f and g.

Step 2. Necessity follows from the following result and Lemma 10(ii). W
Proposition 12 Suppose f € M(BY, ). Then

Sup L+ D)1 Sif Lol + 1 1FS Nl < e ll f IM(Bo o)

Proof. Suppose that f € M(BY, ). Then
1S5 |M(Bg o) | < el f 1M (B o)

by Lemma 10. Now we test Ts,; with g(z) = ST e ¢ BY, ., which
depends on 7, but with a uniformly bounded norm. Obviously, because of

the support of the Fourier transform,

1ML (S;f, 9) | Bo soll < el f 1 Lacll 1| 9 1B ol

and

ITI2(S; £ 9) | Blosell < ¢ sup  sup || (Sjsef) ™™ |Luc|

§=0,1,... #=—1,0,1

< Cllf|Llllg|Bs

oo,oo” :

Hence, S;f - ¢g is an uniformly bounded sequence in BOOOO if and only if
II5(S; f, g) is such a sequence. We choose 27 with sup, |S; f( )| < 2|8, f(a9)]
and replace g by g;(z) = g(z—a?). Then the above arguments can be applied
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as well for S;f - g; instead of S;f - g. If j > 2 we find (since by the support
of the Fourier transforms (S;_1 +S; + S;4+1)13(S; f, g5) = I5(S; £, 9;))

J— .
I Ma(SiF,0) 1Bl = sup [[S(3 &2 5,7) | Lo
=
1, 3= -
> = ’L’2e(x17£L'J1)S' Lo
> X 1)
i1 o s
(6.4) > oo | S;f (@) |
where ¢ = |[¢1]|L,||. Hence, from the uniform boundedness of T f(g;) in

BY, ., the estimate
esup |8 £ Looll = IFIM (B2 o)

follows.

We recall that 1 is a real and radial Schwartz function. Further, we fix
0 > 0 small and choose ¢ € C§° such that

suppo C {x : Y1(z) >0}

and put g(r) = o(2"z). Finally, let

alz) =Y sj@kgij;)(x), E=0,1,...,

j=k+N

where N will be chosen later and

5 ) = sup 1@ =0

. , xreR"
yern (14 27|y[)?"

is a maximal function of Peetre-Fefferman-Stein type.

By definition [S;f(x)| < S;f(x). Moreover, as it is obvious from the
definition, either S7f = 0 (if and only if S;f = 0) or it never vanishes. So
the quotient makes sense and defines a function in L, with norm < 1. We
claim that g, K =0,1,2,... is a uniformly bounded family in Bgopo. To see
this observe

| Segr | Looll < ¢ sup )
le—j|<1

8 (o 27 ) ] = e
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Hence we have

I f 9k |BLsoll = 1S6(f gx)(0)]

o)

= e 3 [ s (o g s
> 'z—fm ;N [ s ()iﬁ‘z;dy’-

Our next aim consists in replacing S;(f vx)(y) by S; f(y) ¢¥x(y). To justify
this we use the following commutator estimate

‘/ (P ety 2IW 4 y—/sjﬂy)wk(y)g( y) 2 W) y\

551 () S0
' //% = 2) f(2) [Yn(2) — di(y)] dz 0(2y) SiJ}Ey)) dy‘
(6.5) < c2in /Sumk |;Di 2]’y )l gz ay 1120 ' 2 H

< Ci2"7 || f | Lo

with C independent of f, g, j and k. Now
Z/Sf ) () of2" )“J?()dy‘
j=k+N J )

ISP N = [S,/7)
> [ oy IO 0 dy\zaz [ PR

where we have used the specific relation between ¢ and 1. Replacing g ¥y
by ox(z — 2 ¢ (z — 2™), where % denotes the center of @, we may
use the same arguments as before without changing even the constants in
the inequalities. Moreover, we may extend the integration over ), instead
of supp ox(- — 2**) by using a fixed finite number of shifted copies of gy, 1y
Summing up over j in (6.5) to control the commutator terms we obtain

e} S. 2
IFIM(B% )| > Cy sup 2k"/Q 3 Bl W) g e 71,

keN, fezn bt N Sif(y)

where C and Cy are positive constants independent of f and N > 3. Taking
into account Lemma 10 (ii) we arrive at

66)  |fIM(BL)| > C sup 27 /Q s Blw,,

keNtezn I S]*f(y)
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It remains to compare

1S f1*(y) |
/Qk,e S fly) dy  and /QW 1S, f () dy.

By Holder’s inequality
St f(y)]"?
Sifly [i } dy
/QM| 0| 5707

| 18wl
Qe
1/2 1/2
. 1S; f(y)|?
< (/QM ij(y)dy> (/QN ST dy) :

A maximal inequality proved by Ryshkov [22] shows that

sup / 1S £ (y)] dy < esup / 1S, (y)] dy
e Qk,f ezn le

independent of f —provided j > k. Hence

1S f(y)I?
su S dy < csu / LT dy.
ZGZE/Q,“J i)l dy ZGZI’)L are SifW) Y

Combining this inequality and (6.6) we finally derive

| £IBL] = Co sup sup 27 [ 371S,f(0) dy
Q

k=0,1,... LcZn ke =R

for some constant C independent of f. This proves the claim.

603

None of the three conditions characterizing M (B, ) can be omitted.

Lemma 13 1. There exists f € Lo with sup;_;  j S f]Lool|l < 00
f &,

2. There exists [ € Loo N FY,  with sup;_;  j ||S;f]Leo|| = 0.

8. There exists f € F2, , with sup,;_;  j||S;f|Lel|l < 0o but f & L>.

but

Proof. Step 1. Claim 1 is a consequence of the apparently much stronger

statement that there is a bounded function f with sup; j [|.S; f|Leo|l <
for which ¢f is not in B}, for a smooth cutoff function ¢.

o0,

It suffices to construct an example for n = 1. If n > 1 we use the function

constructed below as function of one coordinate. We choose

f(z) =exp (z i(Mj)_1 cos(Qij)>,

j=1
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where M is a large integer to be chosen later. The function f is bounded.

Let i
= exp( Z Lcos(2Mx )) .

As we shall see below the g approx1mate fin S’
Substep 1.1 We have

6
(67) gk Lol € 572, M 21,
and hence
1
(6.8) || Sigk | Loo|| < cmin (1, Mk=7 M—k> '

Let fl =0 and
fk(,iE) = gk(gj) — gkil(aj) = gkfl(ﬂﬁ) (eMk cos(2Mkg) 1)

— gos(z) (ﬁcos(QMkat) + Rk@)), k> 2.

Clearly
e
| Rl < o
Further
)
(6.9)  Sife(z) = gea(2) Silq cos(2"%))(2) + gr—1(x) S; Ry (x)

b 1800 ) + ) ) o)

The commutator [S;, gx—1] can be estimated as follows

1550 g1-1) (g os(2") + ) 0
/w lgios(@ = 272) = guos ()
| 7% cos(2M*(x — 2792)) + Ry(x — 2792) | dz
< cME=D=I (A fg) =2

(6.10)

where we used estimate (6.7). Together with Sy (cos(28 +)(z) = cos(2Mkz)
this implies

c C

Mk
COS(2 Jl‘)|dl’—W2m

610 ISl BONI> [ 1o
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Substep 1.2 Obviously,

2kM
(6.12) ANy
(cf. (6.7)) and hence
‘ 2M]€—j
(6.13) 155 fi Loo|| < ¢ min {1, T }

The aim of this substep is to improve this estimate for j small. Let

gi-1=SM"* Vg 1+ (g — ST Vgiy).
Furthermore, by (6.8)

o1 — S™E Vg y L] < > 1Sige-1 Lol
j=Mk—M+1

< o M(k=1)—

= < )3 Mk —1)
j=Mk—M+1
&

< .

- Mk

Then, by checking the supports of the Fourier transforms

Sj[(SM(kfl)gkq)( )ﬁ COS(Qka)} -0

if j < Mk — 3. By our previous estimate this leads to (still assuming
j< Mk -3)

I5(0k1(9) 577 <o(2V41) | Lec

<[5 (9001000 cos2¥ ) = (59001 0) 7 con(2 ) ) 1|

ME

B ;
< | (gr-1(y) — SME g1 (y)) 777 82 ) | Lo

85 (7000 3 otz ) 2|

C
< —.
- M?k?
Altogether, if j < Mk — 3,
o
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Substep 1.8 Our estimates (6.13), (6.14) and (6.10) are sufficient for conver-
gence of g in BSO’q for all ¢ > 1: The functions g are uniformly bounded
in ngq N Lo. Moreover

C

N
1S;(gren = gi) [Looll = | D Sife|Leoll < Ur
Skt

where C' does not depend on N, k and M if Mk — 3 > j. This justifies

Smrf = Svrgr—1 + Smrfr + SMk( Z fe)

l=k+1

in L. By (6.14)

> C
||5Mk( > fe) [ Looll < 1737

l=k+1

and

C
SnikGi1|Loo|| < —27M,
S8k gr—1|Lool| < E

which follows by writing g,_1 = Zf;ll f; and using (6.13). Altogether we

arrive at c

S Li(B(0,1))|| >
for M sufficiently large using (6.11), the two previous estimates and
c

15 f| Loo|l < =

J
by making use of (6.13) and (6.14). This implies the first assertion.

Step 2. Let p € S be a function such that ¢(0) = 1 and supp Fo C
{¢: 2 <|¢] <2}. Then we have

(6.15)  S;0(2 ') () =Sk 02 2), i=0,1,..., k=1,2,....
We define
(6.16) flz) =Y k2 o(2"7),

k=1

it follows f € BY, ;| < Lo N Fy,; but

sup k|| Si.f (x) | Locll = sup (28 + 1) | k7 02" @) | Loc || = 0.
keN keN
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Step 3. It remains to construct f satisfying Claim 3.

Step 3.1 'To prepare our argument we start with the following claim first:
given € > ( there exists h. € C'*° with

(6.17) Sup (L+ ) [Sihe| Losll < €, [lRel FRull < &,
7=0,1,...
and
(6.18) su]RE) |he(x)| = he(0) > 1.
zER™

We put, using ¢ from the previous step
N
hyn(z) = Z k7t (Ink)~! (2" ), 2<M<N.

We have
| P | B2] = 272 M~ (In M)~ || 0| L],

cf. [21, 4.6.2]. Marschall [14] showed ng — FQ |. We observe that if the
Fourier transform of p is nonnegative it assumes its maximum at x = 0,

hence
(1+ M)

MInM’

cf. (6.15). Finally starting with M such that (6.17) is satisfied ( M ~ e'/¢)
we may choose N in dependence on M such that also (6.18) is fulfilled.

Step 3.2 We define
M
fu=Y hos.
§=0

sup(1 + ) | Siharn | Looll =

Then fu(0) > M + 1 and

Sup (L+ DSl Looll < 2.
7=0,1...

Now we claim that, if

sup (14 )19 f| Lec| < 00
Py

implies f € L., then there exists a constant C' > 0 with

11 Eooll < € sup (14 5)[|5; ool
7=0,1...
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The existence of fj; implies that such a constant cannot exist and thus
Claim 3 is true. We prove the claim. Let B be the Banach space of tempered
distributions for which the norm on the right hand side is finite. We suppose
that f € B implies f € L,,. Now we consider the sequence of operators

T, B> f— Sf€ Ly, j=0,1,....

Clearly
sup || 75 f| Loo|| < c|[f|Looll < ¢y [ £ [B]].
J

From the pointwise boundedness we derive uniform boundedness of the se-
quence Tj and thus, by the Fatou property of L,

£ Loo]l < sup |57 f|Loo|l < sup || T3]l || fB]]
J J
for all f € B. [ |

6.2. The characterization of M (B, ,) — Proof of Theorem 5

As in the preceeding section we first give a proof of the main theorem. We
verify afterwards that the conditions in the characterization of the multipli-
ers are independent.

Proof of Theorem 5. Thanks to Lemma 10(i) we have M (B, ;) =
M(B} ). So we may deal with M (B} ) instead of M(BY,).

Step 1. The estimate of II; follows from BY | < Lo and (5.4).
Step 2. We have

oo k+1
ITL(f. ) 1Bl < e sup ||S5050 D Sif Sig) Ly
J=0.L,-. k=0 (=k—1
[e'S) k+1

<c As(?p Z Z | Se.f Skg | L1l
j=

b i3 k-1

(6.19)

<cll f1Ball Ilg1BY .

with ¢ independent of f and g.

Step 3. Let Qx be the dyadic cubes defined in (2.1). We recall that the
maximal function S} has been defined in the proof of Theorem 4. Arguing
as above with the support of the Fourier transform we see that

IM(f.0) | Bl S sup 1S4 57 2g|L.
J=U,1,4,...
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Using the maximal inequality stated in Proposition 23 we find

/ |5f5”|d:v<cz > s ISt |/ 1, £ (y)] dy
Q0,0

(=0 Q1.,CQo PEQLt

<Yy e

1S9(a)) da / 1, (y)] dy
Qo

1=0 Q;,+CQo,0 Qeyt
j—2

<cd 2 max [ ISif@)ldy [ ISigle)]do.
1—0 QZ,TCQO,O QZ,T Q0,0

The same argument applies for all cubes Qg ¢, t € Z". We take the supremum

with respect to j and sum over all cubes @), to arrive at
(6.20)

j—2

IT(f,0) Bl <c sup 3 2% max /Q 1S, £ @)l dy [ 9180 |
l,r

j=Ntezr =3 Qe,rCQo,t

with ¢ independent of f and g. The estimate

j—2
MBI < (1Bl + s 572 e [ 15, s0)ld)
lr

J>2t€2m 175 Qu,rCQo,t

follows from (5.4), (6.19), and (6.20).

Step 4. Necessity. Because of 1 € BY
necessary condition.

To prove the other part we begin with the construction of useful func-
tions. For a dyadic cube @)y, the function x,, denotes its characteristic
function.

cf. Lemma 22, f € B) | is a

00,19

Proposition 14 There exists co > 0 such that for each natural number j
and each sequence of dyadic cubes {Q;, rz}e o there exists g € BY  satisfying

OO

[e.e]
1ooH < <o, Z 1Skg|Lall < co

k=j—1
~ Z QKnXZ 7’[ < |g | < Z 2£nX€ ?“g

Proof. Step 1. Preparations. Let ) be the unit cube centered at the origin
and with sides parallel to the axes. Let P = {z : |v;| <a,i=1,...,n}
with (2a)"™ = 1/2. Further, let

h(z) = xq(r) = 2xp(2).

lg|B
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Then |h(x)| <1 for all x € R". We claim
(6.21) 12 85 (h(2Y)) (@) [ La ]| < 227771

for some ¢y independent of j and ¢. After scaling we may assume that £ = 0
and that j is an integer. Suppose that 7 < 0. Then

2m//¢1 (2 (x — y))h(y) dy dz

because the mean of h vanishes. The case 5 > 0 is simpler. Here the
convolution is essentially supported in a 277 neighborhood of the jumps of
h. It is uniformly bounded, hence the estimate in that case.

Step 2. Let z;, denote the center of ();,. We define

< 023/ x| sup  [Vihi(y)|de < 2’

yeB(x,27)

J
r) =Y i 2"h(2 (x - 2,,)) .
/=1

Then

J
g |B?,oo|| < sup Z e 2711 < 3¢y,

T 4=1

independent of j and the chosen sequence {7"@}2:1. Similarly, for k& > 7,

J
ISeglLill < 2t < 20,277,
/=1

Taking ¢y = 7 ¢y the first assertion of our proposition is proved. Moreover

J J
’ Z it 2£"h(2€(x — Zir, ‘ Z " Xe, (
=1

/=1

Let M < j be even and let © € Qasr,,. Then, with 2z, = 2,,, and taking into
account the phase,

M/2-1

M
i n@i = )|z 2 2 Y 9= Q”M > 225“
/=1 (=1

The case M odd is proven in the same way. Hence the claim. [

In what follows we suppose that ¢ is as in Proposition 14. As above we
see

1,00” .

1 IM(BY I g [BYsoll = es sup || Sif S7 g |BY
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Next we want to switch from the norm in B‘f’oo to the norm in L;. We choose
g in dependence of j as in Proposition 14. In this particular situation we
have

15if glLill < USif oll( 30 WSeg 1Lall) + 1S, S72 L]

=j—1

IN

el Sif [Looll 4+ 11 S5f 57729 |BY ool
< || Sif IM(BL ) g 1BY Ll

< col FIM(B)I -

Here the second inequality holds because of supp F(S;f S7~2g) is contained
in {£: 2772 < |€] <2772} Hence

.
LSy " ISl < 1S, F oI < £
/=1 L,y

which completes the proof of necessity of the conditions. [ |

goes

then f € M(BY ) follows.

As before the conditions characterizing M (B, ;) are independent of each
other.

Lemma 16 (i) There exists a function f € BY, | such that
J
sup sup Z sup 2k”/ 1S;f(2)|dz = o0
jeN zeRn» 1 ly—z|<1 B(y,27k)
(ii) There exists a function f € Ly, such that f & ngl but
J
(6.22) sup sup Z sup 2"’”/ 1S;f(2)]dz < 0.
B(y,27%)

JeN zeR™ P70 |y—z|<1

Proof. Step 1. Let

io: h’lk‘ -2 12’“
k=2
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This function belongs to By ; but

k2

22“/ |Se2f(2)|dz = Ink.

=0 QZ,O

[e.9]

Step 2. To prove part (ii) we consider f(x) = 372, 0o(2 'z —a7), where o
is as in the proof of Lemma 13. Choosing 27 appropriate f belongs to L.
Obviously, f does not belong to BY, ;. Furthermore

/ 1S, £ ()| dy < 279D || o|Ly |
QZ,T

and this guarantees (6.22). [

7. The relation to continuous functions

7.1. Discontinuous functions in M (B?, ) and M (bmo)

00,00

It is of certain interest to clarify whether multipliers in M (BY, ) or M (bmo)
are necessarily continuous. This is clearly true for M (B, ;).

Proposition 17 We have
f(z) = cos(In(1 + |In(|z])])) € M (bmo) N M(ijo,oo).

Proof. We shall see below that M (bmo) — M(BY, ). Hence it suffices to
show that f € M(bmo). We calculate

g—é(:c)‘ <

Lj

|2(1 + [ In(l])])

, J=12...,n.

Suppose || > 2R. Then, by Poincaré’s inequality

[ W fsldy<en [ 95y er (05 A
BR x

Bpr(=)
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Now suppose that x = 0 and R < 1. If n > 2 then the argument works
without change. If n = 1 we use a Hardy type estimate instead:

(23)—1/3]0—(23)—1 /R fdy)dsz—l /R‘f—R‘l/ORfdy‘da:
<R~ / / y)|dxdy

<2 / / (2) = F(y)ldady
<2 / / / (o)l dzdyda
<R A (R = 2)|f(2)ldz

R
< 2cR72(1+ |lnR|)_1/ (R —2)dz
0
<c(l+|InR|)™

It is not hard to verify the desired estimates for all the remaining balls: if
|z] < 2R < 1, we compute with B = B(0,3R), using the estimate for z = 0,

| 1w = frenldy < ¢ 1)~ foldy
B(z,R) B(z,R)

< /|f ~ faldy
< "(14 |InR|)™*

This implies f € M (bmo) by the characterization (1.6). |
Next we will show that the discontinuity of elements of M(BY. _ ) must

00,00
be weak in a certain sense. To this end we consider extremely snnple discon-

tinuous functions. Let A be a measurable set and let x4 be its characteristic
function.

Proposition 18 Let A be a nontrivial measurable set and denote by x4 its
characteristic function.

(i) xa does not belong to M(BY, ).
(ii) xa does not belong to M (bmo).

To prepare the proof we add the following observation.
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Lemma 19 Let f € L., be such that

sup (14 5) 11 | Lucl < 00

7=0,1,...
Then, for all j > 1,
(7.1) sup sup j'/%" / |f(Y) = [Bz2-)| dy < 0.
ZE€RM j=0,1,... B(z,29)

Proof. Step 1. First we recall that S; = (5,1 + S; + S;4+1)5; and
V(S;f) = (Vi;) = f hence

sup  |Skf(y) = Skf(2)| < C2°7 || Sif | Loc|

ly—z|<2—7

and
20m /( ) 1Skf (y) = (k) B2l dy < C2577 || Spf | Lol
B(x,2—7

from which we derive that

J
. . . . 1 Cy
72 2" [ S~ (S sy < e Y B <2
B(r2) e kZ:O kel
using our assumption on f. Here ¢y does not depend on j.
Step 2. 'We have, for j > 2,
1/2

HZS’kﬂbmo‘ ~ supQK”/ Z |Spf|? dx
. x,l B(z,27%)

k>max(j,0)

since the two norms are equivalent (recall that SySyf = 0 for k£ > 2). Hence

If — S flomol® < csup 2 / S SefPda
B(xz,2%)

T2 k>max(5,0)

IN

ey (L+k)~? sup(l + O2|Sef ] Lo I*
h=J

IN

! St;p(l +0)%]1Sef| Loo|®

which implies the desired estimate. [
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Proof of Proposition 18. Since x4 is locally integrable almost all points
of R™ are Lebesgue points of x4. Hence

e—0

lim ¢, te™" / ( xaly)dy = { (1) almost everywhere .
B(z,e)

For each € > 0 we may select two Lebesgue points 1 (¢), () of x4 such
that

2 1
Cple™" / xaly)dy = 5 and cpe " / xaly)dy < 3.
(z1(e)8) B(wz(e).€)
The function g(z) = [ Blwe) Xa(y)dy is continuous. Consequently, on the

way from z;(g) to x9(e) we find a point z. such that

e [ =3
B(ze,e)

But this implies
—1_—n 1
(7.3) Cn € IXa(y) — (X4)Bo)|dy = 5 .
B(ae ) 2

The equation (7.3) immediately implies (i). The second assertion is a con-
sequence of the characterization of M (bmo ) since M (bmo) — M (B, ) by
Lemma 21 below. [

7.2. Continuous functions in M(BJ )

In what follows we are interested in large spaces of continuous functions
which imbed into multiplier spaces. For the definition of the classes C¢ see
the Appendix.

Lemma 20 (i) We have Cq — M(BY, ) if and only if ¢ = 1.
(ii) We have C1'™™l — M(bmo) — M(BY, ..)-

Proof. The implication C — M(BO ) follows from C} = Cp, Cp — B%,
of Lemma 30 and the trivial imbeddmg B | — F%

For the other direction we observe that C’ — C"ln if and only if q 1
(Lemma 29) and the same arguments as there show that Cy — M(BY, )
only if ¢ = 1.

The first assertion in (ii) follows directly from the definition. The second
imbedding is part of Lemma 21. [
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8. The relation between M (bmo), M(BY, ) and M(BY, ;)

Lemma 21 (i) We have M(bmo) — M(B2, ).
(1) There exists a function in Ny M (BY ) but not in M(bmo).
(ii) There exists a function in M(bmo) but not in M(BY, ).
() There exists a function in M(BY, ;) but not in M(BY, ).

Proof. Step 1. We recall that
1/2
16 mo )| ~ 11wl 4500 sup (] (R [ (f = gapar)
©  R<1/2 B(«,R)

In Section 2 we may choose the dyadic partition of unity so that the inverse
Fourier transforms 1; have compact support —thereby loosing the compact
support in the Fourier space and replacing it by fast decay. Then S; is the
convolution with the function t; which is supported on a ball of size 277
with mean zero (if j > 1) and bounded L;-norm. In addition we require
[ to(x) dx = 1. Hence for j > 1 by using [ ;(y)dy = 0 we find

[S;f ()] < 22| f — folLa(B(x,c277)|| < ¢j || fI1M (bmo)].

This shows that f satisfies the third condition in (1.7).
Substep 2.1 We claim that

(8.1) If = &7 flbmol| < cj~ || f1M (bmo )]

Clearly ' '
IVS7f| Lol < 2757 1| f|M (bmo) |

which implies the desired bound for all k£ > j:
[ W) = S o dy < e 2 M o) |
B(z,2—
On the other hand

gk / () — 8 f(y)|dy < ¢ sup 2" / ) — S ()| dy.
B(z,2%) T B

(2,279)

The function v is radial and decreasing. We may write it as

Uo(z) = /000 h(r)X B (x) dr
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where h(|z|) = —0,v¢0(x). In particular

/hdr =1
and
N RO

N 2j”/m2j
= [ L e @) — st 2wy drdy

< 9j(n+1) / / h(ZJt) " ’ f(z) — fB(z,t) ‘ dtdz .
B(z,2779) JO

The function 1y has compact support. Hence the integration with respect
to ¢ is restricted to [0, ¢277]. With B = B(x, ¢277) this leads to

/ |f(2) = fpeoldz < (1427277 / |f(2) = fBldz.
B(z,2779) B
Altogether we end up with

I < /If fBIdz/ h(27¢) " (1 + ¢~ "279") 27 at

dz

/ Go(@ (= — ) (=) — F(y))dy

dz

< cgin / F(2) — faldz.

Consequently

2Jn /B(x,2j)‘f(2)_fB($’2j)’dZ < C|B’1/B|f(z) — fpldz

IN

1
°3 I |M(bmo)]|.

This proves our claim (8.1).

Substep 2.2 It remains to prove M (bmo) — Fgovl. Both spaces are charac-
terized by a supremum over balls. Scaling shows that the worst case is the
case when the radius of the ball is large (but smaller than 1/2 lets say). Let
B be a ball of radius 1/2 and a; = [ |S; f| dz. Then, by (8.1) we obtain

i 5\ 1/2 e ) 1/2
(;%) < c(kE: B|Skf| d:):)
=j =j
< allf =S flomol|
< oy I fIM (bmo ).
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Thus

o0
>4
=1

IA
e~
I M
=i
FNY)
™
o
8

IN
S
=
N
<

N [9*]
s
o

< 106 Sk H YA £ M (bmo )|
k=1

< 2leq [|f[M (bmo)|

where we used Holder’s inequality in the third step.

Step 3. Let
f(zq,. Zk ! (Ink)~ 2 sin 2%z .
=2
Thanks to

Sef(x) = k™' (Ink)~? sin 2%z, , k>2,

it becomes obvious that f belongs to all spaces M(Bg’q ), 1 < p,q < oo, cf.
(1.9). It remains to disprove f € M (bmo). We compute

/ Z|Skf|2dx>cZk 2 Ink|™ > ¢j 2.
B(0,277) =5

This implies by (8.1) that f & M (bmo).
Step 3. We have seen that there exist discontinuous functions in M (bmo )
but not in M (B2, ;) — By, — C(R").
Step 4. To prove part (i) one can use the function defined in (6.16). [

9. Appendix

We collect a few properties of Besov and Triebel-Lizorkin spaces. If there is
no appropriate reference we shall give proofs.

Lemma 22 The function f =1 belongs to ng if and only if p = oo.
Proof The assertion follows from the identity

_ 1 if J=0,
F g F1 () :{ 0 otherwise .
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For a function ¢ € S satisfying o(y) = 0 if |y| > d we put

(9.1) Q*’af<l') = sup f_l[gf](x—y)

. zeER", feS.
yeR” I+ |dy‘a

This is a maximal function of Peetre-Fefferman-Stein type. Corresponding
maximal inequalities are proved in several places. Here we need the follow-
ing, cf. Triebel [30, 2.3.6].

Proposition 23 Let 1 < p < oo. Let {p;}32, be the system defined in
(2.3). Then there exists a constant ¢ such that

107 FILIl < el F~ s F AL
holds with ¢ independent of f € 8" and j.

There is a large variety of generalizations even of spaces of Besov-Lizorkin-
Triebel type, in particular in the Russian literature. Here we concentrate on
classes in a certain sense close to spaces of smoothness zero. Recall

wp(t, f) = sup [| f(w +h) = f(2) [Lpl,  ¢>0.

|h|<t

Definition 24 Let ¢ : (0,1] — R be a non-increasing positive function.
(i) Let 1 < p, ¢ < oco. Then we put

1 qd 1/q
g, = {re 1= 17100+ ([ Cme.n)S) <o),

if ¢ < oo and

B ={£ €Ly IFIBLN =S 1L+ s o0)(,1) < o0}

if ¢ = 0.
(ii) In case p = oo we put C¢ = B¢, and in particular, C¢ = BE .
(iii) If o =1, then we put C¢ = C,. If in addition ¢ = 1 we use C; = Cp.

Remark 25 Spaces of type B have been investigated e.g. in Gol’dman
8,9, 10]. A survey has been given by Lizorkin in a supplement to the russian
translation of Triebel’s book [31].
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We shall prove a Fourier-analytical characterization of the classes B2,
which seems to be of independent interest.

Proposition 26 Let o : (0,00) — R be a non-increasing positive function
such that o(t) =1 if t > 1. We suppose

_ o(v)
9.2 sup t % su < 0
( ) 1§t<poo 0<vI<)1 Q(tv)
for some 0 < a < 1. Then it holds
() l/q
B2, = {f €L, IfILI+ (Z o(2) | f - S”f|Lp||q> < oo}
=0

if ¢ < oo in the sense of equivalent norms with the usual modifications if
g = o0

Proof. Step 1. Following Nikol’skij (cf. e.g. [18, 5.2.1] or [24]) we have
the existence of a function g € § such that

fla) — S9f(z) = /Ooo g(r) ! / | (AL, f)(x) dydr

holds for all f € Ly + Ly and all j = 0,1,... Let Iy = [0,1) and let
I, = [212% ) ¢ =1,2,... Then it follows from the generalized Minkowski
inequality

=Sl [l [ AL s i)

(9.3) <cn Z/ (N1 2€ J f)dr

where N > 1 is at our disposal. For convenience, let us put

M =sup t™* sup o(v) .
t>1 0<v<1 0(tv)
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Using (9.3) it follows

00 1/q
(T aeir-ssiz,10)
=0

> e 1/q
< CNZQ“V< Qq(2j)wp(2”,f)">
/=0 =0
0 ¢
< 2evy 2 D@L
=0 =0
& 1/q
0'(27") ) P
+ su HOLAVEND) ]’ q
(kep 01(20-F) j§1g( ) wy( f)

and

All together this results in
> A . 1/q 1 dt 1/q
(T oenir-san) <c (15l [ souenr )
=0 0

choosing N large enough.

Step 2. To prove the remaining inequality we employ some maximal func-
tion technique, cf. Appendix B. Following Triebel [30, formula 2.5.11/(6),(7)]
we derive

sup [ALf()] < sup | ALS“f(x) |+ sup [ AL (f=Sf)(2)]

|h|<2-¢ |h|<2—¢ |h|<2—¢

< (Z 25 | f (@) | 4+ | (f— L)) |),



622 H. KocH AND W. SICKEL

where ¢ is independent of f, ¢, 7 and x. Hence, making use of a corresponding
maximal inequality and the triangle inequality in ¢, we find

1 di\ V4 o0 14
(/0 (o(t) wy(t, f))qj) < (Z (@(2“):35@ ||Aif\LpH)q)

=0
0 L 1/q
< ¢ {Z 0(275)1 (Z 27" || Se—m f |Lp||)
=0 m=0
0 1/q
+ < 027 f - SZfILqu> }
(=0

o) ¢ q
> o(27) (Z 27" || St f ILpII) !
m:OC>C> N g
<> 2 <Z o2 || Se=mf ILp||q>
1/q
2" )| Seem f ILqu)

s 1/q
<c (Il FIL I+ 0" @7 (1 f = S°F ILqu) :
0=0

where we used (9.2) and 0 < o < 1. This proves the desired assertion. W

Remark 27 As a consequence of this characterization we obtain the mono-
tonicity of BS  with respect to g.

Remark 28 The conditions on g are not very restrictive. It is mainly an
upper bound near zero given by 1/t (put v = 1/t in the admissibility con-
dition (9.2)). Examples satisfying the requirements on ¢ are o(t) = t~,
0<a<l,p(t)=|nt|* a>0,and o(t) = In“|Int|, « > 0 for small t.

Lemma 29 Suppose o satisfies (9.2). Then the following assertions are
equivalent:

(i) C& —{feC: sup_1o. jll9if|Lell < o0};
(i) Cg— O
(11i)  there exist constants ¢; and cy such that

1
(9.4) |Int| < ¢ 0(t) forall t<cy < 5"
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Proof. The equivalence of (ii) and (iii) is obvious. (iii) implies (i) by
Proposition 26. It remains to prove that (i) implies (iii). Let 0 € S be a
function such that supp Fo is supported in a ball of radius % and center
(7/4,0,...,0). Further, we may assume sup,cgn |0(2)] = 0(0) = 1. Then
we investigate functions of the type:

fle) =Y ayo(2a),

The advantage of this construction consists in So f = 0, S; f(x) = a;j 0(2/ " 'z)
and || S;f |Lwl|| = || for all j > 1. By Proposition 26 || f |CZ|| < oo if

[e.e]

Z\aj|<oo and sup 0(277)| Z ag | < 0.

= §=0,1,... he

Now we assume that (ii) is not true. Then there exists a sequence of points
t; tending to zero and satisfying

7% o(t;) < |Int;|.

By monotonicity of ¢ we may assume t; = 2740) | where £(j) denotes an
appropriate sequence of natural numbers. In view of p(t) > 1 this implies
() > j. Choosing ay;y = 1/(j% 0(27D)) and oy, = 0 if k # £(j) for all j,
then the corresponding f belongs to C' but ay;) €(j) > j. Hence (i) implies
(iii). [ |

Lemma 30 (i) Let 1 < g < co. Then C}* — Cp = Cy — CRNBY, ;.
(i) We have C) — B

00,1

if and only if ¢ < oco.

Proof. Step 1. We deal with the second part of the chain of embeddings
(i). We employ Proposition 26 and the following monotonicity property. To
this end let || f — S7f |Loo|| = ;. Suppose k < j and ay < «;. Then

aj |1 f = S"f |Locll + | S (S™f = f) | Lo
<A +IF o Lol + 1 7 o [ Lall) o

Hence, the sequence «; is essentially monotone. Elementary analysis yields
that 2/ap; — 0 for j — oco. Consequently, the sequence (In j) a; is bounded.
The embedding C'p — ij()’1 follows simply by Proposition 26 and the tri-
angle inequality.
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Step 2. 'To prove the first part it is enough to apply Proposition 26 together
with Holder’s inequality.

Step 3. We prove (ii). The function

o) =3 ko2 (2 — a))

does not belong to BY, ;. To guarantee f € C2 we choose z¥ = (2%,0,...,0).
Then the assertion follows from

B> Sef()] = kD i e@ Nz —a))
j=k =k
< emk ) jA+2 e -2
j=k

< ey Z (1+ 277 o —29))™™
j=1

< O<o0o. [ |
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