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Optimal Orlicz-Sobolev embeddings

Andrea Cianchi

Abstract

An embedding theorem for the Orlicz-Sobolev space W 1,A
0 (G),

G ⊂ R
n, into a space of Orlicz-Lorentz type is established for any

given Young function A. Such a space is shown to be the best possible
among all rearrangement invariant spaces. A version of the theorem
for anisotropic spaces is also exhibited. In particular, our results re-
cover and provide a unified framework for various well-known Sobolev
type embeddings, including the classical inequalities for the standard
Sobolev space W 1,p

0 (G) by O’Neil and by Peetre (1 ≤ p < n), and by
Brezis-Wainger and by Hansson (p = n).

1. Introduction and main results

A form of the standard Sobolev inequality, also called Sobolev embedding
theorem, amounts to the following statement. Let G be an open subset
of R

n, n ≥ 2, and let W 1,p
0 (G), 1 ≤ p ≤ ∞, denote the first order Sobolev

space of those real-valued weakly differentiable functions in G, vanishing
on ∂G, whose gradient belongs to Lp(G). If 1 ≤ p < n, then a constant C,
depending only on n and p exists such that

(1.1) ‖u‖Lp∗ (G) ≤ C‖|∇u|‖Lp(G)

for every u ∈ W 1,p
0 (G). Here

p∗ =
np

n − p
,

the Sobolev conjugate of p, and ∇ stands for gradient (see e.g. [24, 34]).
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If p > n and the Lebesgue measure |G| of G is finite, then there exists a
constant C, depending on n, p and |G|, such that

(1.2) ‖u‖L∞(G) ≤ C‖|∇u|‖Lp(G)

for every u ∈ W 1,p
0 (G).

In the borderline situation where p = n, inequality (1.1) is known to
hold, for every G having finite measure, with p∗ replaced by any number
greater than or equal to 1. However, a stronger result, proved in [31] (see
also [27, 33]) is available. Namely,

(1.3) ‖u‖exp Ln′(G) ≤ C‖|∇u|‖Ln(G)

for some constant C, depending only on n and |G|, and for every u ∈
W 1,n

0 (G). Here, exp Ln′
(G) denotes the Orlicz space associated with the

Young function expn′
(s) = esn′ −1, and n′ = n

n−1
, the Hölder conjugate of n.

Throughout the paper, a function A : [0,∞) → [0,∞] will be called a Young
function if it is convex (non trivial), left-continuous and vanishes at 0; thus,
any Young function A admits the representation

(1.4) A(s) =

∫ s

0

a(r) dr for s ≥ 0,

where a : [0,∞) → [0,∞] is a non-decreasing, left-continuous function,
which is neither identically equal to 0 nor to ∞. The Orlicz space LA(G) is
the Banach space of those real-valued measurable functions u in G for which
the Luxemburg norm

(1.5) ‖u‖LA(G) = inf

{
λ > 0 :

∫
G

A

( |u|
λ

)
dx ≤ 1

}
is finite. Note that LA(G) = Lp(G) if A(s) = sp for some p ∈ [1,∞);
moreover, LA(G) = L∞(G) (up to equivalent norms) if A(s) is any Young
function which vanishes for small s and equals ∞ for large s.

After the contributions of [16] and [1], and the result of [29] dealing
with embeddings into L∞(G), in [10] we established a sharp extension of
inequalities (1.1)−(1.3) to the case where Lebesgue norms are replaced by
any Orlicz norm on the right-hand side. This result, in an equivalent form
contained in [11]–[14], can be stated as follows. Let G be either R

n, or
any open subset of R

n having finite measure. Given any Young function A
such that

(1.6)

∫
0

(
r

A(r)

) 1
n−1

dr < ∞,
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define An : [0,∞) → [0,∞] as

(1.7) An(s) = A ◦ Hn
−1(s) for s ≥ 0,

where Hn
−1 is the (generalized) left-continuous inverse of the function Hn :

[0,∞) → [0,∞) given by

(1.8) Hn(r) =

(∫ r

0

(
t

A(t)

) 1
n−1

dt

) 1
n′

for r ≥ 0

(and A(∞) is taken equal to ∞). Then An is a Young function and there
exists a constant C such that

(1.9) ‖u‖LAn (G) ≤ C‖|∇u|‖LA(G)

for every function u from the Orlicz-Sobolev space W 1,A
0 (G) of those weakly

differentiable functions in G, which decay to 0 on ∂G, and whose gradient
belongs to the Orlicz space LA(G). Moreover, LAn(G) is the optimal Orlicz
range space in (1.9), in the sense that if an inequality of type (1.9) holds
with LAn(G) replaced by some other Orlicz space, then the latter must
contain LAn(G).

In particular, inequality (1.9) reproduces (1.1)−(1.3), and informs us
about the fact that the spaces on the left-hand sides of (1.1)−(1.3) are the
best possible in the framework of Orlicz spaces.

On the other hand, inequalities (1.1) and (1.3) can be improved if the
class of admissible norms on the left-hand sides is enlarged. Indeed, if 1 ≤
p < n, then there exists a constant C such that

(1.10) ‖u‖Lp∗,p(G) ≤ C‖|∇u|‖Lp(G)

for every u ∈ W 1,p
0 (G), where Lp∗,p(G) is a Lorentz space ([25, 26]). Recall

that the Lorentz space Lp,q(G), where either 1 < p < ∞ and 1 ≤ q ≤ ∞, or
p = q = ∞, is the space of all real-valued measurable functions u in G such
that the quantity

(1.11) ‖u‖Lp,q(G) = ‖s 1
p
− 1

q u∗(s)‖Lq(0,|G|)

is finite. Here, u∗ denotes the decreasing rearrangement of u. Inequal-
ity (1.10) is stronger than (1.1), since Lp∗,p(G) is strictly contained in Lp∗(G)
for every G ⊂ R

n.
The improved version of (1.3) was obtained in [8] and [21] (and can

also be derived from certain capacitary estimates of [24]) and tells us that,
if |G| < ∞, then for some positive constant C and for every u ∈ W 1,n

0 (G),

(1.12) ‖u‖L∞,n(log L)−1(G) ≤ C‖|∇u|‖Ln(G)

where L∞,n(log L)−1(G) is a Lorentz-Zygmund space.
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In general, if |G| < ∞, α ∈ R, and either 1 < p < ∞ and 1 ≤ q ≤ ∞,
or p = q = ∞, then the Lorentz-Zygmund space Lp,q(log L)α(G) is defined
as the space of all real-valued measurable functions u in G such that the
expression

(1.13) ‖u‖Lp,q(log L)α(G) =
∥∥s

1
p
− 1

q (1 + log(|G|/s))αu∗(s)
∥∥

Lq(0,|G|)

is finite. Again, one can show that L∞,n(log L)−1(G) is strictly contained
in exp Ln′

(G).

The spaces Lp∗,p(G) and L∞,n(log L)−1(G) are known to be the best pos-
sible in inequalities (1.10) and (1.12), respectively, among all the so-called
rearrangement invariant (briefly, r.i.) spaces —see [15, 18]. Loosely speak-
ing, these are the Banach function spaces where the norm of the function
depends only on its size, in the sense that it depends only on the measure of
its level sets or, equivalently, on its decreasing rearrangement. Since L∞(G)
is contained in any other r.i. space on G if |G| < ∞, inequality (1.2) is
also the best possible as far as r.i. range spaces are concerned (although it
can be strengthened on allowing norms of a different nature, such as Hölder
norms, on the left-hand side). Therefore, inequalities (1.1)−(1.3) answer
the question of the optimal r.i. range space in Sobolev inequalities when the
domain space is W 1,p

0 (G).

In the present paper we solve an analogous problem in the more gen-
eral context of Orlicz-Sobolev domains W 1,A

0 (G). Namely, given a Young
function A, we find the smallest r.i. space into which W 1,A

0 (G) is contin-
uosly embedded. The solution to this problem is provided by a space of
Orlicz-Lorentz type on G (or by its intersection with L∞(G)) from the fam-
ily defined as follows, which includes (up to equivalent norms) the spaces
Lp∗,p(G) and L∞,n(log L)−1(G) —see Example 1.1 below.

Definition 1.1 Let G be a measurable subset of R
n, n ≥ 1. Let q ∈ (1,∞)

and let D be any Young function such that

(1.14)

∫ ∞ D(r)

r1+q
dr < ∞.

Then we define L(q,D)(G) as the space of real-valued measurable functions
u on G for which the quantity

(1.15) ‖u‖L(q,D)(G) = ‖s− 1
q u∗(s)‖LD(0,|G|)

is finite.
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Proposition 2.1, Section 2, ensures that L(q,D)(G) is an r.i. space and that
the expression ‖u‖L(q,D)(G) is actually a norm on L(q,D)(G). Hence, also
L(q,D)(G) ∩ L∞(G), endowed with the norm

(1.16) ‖u‖L(q,D)(G)∩L∞(G) = ‖s− 1
q u∗(s)‖LD(0,|G|) + ‖u‖L∞(G),

is an r.i. space on G. Observe that L(q,D)(G) ∩ L∞(G) trivially equals
L∞(G) whenever |G| < ∞.

The function BA,n associated with A and n as in the following definition
plays a role in our embeddings.

Definition 1.2 Let q ∈ (1,∞) and let A be any Young function A satisfying

(1.17)

∫
0

(
r

A(r)

) 1
q−1

dr < ∞.

We define the function BA,q : [0,∞) → [0,∞] as

BA,q(s) =

∫ s

0

b(r) dr,

where b is the left-continuous function in [0,∞) such that

(1.18) b−1(s) =

(∫ ∞

a−1(s)

(∫ t

0

(
1

a(r)

) 1
q−1

dr

)−q
dt

a(t)q′

) 1
1−q

for s ≥ 0.

Here, a is the function appearing in (1.4), and a−1 and b−1 are the (gener-
alized) left-continuous inverses of a and b.

It turns out that BA,q is always a (finite-valued) Young function satisfying
condition (1.14) (Proposition 2.2, Section 2), and hence L(q,BA,q)(G) and
L(q,BA,q)(G) ∩ L∞(G) are r.i. spaces.

Example 1.1 If A(s) = sp, with 1 ≤ p < n, then BA,n(s) is equivalent
to sp, and hence

L(n,BA,n)(G) = L(n,A)(G) = L(p∗, p)(G),

up to equivalent norms. If A(s) = sn for large s and satisfies (1.6), then
BA,n(s) is equivalent to sn log−n(1+ s) near infinity, and by [4, Lemma 6.12,
Chapter 4]

L(n,BA,n)(G) = L∞,n(log L)−1(G),

up to equivalent equivalent norms, provided that |G| < ∞.
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Our main result reads as follows.

Theorem 1.1 Let n ≥ 2 and let G be either R
n, or an open subset of R

n

having finite measure. Let A be any Young function satisfying (1.6).

I. If

(1.19)

∫ ∞ (
r

A(r)

) 1
n−1

dr = ∞,

then there exists a constant C1, depending only on n, such that

(1.20) ‖u‖L(n,BA,n)(G) ≤ C1‖|∇u|‖LA(G)

for every u ∈ W 1,A
0 (G).

II. If

(1.21)

∫ ∞ (
r

A(r)

) 1
n−1

dr < ∞,

then there exists a constant C2, depending only on n and
∫∞

0
Ã(r)

r1+n′ dr , such
that

(1.22) ‖u‖L(n,BA,n)(G)∩L∞(G) ≤ C2‖|∇u|‖LA(G)

for every u ∈ W 1,A
0 (G). Here, Ã denotes the Young conjugate of A.

Moreover, L(n,BA,n)(G) and L(n,BA,n)(G)∩L∞(G) are the optimal r.i.
range spaces in inequalities (1.20) and (1.22), respectively, in the sense that
if (1.20) [resp. (1.22)] holds with L(n,BA,n)(G) [L(n,BA,n)(G) ∩ L∞(G)]
replaced by some other r.i. space X(G), then

L(n,BA,n)(G) ⊆ X(G) [L(n,BA,n)(G) ∩ L∞(G) ⊆ X(G)],

with continuous inclusion.

Remark 1.1 Assumption (1.6) is indispensable for an inequality of the type

‖u‖X(Rn) ≤ C‖|∇u|‖LA(Rn)

to hold for some r.i. space X(Rn), for some constant C and for every
u ∈ W 1,A

0 (Rn), as shown by Corollary 2.1, Section 2. When |G| < ∞,
assumption (1.6) is irrelevant in Theorem 1.1. Actually, A can be replaced,
if necessary, by another Young function which is equivalent to A near in-
finity and makes the integral in (1.6) converge. Such a replacement turns
‖ · ‖LA(G) into an equivalent norm, up to multiplicative constants depending

on A and |G|, and hence leaves W 1,A
0 (G) unchanged.
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Remark 1.2 Inequality (1.20) is equivalent to the integral inequality

(1.23)

∫ |G|

0

BA,n

(
C−1

1 s−1/nu∗(s)
)
ds ≤

∫
G

A(|∇u|) dx

for every u ∈ W 1,A
0 (G). Indeed, (1.23) implies (1.20) by the very definition

of Luxemburg norm in Orlicz spaces. Conversely, on applying (1.20) with
A(s) replaced by A(s)/M , where M =

∫
G

A(|∇u|) dx, and observing that
BA,n(s) is transformed into BA,n(s)/M after this replacement, one easily
obtains (1.23).

Remark 1.3 If |G| < ∞ and (1.21) is in force, then Theorem 1.1, Part II,
reproduces the fact that L∞(G) is the optimal r.i. range space for embed-
dings of W 1,A

0 (G) ([10, 29]).

Remark 1.4 Obviously, Theorem 1.1 and inequality (1.9) tell us that ei-
ther L(n,BA,n)(G) or L(n,BA,n)(G) ∩ L∞(G) is (continuously) included
in LAn(G), according to whether (1.19) or (1.21) is fulfilled. However, also
a direct proof of these inclusions can be accomplished, by techniques sim-
ilar to those which will be used to prove the optimality of Theorem 1.1 in
Section 4. This enables to recover inequality (1.9) via Theorem 1.1.

In view of Example 1.1, one is led to expect that BA,n is equivalent to A
in sub-limiting cases, but that BA,n grows more slowly than A in border-
line situations. This is actually the case. Indeed, one can show that A
always dominates BA,n (Proposition 5.1, Section 5), and that A and BA,n

are equivalent if and only if A(s) is essentially below sn. A precise statement
of the latter assertion is given in Proposition 5.2, Section 5, and involves the
notion of Matuzewska-Orlicz indices. Recall that if φ is a real-valued, in-
creasing and striclty positive function in (0,∞), the upper index I(φ) of φ
is defined as

(1.24) I(φ) = lim
λ→∞

log
(
sups>0

φ(λs)
φ(s)

)
logλ

.

The upper index at infinity I∞(φ) and the upper index at zero I0(φ) are
defined analogously, with sups>0 replaced by lim sups→∞ and lim sups→0+,
respectively. The lower indices i(φ), i∞(φ) and i0(φ) are defined with sups>0,
lim sups→∞ and lim sups→0+ replaced by infs>0, lim infs→∞ and lim infs→0+,
respectively. Note that I0(φ) and i0(φ) are well defined even if φ takes the
value ∞. Combining Theorem 1.1 with Proposition 5.2 yields the following
characterization of non-limiting optimal embeddings.
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Corollary 1.1 Let n ≥ 2 and let A be any Young satisfying (1.6).

I. Assume that (1.19) holds. Then:

(i) L(n,A)(Rn) is the optimal r.i. range space for embeddings of W 1,A
0 (Rn)

if and only if A is finite-valued and I(A) < n;

(ii) Given any open set G ⊂ R
n having finite measure, L(n,A)(G) is the

optimal r.i. range space for embeddings of W 1,A
0 (G) into r.i. spaces if

and only if A is finite-valued and I∞(A) < n.

II. Assume that (1.21) holds. Let Â be any Young function which agrees

with A near 0 and satisfies
∫∞ Â(r)

r1+n dr < ∞. Then L(n, Â)(Rn) ∩ L∞(Rn)

is the optimal r.i. range space for embeddings of W 1,A
0 (Rn) if and only

if I0(A) < n.

Example 1.2 Let G be an open subset of R
n having finite measure. We

shall exhibit the optimal Orlicz range space and the optimal r.i. range
space for embeddings of W 1,A

0 (G) when A is a Young function which equals
splogα(1 + s) for large s, where either p = 1 and α ≥ 0, or p > 1 and α ∈ R.
Let us mention that special instances of this example overlap with results
scattered in various papers, including [2, 3, 8, 10, 15, 17, 18, 19, 20, 21, 25, 26]

Case 1 ≤ p < n. Condition (1.19) is fulfilled. The Young function An(s)
is equivalent to sp∗ log

nα
n−p (1 + s) near infinity; thus the Orlicz space associ-

ated with this Young function agrees with the optimal Orlicz range space
LAn(G). Since I∞(A) = p < n, then by Corollary 1.1 the optimal r.i. space
is L(n,A)(G). By [4, Lemma6.12, Chap. 4], the latter space agrees (up
to equivalent norms) with the Lorentz-Zygmund space Lp∗,p(log L)α/p(G).
Notice that this reproduces (1.10) when α = 0.

Case p = n, α < n−1. Condition (1.19) is in force. The optimal Orlicz range
space LAn(G) equals the Orlicz space associated with the Young function

es
n

n−1−α − 1.

The Young function BA,n(s) is equivalent to sn(log(1 + s))α−n near infin-
ity. Thus, by [4, Lemma 6.12, Chap. 4], the optimal r.i. range space
L(n,BA,n)(G) agrees with the Lorentz-Zygmund space L∞,n(log L)α/n−1(G).
In the special case where α = 0, this recovers (1.12).

Case p = n, α = n − 1. Condition (1.19) is satisfied. The Orlicz space
associated with the Young function

eesn′
− e

is the optimal Orlicz range space.
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The Young function BA,n(s) is equivalent to

sn(log(1 + s))−1(log(1 + log(1 + s)))−n

near infinity. Hence, by a simple extension of [4, Lemma 6.12, Chap. 4], we
deduce that the optimal r.i. range space L(n,BA,n)(G) agrees with the gen-
eralized Lorentz-Zygmund space L∞,n(log L)−1/n(log log L)−1(G) equipped
with the norm

‖u‖L∞,n(log L)−1/n(log log L)−1(G) =(1.25)

= ‖s−1/n(1+log(|G|/s))−1/n(1+log(1+log(|G|/s)))−1u∗(s)‖Ln(0,|G|).

Cases p > n, or p = n and α > n − 1. Condition (1.21) is now fulfilled.
The Young function An(s) equals ∞ for large s. Thus, L∞(G) is the optimal
Orlicz range space, and also the optimal r.i. range space for embeddings
of W 1,A

0 (G).

Theorem 1.1 can be extended to deal with anisotropic Orlicz-Sobolev
spaces, involving Orlicz type norms depending on the full gradient of a
function and not necessarily on its modulus − see e.g. [22, 32]. These norms
are defined by means of generalized Young functions, namely of continuous
convex functions A : R

n → [0,∞] satisfying A(0) = 0, A(ξ) = A(−ξ) and
such that {ξ ∈ R

n : A(ξ) ≤ t} is a compact set, whose interior contains 0,
for every t > 0. The anisotropic Orlicz-Sobolev space W 1,A

0 (G) is defined as
the space of real-valued weakly differentiable functions u in the open set G,
decaying to 0 on ∂G, for which the quantity

(1.26) ‖∇u‖LA(G) = inf

{
λ > 0 :

∫
G

A
(∇u

λ

)
dx ≤ 1

}
is finite. Simple instances of generalized Young functions are those obeying

(1.27) A(ξ) =

n∑
i=1

Ai(|ξi|) for ξ ∈ R
n,

where Ai(s), i = 1, . . . , n are Young functions and ξ = (ξ1, . . . , ξn). In
particular, the choice Ai(s) = spi , with pi ≥ 1, reproduces to the usual
anisotropic Sobolev space (see e.g. [5, 30]). A less standard example (a
modification of one from [32]) is provided, for n = 2, by the generalized
Young function defined as

(1.28) A(ξ1, ξ2) = |ξ1 − ξ2|p1 + |ξ1|p2 logα(k + |ξ1|) for (ξ1, ξ2) ∈ R
2,

where k is a sufficiently large constant, p1 ≥ 1, and either p2 = 1, α ≥ 0, or
p2 > 1, α ∈ R.
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Our embedding for the space W 1,A
0 (G) makes use of the Young function

A� : [0,∞) → [0,∞] whose graph yields the profile of the graph of the
symmetric rearrangement of A. In other words, A� is the Young function
satisfying

|{ξ ∈ R
n : A(ξ) ≤ t}| = |{ξ ∈ R

n : A�(|ξ|) ≤ t}| for t ≥ 0.

In particular, it is not difficult to verify that, if A has the form (1.27), then
A�(s) is equivalent to the function A whose (right-continuous) inverse is
given by

(1.29) A−1
(r) =

( n∏
i=1

A−1
i (r)

)1/n

for r ≥ 0.

The anisotropic version of Theorem 1.1 can be stated as follows.

Theorem 1.2 Let n ≥ 2, and let G be either R
n, or an open subset of R

n

having finite measure. Let A be any generalized Young function satisfying

(1.30)

∫
0

(
r

A�(r)

) 1
n−1

dr < ∞.

Let BA�,n be given as in Definition 1.2, with A replaced by A�.

I. If

(1.31)

∫ ∞ (
r

A�(r)

) 1
n−1

dr = ∞,

then there exists a constant C1, depending only on n, such that

(1.32) ‖u‖L(n,BA�,n))(G) ≤ C1‖∇u‖LA(G)

for every u ∈ W 1,A
0 (G).

II. If

(1.33)

∫ ∞ (
r

A�(r)

) 1
n−1

dr < ∞,

then there exists a constant C2, depending only on n and
∫∞
0

Ã�(r)

r1+n′ dr, such that

(1.34) ‖u‖L(n,BA�,n)(G)∩L∞(G) ≤ C2‖∇u‖LA� (G)

for every u ∈ W 1,A
0 (G).

Moreover, L(n,BA�,n)(G) and L(n,BA�,n)(G)∩L∞(G) are the optimal r.i.
range spaces in inequalities (1.32) and (1.34), respectively, in the sense that
if (1.32) [resp. (1.34)] holds, for every generalized Young function A hav-
ing prescribed A�, with L(n,BA�,n)(G) [L(n,BA�,n)(G)∩L∞(G)] replaced by
some other r.i. space X(G), then L(n,BA�,n))(G) ⊆ X(G) [L(n,BA�,n)(G)∩
L∞(G) ⊆ X(G)], with continuous inclusion.
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Remarks analogous to those following Theorem 1.1 hold for Theorem 1.2.
Moreover, an inspection of the proof will reveal that A� may be replaced in
the statement of Theorem 1.2 by any equivalent Young function if G = R

n,
and by any equivalent Young function near infinity if |G| < ∞. In analogy
with Corollary 1.1, a description of non-limiting situations in terms of the
indices of A� can be provided. Furthermore, inclusions like those described
in Remark 1.4, involving A� instead of A, may be proved; hence, one can
recover the optimal embedding, established in [14], for W 1,A

0 (G) into the Or-
licz space associated with the Young function (A�)n defined as in (1.7)-(1.8),
with A replaced by A�.

Example 1.3 Let G be an open subset of R
n. Assume that A has the

form (1.27) with Ai(s) = spi , pi ≥ 1. The function A�(s) is then equivalent
to A, defined by (1.29), and A(s) = sp, where 1

p
= 1

n

∑n
i=1

1
pi

. Thus, on
making use of Theorem 1.2 and of the subsequent remarks, and proceeding
as in Example 1.2, the following conclusions can be derived about optimal
embeddings of W 1,A

0 (G) as A ranges among all generalized Young functions
with A�(s) equivalent to sp.

Case
∑n

i=1
1
pi

> 1. Lp∗(G) is the optimal Orlicz range space (see [5, 30]),

and L(p∗, p)(G) is the optimal r.i. range space ([5, 23, 28]).

Case
∑n

i=1
1
pi

= 1. If |G| < ∞, then exp Ln′
(G) is the optimal Orlicz range

space ([22, 28]), and L∞,n(log L)−1(G) is the optimal r.i. range space.

Case
∑n

i=1
1
pi

< 1. If |G| < ∞, then L∞(G) is the optimal Orlicz and r.i.

range space ([5, 28]).

Example 1.4 Let G be an open subset of R
2 having finite measure. Con-

sider the generalized Young function A given by (1.28). It is not difficult to
verify that A�(s) is equivalent to

s
2p1p2
p1+p2 log

αp1
p1+p2 (1 + s)

near infinity (see e.g. [14]). Thus, Theorem 1.2 and the subsequent remarks,
together with considerations similar to those of Example 1.2, yield the fol-
lowing information about optimal embeddings of W 1,A

0 (G), when A is any
generalized Young function with A�(s) equivalent to

s
2p1p2
p1+p2 log

αp1
p1+p2 (1 + s)

near infinity.
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Case p1p2 < p1 + p2. The optimal Orlicz range space is generated by the
Young function

s
2p1p2

p1+p2−p1p2 log
αp1

p1+p2−p1p2 (1 + s).

The optimal r.i. range space agrees with the Lorentz-Zygmund space

L
2p1p2

p1+p2−p1p2
,
2p1p2
p1+p2 (log L)

α
2p2 (G).

Case p1p2 = p1 + p2, αp1 < p1 + p2. The optimal Orlicz range space is
generated by the Young function

es
2(p1+p2)

p1+p2−αp1 − 1.

The optimal r.i. range space is L∞,2(log L)
αp1

2(p1+p2)
−1

(G).

Case p1p2 = p1 + p2, αp1 = p1 + p2. The space associated with the Young

function ees2 − e is the optimal Orlicz range space. The optimal r.i. range
space agrees with the generalized Lorentz-Zygmund space

L∞,2(log L)−1/2(log log L)−1(G).

Cases p1p2 > p1 +p2, or p1p2 = p1 +p2 and αp1 > p1 +p2. The space L∞(G)
is the optimal Orlicz and r.i. range space.

2. Preliminaries

2.1. Rearrangements and rearrangement invariant spaces

Let G be a measurable subset of R
n and let u be a real-valued measur-

able function in G. The decreasing rearrangement u∗ of u is the function
from [0,∞) into [0,∞] defined as

(2.1) u∗(s) = sup{t ≥ 0 : |{x ∈ G : |u(x)| > t}| > s} for s ≥ 0.

It is easily verified that u∗ is the unique non-increasing, right-continuous
function in [0,∞) which is equidistributed with u. Notice that [0, |G|] ⊇
supp u∗, the support of u∗.

Given u ∈ L1
loc(G), the elementary maximal function u∗∗ associated

with u∗ is defined as

(2.2) u∗∗(s) =
1

s

∫ s

0

u∗(r)dr for s > 0.
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Since u∗ is non-increasing, u∗∗ is also non-increasing and u∗ ≤ u∗∗. Recall
that if u, v ∈ L1

loc(G), then

(2.3) (u + v)∗∗(s) ≤ u∗∗(s) + v∗∗(s) for s > 0.

Moreover,

(2.4) if u∗∗(s) ≤ v∗∗(s) for s > 0, then

∫ ∞

0

u∗(s)g(s) ds ≤
∫ ∞

0

v∗(s)g(s) ds

for every non-increasing function g : [0,∞) → [0,∞).

A basic property of rearrangements is the Hardy-Littlewood inequality,
which tells us that

(2.5)

∫
G

|uv|dx ≤
∫ |G|

0

u∗(r)v∗(r)dr

for all measurable functions u and v in G.

A set X(G) of real-valued measurable functions in G is called a rear-
rangement invariant Banach function space if it is a linear space equipped
with a norm ‖ · ‖X(G) satisfying the following properties:

(P1) if 0 ≤ v ≤ u a.e. in G and u ∈ X(G), then v ∈ X(G) and ‖v‖X(G) ≤
‖u‖X(G);

(P2) if un is a sequence such that 0 ≤ un ↗ u a.e. in G and u ∈ X(G),
then ‖un‖X(G) ↗ ‖u‖X(G);

(P3) ‖χE‖X(G) < ∞ for every E ⊆ G such that |E| < ∞; here, χE denotes
the characteristic function of the set E;

(P4) for every E ⊆ G with |E| < ∞, there exists a constant C such that∫
E

udx ≤ C‖u‖X(G) for all u ∈ X(G);

(P5) if u ∈ X(G) and v∗ = u∗, then v ∈ X(G) and ‖v‖X(G) = ‖u‖X(G).

The associate space X
′
(G) of X(G) is defined as

X
′
(G) =

{
v : v is a real-valued measurable function in G

and

∫
G

|uv|dx < ∞ for all u ∈ X(G)
}

,

and is an r.i. space endowed with the norm

(2.6) ‖v‖X′(G) = sup
u�=0

∫ |uv|dx

‖u‖X(G)

.
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For every r.i. space X(G),

(2.7) (X
′
)
′
(G) = X(G),

with equal norms. The Hölder type inequality

(2.8)

∫
G

|uv|dx ≤ ‖u‖X(G)‖v‖X′(G)

holds for every u ∈ X(G) and v ∈ X
′
(G), and is an obvious consequence of

definition (2.6).

The representation space X( 0, |G| ) of X(G) is the unique r. i. space
on [0, |G|] satisfying

(2.9) ‖u‖X(G) = ‖u∗‖X(0,|G|)

for every u ∈ X(G). It is equipped with the norm

‖f‖X(0,|G|) = sup
‖v‖

X
′
(G)

≤1

∫ |G|

0

f ∗(r)v∗(r) dr.

A property of r.i. spaces states that if X1(G) and X2(G) are r.i. spaces, then

(2.10) X1(G) ⊆ X2(G) if and only if ‖u‖X2(G) ≤ C‖u‖X1(G)

for some positive constant C and for every u ∈ X1(G).

For a detailed treatment of the theory of r.i. spaces, we refer to [4].

Customary examples of r.i. spaces are provided by Lebesgue, Orlicz,
Lorentz and (generalized) Lorentz-Zygmund spaces, whose definition has
already been reproduced in Section 1. Below, some more facts about these
spaces are recalled.

The theory of Orlicz spaces relies on properties of Young functions.
The following properties will come into play in our discussion. Given any
Young function A, we have:

(2.11) A(s) ≤ s a(s) ≤ 2A(2s) for s ≥ 0,

where a is the function appearing in (1.4);

kA(s) ≤ A(ks) for k ≥ 1 and s ≥ 0;(2.12)

A(s1) + A(s2) ≤ A(s1 + s2) for s1, s2 ≥ 0.(2.13)



Optimal Orlicz-Sobolev embeddings 441

The Young conjugate Ã of A is the Young function defined by Ã(s) =
sup{rs − A(r) : r ≥ 0} for s ≥ 0, and satisfies

(2.14) Ã(s) =

∫ s

0

a−1(r)dr for s ≥ 0,

where a−1 is the (generalized) left-continuous inverse of a. Notice that
˜̃
A = A.

Moreover,

(2.15) r ≤ A−1(r)Ã−1(r) ≤ 2r for r ≥ 0,

where A−1 and Ã−1 are (generalized) right-continuous inverses.

The Orlicz space LA(G) is an r.i. space equipped with the Luxemburg
norm defined in (1.5). Its representation space is LA(0, |G|), and its associate

space is, up to equivalent norms, LÃ(G). Actually, the inequalities

(2.16) ‖u‖LÃ(G) ≤ ‖u‖(LA)′(G) ≤ 2‖u‖LÃ(G)

hold for every u ∈ LÃ(G).

A function φ : [0,∞) → [0,∞] is said to dominate another function
ψ : [0,∞) → [0,∞] globally if a positive constant c exists such that ψ(s) ≤
φ(cs) for s ≥ 0. The function φ is said to dominate ψ near infinity [resp.
near 0] if positive constants c and s∞ [s0] exist such that (1.22) holds for
s ≥ s∞ [0 ≤ s ≤ s0]. The functions φ and ψ are called globally equivalent
if they dominate each other globally; a corresponding definition is given for
functions equivalent near infinity or near 0. Given two Young functions A
and B, the continuous inclusion LA(G) ⊆ LB(G) holds if and only if either
|G| = ∞ and A dominates B globally, or |G| < ∞ and A dominates B near
infinity.

The quantities ‖·‖Lp,q(G) and ‖·‖Lp,q(log L)α(G), given by (1.11) and (1.13),
are in general only quasi-norms on the Lorentz and the Lorentz-Zygmund
spaces, respectively, since they may fail to satisfy the triangle inequal-
ity. They can be turned into equivalent norms on replacing u∗ by u∗∗

in definitions (1.11) and (1.13). In the special cases when the weights
s1/p−1/q or s1/p−1/q(log(1 + |G|/s))α are non-increasing (and hence in all
the cases involved in the embeddings discussed in Section 1), also ‖ · ‖Lp,q(G)

and ‖ · ‖Lp,q(log L)α(G) are norms. The representation spaces of Lp,q(G) and
Lp,q(log L)α(G) are Lp,q(0, |G|) and Lp,q(log L)α(0, |G|), respectively. Anal-
ogous considerations hold for generalized Lorentz-Zygmund spaces. Notice
the alternative formula

(2.17) ‖u‖Lp,q(G) =


(

q

∫ ∞

0

tq−1|{x ∈ G : |u(x)| > t}|q/pdt

)1/q

if q < ∞
supt>0 t |{x ∈ G : |u(x)| > t}|1/p if q = ∞.
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2.2. Orlicz-Lorentz spaces

This subsection is devoted to the study of the spaces L(q,D)(G) of Orlicz-
Lorentz type introduced in Definition 1.1, and of the function BA,q associated
with A and q as in Definition 1.2. Our first result states that L(q,D)(G) is
actually an r.i. space.

Proposition 2.1 Let G be any measurable subset of R
n, n ≥ 1. Let q ∈

(1,∞) and let D be a Young function satisfying (1.14). Then:

I. The space L(q,D)(G), equipped with the norm (1.15), is an r.i. space.

II. The space L(q,D)(G) ∩ L∞(G), equipped with the norm (1.16), is an
r.i. space. Moreover, if we define the function ϕq : [0,∞) → [0,∞) as

(2.18) ϕq(s) = min{1, s−1/q} for s > 0,

and the function ED : [0,∞) → [0,∞] as

(2.19) ED(t) =

{
D(t) if 0 ≤ t ≤ 1
∞ if t > 1,

then the space L(q;D,∞)(G) of those real-valued measurable functions u
in G for which the quantity

(2.20) ‖u‖L(q;D,∞)(G) = inf

{
λ > 0 :

∫ ∞

0

ED

(
ϕq(s)u

∗(s)
λ

)
ds ≤ 1

}
is finite is an r.i. space equipped with the norm ‖ · ‖L(q;D,∞)(G), and

(2.21) L(q,D)(G) ∩ L∞(G) = L(q;D,∞)(G),

up to equivalent norms.

Proof. Part I. We have first to check that ‖ · ‖L(q,D)(G) is a norm. The only
nontrivial property of norms to be verified is the triangle inequality. We have

‖ u + v‖L(q,D)(G) = ‖s−1/q(u + v)∗(s)‖LD(0,|G|)

= sup
w∈(LD)′(G)

∫∞
0

s−1/q(u + v)∗(s)w∗(s)ds

‖w‖(LD)′(G)

≤ sup
w∈(LD)′(G)

∫∞
0

s−1/qu∗(s)w∗(s)ds +
∫∞
0

s−1/qv∗(s)w∗(s)ds

‖w‖(LD)′(G)

≤ sup
w∈(LD)′(G)

∫∞
0

s−1/qu∗(s)w∗(s)ds

‖w‖(LD)′(G)

+ sup
w∈(LD)′(G)

∫∞
0

s−1/qv∗(s)w∗(s)ds

‖w‖(LD)′(G)

= ‖s−1/qu∗(s)‖LD(0,|G|) + ‖s−1/qv∗(s)‖LD(0,|G|) = ‖u‖L(q,D)(G) + ‖v‖L(q,D)(G),

where the second and third equalities are due to (2.7) and the first inequality
to (2.3)−(2.4).
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Consider now properties (P1)−(P5) of the definition of r.i. spaces. Prop-
erty (P1) holds thanks to the corresponding property for LD(0, |G|), since
decreasing rearrangement preserves pointwise a.e. inequalities between non-
negative functions.

Property (P2) is a consequence of the corresponding property of LD(0, |G|)
and of the fact that if 0 ≤ un ↗ u a.e., then 0 ≤ u∗

n ↗ u∗ everywhere
(see [4, Prop. 1.7, Chap. 2]).

Assumption (1.14) is equivalent to requiring that

‖s−1/qχ(0,|E|)(s)‖LD(0,|G|) < ∞
whenever |E| < ∞, whence (P3) follows.

Property (P4) holds since, by (2.5) and (2.16),∫
E

|u|dx ≤
∫ |E|

0

u∗(s)ds ≤ 2‖s−1/qu∗(s)‖LD(0,|G|)‖s1/qχ(0,|E|)(s)‖LD̃(0,|G|)

≤ 2|E|1/q

D̃−1(1/|E|)‖u‖L(q,D)(G)

Property (P5) is obvious.

Part II. As an intersection of r.i. spaces, L(q,D)(G) ∩ L∞(G) is also an
r.i. space endowed with the norm (1.16). The proof of the fact that
L(q;D,∞)(G) is an r.i. space parallels that of Part I. When |G| < ∞,
equation (2.21) is trivial, since both L(q,D)(G)∩L∞(G) and L(q;D,∞)(G)
equal L∞(G). The proof of equation (2.21) when |G| = ∞ is omitted for
brevity: it just makes use of arguments based on the very definitions of the
norms (1.16) and (2.20). �

The fact that the space Lq,BA,q
(G) is always an r.i. space is a consequence

of Proposition 2.1 and of the following proposition.

Proposition 2.2 Let q ∈ (1,∞) and let A be any Young function satisfy-
ing (1.17). Then the function BA,q is a finite-valued Young function and

(2.22)

∫ ∞ BA,q(r)

r1+q
dr < ∞.

Proof. In order to prove that BA,q is a Young function, we need only to
show that the function b−1, given by (1.18), is neither identically equal to 0,
nor to ∞. Since A is a Young function, then a is neither identically 0 nor
identically ∞; hence, the same property is enjoyed by a−1. Thus, it suffices
to verify that

(2.23)

∫
0

(
1

a(r)

) 1
q−1

dr < ∞
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and

(2.24)

∫ ∞ (∫ t

0

(
1

a(r)

) 1
q−1

dr

)−q
dt

a(t)q′ < ∞.

Condition (2.23) is equivalent to (1.17), by Lemma 2.3 below. Concern-
ing (2.24), we have∫ ∞

1

(∫ t

0

(
1

a(r)

) 1
q−1

dr

)−q
dt

a(t)q′ ≤
1

a(1)

∫ ∞

1

(∫ t

0

(
1

a(r)

) 1
q−1

dr

)−q
1

a(t)q′−1
dt

≤ 1

(1 − q)a(1)

(∫ 1

0

(
1

a(r)

) 1
q−1

dr

)1−q

.

Thus, (2.24) holds. Condition (2.22) is a consequence of Lemmas 2.3−2.4
below. �

Lemma 2.3 Let q ∈ (1,∞) and let A be a Young function.

I. The following conditions are equivalent:

(i)

∫ ∞ A(r)

r1+q
dr < ∞; (ii)

∫ ∞ a(r)

rq
dr < ∞;

(iii)

∫ ∞ (
1

a−1(r)

)q−1

dr < ∞; (iv)

∫ ∞ (
r

Ã(r)

)q−1

dr < ∞.

II. The following conditions are equivalent:

(i)

∫
0

A(r)

r1+q
dr < ∞; (ii)

∫
0

a(r)

rq
dr < ∞;

(iii)

∫
0

(
1

a−1(r)

)q−1

dr < ∞; (iv)

∫
0

(
r

Ã(r)

)q−1

dr < ∞.

Proof. Part I. The equivalence of (i) and (ii) is due to (2.11); since Ã and a−1

are related by (2.14), the equivalence of (iii) and (iv) follows analogously.
The equivalence of (ii) and (iii) is a consequence of the fact that, if any of
the two conditions is satisfied, then a must be finite-valued and, by Fubini’s
theorem, ∫ ∞

1

a(r)

rq
dr =

∫ a(1)

0

∫ ∞

1

r−qdr dτ +

∫ ∞

a(1)

∫ ∞

a−1(τ)

r−qdr dτ

=
a(1)

q − 1
+

1

q − 1

∫ ∞

a(1)

(
1

a−1(τ)

)q−1

dτ.

The proof of Part II is analogous. �
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Lemma 2.4 Let q ∈ (1,∞) and let A be any Young function satisfy-
ing (1.17). Set

(2.25) σ(s) = a−1(b(s)) for s > 0,

where b is as in Definition 1.2. Then

(2.26)

(∫ ∞

s

b(r)

rq
dr

)1/q(∫ σ(s)

0

(
1

a(r)

) 1
q−1

dr

)1/q′

≤ 1

(q − 1)2/q
for s > 0

and

(2.27)
b(s)

sq−1

(∫ σ(s)

0

(
1

a(r)

) 1
q−1

dr

)q−1

≤ 1

q − 1
for s > 0.

Proof. We have

(q − 1)

∫ ∞

s

b(t)

tq
dt = (q − 1)

∫ ∞

s

t−q

∫ b(t)

0

dτ dt

= (q − 1)

(∫ b(s)

0

∫ ∞

s

t−qdt dτ +

∫ ∞

b(s)

∫ ∞

b−1(τ)

t−qdt dτ

)
=

b(s)

sq−1
+

∫ ∞

b(s)

(
1

b−1(τ)

)1−q

dτ

=
b(s)

sq−1
+

∫ ∞

b(s)

(∫ ∞

a−1(τ)

(∫ t

0

(
1

a(r)

) 1
q−1

dr

)−q
dt

a(t)q′

)
dτ

=
b(s)

sq−1
+

∫ ∞

a−1(b(s))

(∫ t

0

(
1

a(r)

) 1
q−1

dr

)−q
a(t) − b(s)

a(t)q′ dt

= b(s)

[
1

sq−1
−

∫ ∞

a−1(b(s))

(∫ t

0

(
1

a(r)

) 1
q−1

dr

)−q
1

a(t)q′ dt

]
+

∫ ∞

a−1(b(s))

(∫ t

0

(
1

a(r)

) 1
q−1

dr

)−q
1

a(t)
1

q−1

dt

= b(s)

[
1

sq−1
− 1

(b−1(b(s)))q−1

]
+

1

q − 1

[(∫ σ(s)

0

(
1

a(r)

) 1
q−1

dr

)1−q

−
(∫ ∞

0

(
1

a(r)

) 1
q−1

dr

)1−q]
for s > 0. Hence,

(2.28) (q − 1)

∫ ∞

s

b(t)

tq
dt ≤ 1

q − 1

(∫ σ(s)

0

(
1

a(r)

) 1
q−1

dr

)1−q

for s > 0,
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and (2.26) follows. Since∫ ∞

s

b(t)

tq
dt ≥ b(s)

s1−q

q − 1
for s > 0,

inequality (2.28) also implies (2.27). �

2.3. Sobolev type spaces and inequalities

Let G be an open subset of R
n and let A be a Young function. We denote

by W 1,A
0 (G) the Orlicz-Sobolev space of those weakly differentiable functions

in G, with ‖|∇u|‖LA(G) < ∞, which decay to 0 on ∂G, in the sense that the
continuation of u by 0 outside G is a weakly differentiable function in R

n and

(2.29) |{x ∈ G : |u(x)| > t}| < ∞ for every t > 0.

Obviously, condition (2.29) is automatically satisfied if |G| < ∞. Given a
generalized Young function A, the anisotropic Orlicz-Sobolev space W 1,A

0 (G)
is defined analogously, by requiring that ‖∇u‖LA(G) < ∞.

A basic tool in our applications to Sobolev type inequalities is the Pólya-
Szegö principle on the decrease of gradient norms under rearrangement.
In its version for Orlicz norms, such a principle tells us that if A is any
Young function and u ∈ W 1,A

0 (G), then u∗ is locally absolutely continuous
in (0,∞), and

(2.30)
∥∥∥nωn

1/nr1/n′
(
− du∗

dr

)∥∥∥
LA(0,|G|)

≤ ‖|∇u|‖LA(G)

(see e.g. [9]). In particular, equality holds in (2.30) whenever u is spheri-
cally symmetric. A version of this principle for anisotropic Orlicz norms is
also available ([22]). It implies that if A is any generalized Young function
and u ∈ W 1,A

0 (G), then u∗ is locally absolutely continuous in (0,∞) and a
constant K(n), depending only on n, exists such that

(2.31)
∥∥∥K(n)r1/n′

(
− du∗

dr

)∥∥∥
LA� (0,|G|)

≤ ‖∇u‖LA(G),

where A� is the Young function defined in Section 1.

Inequalities (2.30)−(2.31) enable to reduce the problem of Orlicz-Sobolev
embeddings into r.i. spaces to one-dimensional inequalities for a Hardy type
operator. This is the content of the following proposition, our starting point
in the proofs of Theorems 1.1 and 1.2.
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Proposition 2.5 Let n ≥ 2 and let G be either R
n, or an open subset of R

n

having finite measure. Let X(G) be an r.i. space on G.

I. Let A be a Young function. Then the following assertions are equivalent:

(i) A constant K1 exists such that

(2.32) ‖u‖X(G) ≤ K1‖|∇u|‖LA(G) for every u ∈ W 1,A
0 (G).

(ii) A constant K2 exists such that

(2.33)
∥∥∥∫ |G|

s

r−1/n′
f(r)dr

∥∥∥
X(0,|G|)

≤ K2‖f‖LA(0,|G|)

for every f ∈ LA(0, |G|).
II. The following assertions are equivalent:

(i) For any generalized Young function A, with prescribed A�, a constant K1

exists such that

(2.34) ‖u‖X(G) ≤ K1‖∇u‖LA(G) for every u ∈ W 1,A
0 (G).

(ii) A constant K2 exists such that

(2.35)
∥∥∥ ∫ |G|

s

r−1/n′
f(r)dr

∥∥∥
X(0,|G|)

≤ K2‖f‖LA� (0,|G|)

for every f ∈ LA�(0, |G|).
As for the proof of Proposition 2.5, the fact that (ii) implies (i) in Part I is an
easy consequence of (2.30), whereas the converse implication can be estab-
lished on choosing spherically symmetric test functions in (2.32). The proof
of Part II is analogous: one has to make use of (2.31) instead of (2.30) for
one implication, and to choose A(ξ) = A�(|ξ|) and spherically symmetric
test functions in (2.33) for the reverse implication. The details are omit-
ted for brevity. As a first consequence of Proposition 2.5, the necessity of
condition (1.6) or (1.30) for inequalities in R

n can be derived.

Corollary 2.1 Let n ≥ 2 and let X(Rn) be any r.i. space on R
n.

I. Assume that a constant C exists such that

(2.36) ‖u‖X(Rn) ≤ C‖|∇u|‖LA(Rn)

for some Young function A and for every u ∈ W 1,A
0 (Rn). Then A satis-

fies (1.6).

II. Assume that a constant C exists such that

(2.37) ‖u‖X(Rn) ≤ C‖∇u‖LA(Rn)

for every generalized Young function A with prescribed A� and for every
u ∈ W 1,A

0 (Rn). Then A� satisfies (1.30).
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Proof. Part I. By Proposition 2.5, inequality (2.36) implies that (2.33) holds
with |G| = ∞. On choosing test functions f which vanish outside [1,∞),
we have

(2.38)

‖f‖LA(0,∞) = ‖f‖LA(1,∞) and∥∥∥ ∫ ∞

s

r−1/n′
f(r)dr

∥∥∥
X(0,∞)

≥
∫ ∞

1

r−1/n′
f(r)dr ‖χ[0,1)‖X(0,∞).

From (2.33), (2.38) and (2.16) one gets

K2

‖χ[0,1)‖X(0,∞)

≥ sup
f∈LA(1,∞)

∫∞
1

r−1/n′
f(r) dr

‖f‖LA(1,∞)

≥ ‖r−1/n′‖LÃ(1,∞).

Hence, ‖r−1/n′‖
LÃ(1,∞)

<∞. This is equivalent to
∫∞ Ã(r)

r1+n′ dr<∞, which is in

turn equivalent to (1.6), by Lemma 2.3. The proof of Part II is analogous. �

3. Theorems 1.1 and 1.2: proof of the embeddings

The present section is devoted to the proof of inequalities (1.20) and (1.22) of
Theorem 1.1, and of inequalities (1.32) and (1.34) of Theorem 1.2. Consider
Theorem 1.1. By Proposition 2.5, Part I, the proof of (1.20) is reduced to
showing that, for any A satisfying (1.6), a constant K1, depending only on n,
exists such that

(3.1)

∥∥∥∥s−1/n

∫ ∞

s

r−1/n′
f(r) dr

∥∥∥∥
L

BA,n (0,∞)

≤ K1‖f‖LA(0,∞)

for every f ∈ LA(0,∞). The same proposition ensures that inequality (1.22)
is a consequence of (3.1) and of the fact that, under the additional as-
sumption (1.21), there also exists a constant K2, depending only on n and

on
∫∞
0

Ã(t)

t1+n′ dt, such that

(3.2)
∥∥∥∫ ∞

s

r−1/n′
f(r) dr

∥∥∥
L∞(0,∞)

≤ K2‖f‖LA(0,∞)

for every f ∈ LA(0,∞).

Inequality (3.2) is an easy consequence of (2.8) and (2.16). Indeed,∥∥∥ ∫ ∞

s

r−1/n′
f(r) dr

∥∥∥
L∞(0,∞)

≤
∫ ∞

0

r−1/n′|f(r)| dr ≤ 2‖r−1/n′‖LÃ(0,∞)‖f‖LA(0,∞)

= 2

(
n′

∫ ∞

0

Ã(t)

t1+n′ dt

)1/n′

‖f‖LA(0,∞)

for every f ∈ LA(0,∞). Notice that
∫∞
0

Ã(t)

t1+n′ dt < ∞ by assumptions (1.6)
and (1.21), and by Lemma 2.3.
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Inequality (3.1) is more delicate, and relies on the following interpolation
theorem, of possible independent interest.

Theorem 3.1 Let q∈(1,∞) and let A be a Young function satisfying (1.17).
Then

(3.3) LA(0,∞) ⊂ L1(0,∞) + Lq,1(0,∞).

Moreover, let T be any linear operator which is bounded from L1(0,∞) into
L1(0,∞) with norm ≤ N1, and from Lq,1(0,∞) into Lq,∞(0,∞) with norm
≤ Nq. Then T is bounded from LA(0,∞) into LBA,q(0,∞), and a constant C,
depending only on q, exists such that

(3.4) ‖Tf‖
L

BA,q (0,∞)
≤ C max{N1, Nq}‖f‖LA(0,∞)

for every f ∈ LA(0,∞).

Remark 3.1 Theorem 3.1 can be transposed, with a completely analo-
gous proof, to the more general setting of operators acting between function
spaces defined on non-atomic σ-finite measure spaces. Furthermore, quasi-
linear operators, namely operators satisfying the inequality |T (f + g)| ≤
k(|Tf | + |Tg|) for some k > 0 and for every f and g can be allowed; in
this case, the constant on the right-hand side of (3.4) has to be replaced
by k C max{N1, Nq}.
In order to prove (3.1), we apply Theorem 3.1 to the linear operator T
defined as

(3.5) Tf(s) = s−1/n

∫ ∞

s

r−1/n′
f(r) dr for s > 0,

at any measurable function f in (0,∞) which makes the integral on the
right-hand side of (3.5) finite. The operator T is bounded from L1(0,∞)
into L1(0,∞) with norm ≤ n′, since

‖Tf‖L1(0,∞) ≤
∫ ∞

0

s−1/n

∫ ∞

s

r−1/n′|f(r)| dr ds

=

∫ ∞

0

r−1/n′|f(r)|
∫ r

0

s−1/n ds dr = n′‖f‖L1(0,∞).

Moreover, T is bounded from Ln,1(0,∞) into Ln,∞(0,∞) with norm ≤ n,
since

‖Tf‖Ln,∞(0,∞) = sup
s>0

s1/n(Tf)∗(s) ≤
∫ ∞

0

r−1/n′|f(r)| dr

≤
∫ ∞

0

r−1/n′
f ∗(r) dr = ‖f‖Ln,1(0,∞).

Thus, (3.1) follows from Theorem 3.1.
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The proof of inequalities (1.32) and (1.34) of Theorem 1.2 makes use of
Part II of Proposition 2.5 and is analogous.

Remark 3.2 It is clear from the above proof that inequality (3.1) continues
to hold if n is replaced by any q ∈ (1,∞) and A is any Young function
satisfying (1.17); the same is true for inequality (3.2) when A fulfills∫ ∞ ( r

A(r)

)1/(q−1)
dr < ∞.

Proof of Theorem 3.1. In order to prove inclusion (3.3), we show that
if f is any measurable function in (0,∞) satisfying

(3.6)

∫ ∞

0

A(|f(s)|)ds < ∞,

and, for t > 0, we decompose f as f = ft + f t, where

(3.7) ft(s) = sign(f(s))min{t, |f(s)|} and f t(s) = f(s) − ft(s) for s > 0,

then ft ∈ Lq,1(0,∞) and f t ∈ L1(0,∞). Owing to (1.17), we have a(t) > 0
for t > 0. Thus,

‖f t‖L1(0,∞) =

∫ ∞

t

|{|f | > τ}| dτ ≤ 1

a(t)

∫ ∞

0

|{|f | > τ}|a(τ) dτ(3.8)

=
1

a(t)

∫ ∞

0

A(|f(s)|)ds < ∞.

On the other hand,
∫

0

(
1

a(τ)

) 1
q−1 dτ < ∞, by assumption (1.17) and Lemma 2.3.

Hence,

‖ft‖Lq,1(0,∞) =

∫ t

0

|{|f | > τ}|1/q dτ

≤
(∫ ∞

0

|{|f | > τ}|a(τ) dτ

)1/q (∫ t

0

(
1

a(τ)

) 1
q−1

dτ

)1/q′

=

(∫ t

0

(
1

a(τ)

) 1
q−1

dτ

)1/q′ ∫ ∞

0

A(|f(s)|)ds < ∞.(3.9)

Inclusion (3.3) is proved. Such an inclusion ensures that the domain of T
contains the set of functions f satisfying (3.6), and hence T is well defined
on LA(0,∞).
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Let us now establish inequality (3.4). Throughout the proof, we shall
denote the function BA,q simply by B. Assume that f satisfies (3.6) and
let K be a positive constant to be chosen later. We have∫ ∞

0

B

(
Tf(r)

4K

)
dr =

∫ ∞

0

b(t)|{|Tf | > 4Kt}| dt

≤
∫ ∞

0

B(2t)

t
|{|Tf | > 4Kt}| dt

=

∫ ∞

0

B(t)

t

d

dt

(
−
∫ ∞

t

|{|Tf | > 2Kτ}| dτ

)
dt

=

(
−B(t)

t

∫ ∞

t

|{|Tf | > 2Kτ}| dτ

)∣∣∣∣t=∞

t=0

+

∫ ∞

0

d

dt

(
B(t)

t

)(∫ ∞

t

|{|Tf | > 2Kτ}| dτ

)
≤ lim sup

t→0+

B(t)

t

∫ ∞

t

|{|Tf | > 2Kτ}| dτ(3.10)

+

∫ ∞

0

d

dt

(
B(t)

t

)(∫ ∞

t

|{|Tf | > 2Kτ}| dτ

)
dt.

Here, we have made use of the fact that
∫∞

t
|{|Tf | > 2Kτ}| dτ < ∞ for t > 0,

a consequence of estimates (3.14) and (3.19) below. We have also exploited
the local absolute continuity of B, a finite-valued Young function. Now, let
σ : [0,∞) → [0,∞] be the (non-decreasing) function given by (2.25), and
decompose f as f = fσ(t) +fσ(t), where fσ(t) and fσ(t) are defined as in (3.7),
with t replaced by σ(t). By the linearity of T ,

(3.11) |{|Tf | > 2Kτ}| ≤ |{|Tfσ(t)| > Kτ}|+ |{|Tfσ(t)| > Kτ}| for t, τ > 0.

Inequalities (3.10) and (3.11) yield∫ ∞

0

B

( |Tf(r)|
4K

)
dr ≤(3.12)

≤ lim sup
t→0+

B(t)

t

∫ ∞

t

|{|Tfσ(t)| > Kτ}| dτ

+ lim sup
t→0+

B(t)

t

∫ ∞

t

|{|Tfσ(t)| > Kτ}| dτ

+

∫ ∞

0

d

dt

(
B(t)

t

)(∫ ∞

t

|{|Tfσ(t)| > Kτ}| dτ

)
dt

+

∫ ∞

0

d

dt

(
B(t)

t

)(∫ ∞

t

|{|Tfσ(t)| > Kτ}| dτ

)
dt.
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Let us estimate the four summands on the right-hand side of (3.12). The
boundedness of T from Lq,1(0,∞) into Lq,∞(0,∞) comes into play in dealing
with the terms involving fσ(t). By (2.17), this property of T implies that

(3.13) |{|Tfσ(t)| > Kτ}| ≤
(

Nq

Kτ

)q(∫ σ(t)

0

|{|f | > θ}|1/q dθ

)q

for t, τ > 0.

Hence, if t > 0,

B(t)

t

∫ ∞

t

|{|Tfσ(t)| > Kτ}| dτ ≤

≤ b(t)

(
Nq

K

)q ∫ ∞

t

1

τ q

(∫ σ(t)

0

|{|f | > θ}|1/q dθ

)q

dτ

=

(
Nq

K

)q
b(t)

(q − 1)tq−1

(∫ σ(t)

0

|{|f | > θ}|1/q dθ

)q

≤
(

Nq

K

)q
b(t)

(q − 1)tq−1

(∫ σ(t)

0

(
1

a(θ)

) 1
q−1

dθ

)q−1∫ ∞

0

|{|f | > θ}|a(θ) dθ

≤ 1

(q − 1)2

(
Nq

K

)q ∫ ∞

0

A(|f(s)|)ds,(3.14)

where the last inequality is due to (2.27), Lemma 2.4. Next, by (3.13) again,∫ ∞

0

d

dt

(
B(t)

t

)(∫ ∞

t

|{|Tfσ(t)| > Kτ}| dτ

)
dt

≤
(

Nq

K

)q ∫ ∞

0

d

dt

(
B(t)

t

)(∫ ∞

t

1

τ q

(∫ σ(t)

0

|{|f | > θ}|1/q dθ

)q

dτ

)
dt

=

(
Nq

K

)q ∫ ∞

0

(∫ ∞

t

τ−qdτ

)
d

dt

(
B(t)

t

)(∫ σ(t)

0

|{|f | > θ}|1/q dθ

)q

dt

=

(
Nq

K

)q ∫ ∞

0

τ−q

(∫ τ

0

d

dt

(
B(t)

t

)(∫ σ(t)

0

|{|f | > θ}|1/q dθ

)q

dt

)
dτ

≤
(

Nq

K

)q ∫ ∞

0

τ−q

(∫ σ(τ)

0

|{|f | > θ}|1/q dθ

)q(∫ τ

0

d

dt

(
B(t)

t

)
dt

)
dτ

≤
(

Nq

K

)q ∫ ∞

0

b(τ)

τ q

(∫ σ(τ)

0

|{|f | > θ}|1/q dθ

)q

dτ.(3.15)

A generalized version of the weighted Hardy inequality (see [12, Lemma1])
tells us that (2.26) is a sufficient (and necessary, up to the constant) condition
for the inequality

(3.16)

∫ ∞

0

b(τ)

τ q

(∫ σ(τ)

0

h(θ) dθ

)q

dτ ≤
[
(q′)1/q′q1/q

(q − 1)2/q

]q ∫ ∞

0

a(τ)h(τ)q dτ

to hold for every measurable function h : [0,∞) → [0,∞).



Optimal Orlicz-Sobolev embeddings 453

On applying (3.16) with h(t) = |{|f | > t}|1/q, we infer from (3.15) that∫ ∞

0

d

dt

(
B(t)

t

)(∫ ∞

t

|{|Tfσ(t)| > Kτ}| dτ

)
dt ≤

≤
(Nq

K

)q qq

(q − 1)q+1

∫ ∞

0

a(t)|{|f | > t}| dt

=
(Nq

K

)q qq

(q − 1)q+1

∫ ∞

0

A(|f(s)|) ds.(3.17)

The boundedness of T from L1(0,∞) into L1(0,∞) plays its role in the esti-
mate of the summands depending on fσ(t) on the right-hand side of (3.12).
Such an assumption on T ensures that

(3.18)

∫ ∞

t

|{|Tfσ(t)| > Kτ}| dτ ≤ N1

K

∫ ∞

σ(t)

|{|f | > τ}| dτ for t > 0.

Thus, by (2.25),

B(t)

t

∫ ∞

t

|{|Tfσ(t)| > Kτ}| dτ ≤ N1

K
b(t)

∫ ∞

σ(t)

|{|f | > τ}| dτ

≤ N1

K

b(t)

a(σ(t))

∫ ∞

σ(t)

a(τ)|{|f | > τ}| dτ

≤ N1

K

∫ ∞

0

a(τ)|{|f | > τ}| dτ =
N1

K

∫ ∞

0

A(|f(s)|) ds.(3.19)

Inequality (3.18) and equation (2.25) also imply that∫ ∞

0

d

dt

(
B(t)

t

)(∫ ∞

t

|{|Tfσ(t)| > Kτ}| dτ

)
dt ≤

≤ N1

K

∫ ∞

0

d

dt

(
B(t)

t

)(∫ ∞

σ(t)

|{|f | > τ}| dτ

)
dt

=
N1

K

∫ ∞

0

(∫ σ−1(τ)

0

d

dt

(
B(t)

t

)
dt

)
|{|f | > τ}| dτ

≤ N1

K

∫ ∞

0

b(σ−1(τ))|{|f | > τ}| dτ

≤ N1

K

∫ ∞

0

a(τ)|{|f | > τ}| dτ =
N1

K

∫ ∞

0

A(|f(s)|) ds,(3.20)

where σ−1 is the (generalized) left-continuous inverse of σ.

Combining (3.12), (3.14), (3.17), (3.19) and (3.20) leads to

(3.21)

∫ ∞

0

B

( |Tf(r)|
4K

)
dr ≤

[(
Nq

K

)q
(q − 1)q−1 + qq

(q − 1)q+1
+

2N1

K

] ∫ ∞

0

A(|f(s)|) ds.
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The choice K = max{N1, N2} in (3.21) yields

(3.22)

∫ ∞

0

B

( |Tf(r)|
4C max{N1, N2}

)
dr ≤

∫ ∞

0

A(|f(s)|) ds

with C = (q−1)q−1+qq

(q−1)q+1 + 2. In the derivation of (3.22) one has to make use

of (2.12) and of the fact that C > 1. Inequality (3.4) follows from (3.22), by
the very definition of Luxemburg norm. �

4. Theorems 1.1 and 1.2: optimality

Our task in this section is to prove the second part of the statements of
Theorems 1.1 and 1.2, where it is claimed that the spaces appearing on
the right-hand sides of inequalities (1.20), (1.22) and (1.32), (1.34) are the
best possible among all r.i. spaces. Notice that we only need to consider
Theorem 1.1, since the result in Theorem 1.2 follows on choosing A(ξ) =
A�(|ξ|) and applying Theorem 1.1.

Thanks to Proposition 2.5, the question of the optimality of the spaces
L(n,BA,n)(G) and L(n,BA,n)(G)∩L∞(G) in (1.20) and (1.22), respectively,
is equivalent to a corresponding problem for a one-dimensional inequality.
The crucial step in attacking this problem turns out to be the Hölder type
inequality for non-increasing functions in Orlicz spaces contained in the fol-
lowing theorem.

Theorem 4.1 Let q∈(1,∞) and let A be a Young function satisfying (1.17).

I. Assume that

(4.1)

∫ ∞ (
r

A(r)

) 1
q−1

dr = ∞.

Then there exists a constant K1(q), depending only on q, such that

(4.2)

∫ ∞

0

|f(s)g(s)| ds ≤ K1(q)‖s−1/qf ∗(s)‖L
BA,q (0,∞)‖s1/qg∗∗(s)‖LÃ(0,∞)

for any measurable functions f and g in (0,∞).

II. Assume that

(4.3)

∫ ∞ (
r

A(r)

) 1
q−1

dr < ∞.

Then a constant α(A, q), depending only on A and q, exists such that in-
equality (4.2) holds for every measurable function g in (0,∞) and every
measurable function f in (0,∞) satisfying

(4.4) |{s ∈ (0,∞) : |f(s)| = ess sup |f |}| ≥ α(q, A).
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Remark 4.1 Obviously, owing to the Hardy-Littlewood inequality (2.5), a
completely analogous version of Theorem 4.1 holds if f and g are replaced
by functions u and v defined on a measurable set G ⊆ R

n.

The proof of Theorem 4.1 is split into several lemmas and is presented in
the second part of this section.

We first accomplish the proof of Theorem 1.1. Let us begin with Part I,
and let us assume that (1.19) is fulfilled. Consider the case where G = R

n.
We have to show that, if X(Rn) is an r.i. space satisfying (2.32) with G = R

n,
then a constant K exists such that

(4.5) ‖u‖X(Rn) ≤ K‖u‖L(n,BA,n)(Rn)

for every u ∈ L(n,BA,n)(Rn). By Proposition 2.5, inequality (2.33) holds
with |G| = ∞. We now make use of a duality argument, involving associate
spaces (see also [10, Proof of Lemma 1] and [18, Proof of Theorem 4.6]).
By (2.33), (2.6) and (2.16),

K2 ≥ sup
f∈LA(0,∞)

f≥0

∥∥ ∫∞
s

r−1/n′
f(r) dr

∥∥
X(0,∞)

‖f‖LA(0,∞)

= sup
f∈LA(0,∞)

f≥0

sup
g∈X

′
(0,∞)

∫∞
0

g∗(s)
∫∞

s
r−1/n′

f(r) dr ds

‖g‖X
′
(0,∞)‖f‖LA(0,∞)

= sup
g∈X

′
(0,∞)

sup
f∈LA(0,∞)

f≥0

∫∞
0

f(r)r−1/n′ ∫ r

0
g∗(s) ds dr

‖g‖X
′
(0,∞)‖f‖LA(0,∞)

≥ sup
g∈X

′
(0,∞)

∥∥r−1/n′ ∫ r

0
g∗(s) ds

∥∥
LÃ(0,∞)

‖g‖X
′
(0,∞)

.(4.6)

Hence,

(4.7)

∥∥∥∥r−1/n′
∫ r

0

g∗(s) ds

∥∥∥∥
LÃ(0,∞)

≤ K2‖g‖X
′
(0,∞)

for every g ∈ X
′
(0,∞). From inequality (4.7) and from Theorem 4.1, Part I,

we infer that

sup
g∈X

′
(0,∞)

∫∞
0

f ∗(s)g∗(s) ds

‖g‖X
′
(0,∞)

≤ K2 sup
g∈X

′
(0,∞)

∫∞
0

f ∗(s)g∗(s) ds∥∥r−1/n′ ∫ r

0
g∗(s) ds

∥∥
LÃ(0,∞)

≤ K2 K1(n)‖s−1/nf ∗(s)‖L
BA,n (0,∞) = K2 K1(n)‖f‖L(n,BA,n)(0,∞)(4.8)

for every f ∈ L(n,BA,n)(0,∞).
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By (2.7) and (2.9), the first supremum in (4.8) equals ‖f‖X(0,∞). Thus,
we conclude that

‖f‖X(0,∞) ≤ K2 K1(n)‖f‖L(n,BA,n)(0,∞)

for every f ∈ L(n,BA,n)(0,∞), whence (4.5) follows, owing to (2.9).

Let us now take into account the case where G is an open subset of R
n

having finite measure. Let X(G) be any r.i. space satisfying (2.32). Via the
same argument as above, one deduces that

(4.9)

∥∥∥∥r−1/n′
∫ r

0

g∗(s) ds

∥∥∥∥
LÃ(0,|G|)

≤ K2‖g‖X
′
(0,|G|)

for every g ∈ X
′
(0, |G|). Theorem 4.1 implies that

(4.10)∫ |G|

0

f ∗(s)g∗(s) ds ≤ K1(n)‖s−1/nf ∗(s)‖
L

BA,n (0,|G|)

∥∥∥∥s−1/n′
∫ s

0

g∗(r) dr

∥∥∥∥
LÃ(0,∞)

for any measurable functions f and g in (0,∞), vanishing outside (0, |G|).
We claim that a constant C, depending only A, |G| and n, exists such that

(4.11)

∥∥∥∥s−1/n′
∫ s

0

g∗(r) dr

∥∥∥∥
LÃ(0,∞)

≤ C

∥∥∥∥s−1/n′
∫ s

0

g∗(r) dr

∥∥∥∥
LÃ(0,|G|)

for every g vanishing outside (0, |G|). Indeed, we have∥∥∥∥s−1/n′
∫ s

0

g∗(r) dr

∥∥∥∥
LÃ(0,∞)

≤
∥∥∥∥s−1/n′

∫ s

0

g∗(r) dr

∥∥∥∥
LÃ(0,|G|)

+

(∫ |G|

0

g∗(r) dr

)
‖s−1/n′

χ(|G|,∞)(s)‖LÃ(0,∞).(4.12)

Notice that the last norm is finite since
∫
0

Ã(t)

t1+n′ dt < ∞, as a consequence
of (1.6) and of Lemma 2.3. Now,

n|G|1/n

n + 1

∫ |G|

0

g∗(r) dr = g∗∗(|G|)
∫ |G|

0

s1/n ds

≤
∫ |G|

0

s1/ng∗∗(s) ds ≤ 2‖1‖LA(0,|G|)

∥∥∥∥s−1/n′
∫ s

0

g∗(r) dr

∥∥∥∥
LÃ(0,|G|)

.(4.13)

Combining (4.12)−(4.13) yields (4.11). On making use of (4.9)−(4.11), one
can argue as in the case where G = R

n and conclude that there exists a con-
stant K such that ‖u‖X(G) ≤ K‖u‖L(n,BA,n)(G) for every u ∈ L(n,BA,n)(G).
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Consider Part II. The optimality of L(n,BA,n)(G)∩L∞(G) is clear when
|G| < ∞, since, in this case, L(n,BA,n)(G) ∩ L∞(G) = L∞(G) ⊆ X(G) for
any r.i. space X(G), thanks to property (P4).

Assume, instead, that G = R
n. Owing to (2.10), it suffices to show that

(4.14) L(n,BA,n)(Rn) ∩ L∞(Rn) ⊆ X(Rn)

for every r.i. space X(Rn) satisfying (2.32) with G = R
n.

Let u ∈ L(n,BA,n)(Rn) ∩ L∞(Rn). Then, in particular, u is essentially
bounded. Thus, if |suppu| < ∞, then u belongs to any r.i. space, and hence
to u ∈ X(Rn), by properties (P4)-(P5) of r.i. spaces. Assume now that
|suppu| = ∞. Given t > 0, let us decompose u as u(x) = ut(x) + ut(x) for
x ∈ R

n, where ut and ut are defined analogously as in (3.7). Notice that ut

and ut belong to L(n,BA,n)(Rn)∩L∞(Rn), since u does and |ut(x)| ≤ |u(x)|,
|ut(x)| ≤ |u(x)| for x ∈ R

n. We have |supp ut| = |{|u| > t}| < ∞, since
u ∈ L(n,BA,n)(Rn). Inasmuch as ut is essentially bounded, we conclude
as above that ut ∈ X(Rn) for every t > 0. Next, consider ut. Since we
are assuming that |supp u| = ∞, then |{ut ≥ t}| = |{|u| ≥ t}| ≥ α(q, A),
provided that t is sufficiently small, where α(q, A) is the number appearing
in Theorem 4.1. Thus, since ess sup|ut| = t, then the function f = u∗

t

satisfies assumption (4.4) of Theorem 4.1. The same argument as in the
proof of Part I now yields ut ∈ X(Rn). Hence, u ∈ X(Rn). The proof of
Theorem 1.1 is complete.

Let us now come to Theorem 4.1. The outline of the proof is as follows.
Inequality (4.2) is first transformed into an equivalent inequality where the
product of norms is replaced by a sum of integrals on the right-hand side. Via
a discretization and truncation argument, this inequality is further reduced
to an inequality restricted to characteristic functions of intervals and linear
combinations of them, which is dealt with in Lemma 4.4. The proof of
this lemma requires an inequality between certain Orlicz norms of powers
(Lemma 4.3), which in turn relies upon an inequality involving integrals of
the function A (Lemma 4.2).

As a preliminary step, we associate with any A and q as in the statement
of Theorem 4.1 the functions Λ, Φ, Ψ, Θ : [0,∞] → [0,∞] defined, for
s ≥ 0, by:

(4.15) Λ(s) =

∫ s

0

(
1

a(r)

) 1
q−1

dr,

where a is the function appearing in (1.4),

(4.16) Φ(s) = q′
∫ s

0

Ã(r)

r1+q′ dr,
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(4.17) Ψ(s) =
(
sΦ−1(sq′)

)q′
,

where Φ−1 is the (generalized) right-continuous inverse of Φ, and

(4.18) Θ(s) =

(∫ ∞

s/q′

(
1

b−1(r)

)q−1

dr

) 1
1−q

,

where b−1 is given by (1.18).

Lemma 4.2 Let q ∈ (1,∞) and let A be a Young function satisfying (1.17).
Let Φ and Θ be the functions defined by (4.16) and (4.18). Then there exists
a constant K2(q), depending only on q, such that

(4.19) Θ

(
s

(K2(q))q′

)
≤ (K2(q))

q′Φ(s) for s ∈ (0, β(A, q)),

where

(4.20) β(A, q) =

{
a(Λ−1(2

1
1−q Λ(∞))) if

∫∞ (
1

a(r)

)1/(q−1)
dr < ∞

∞ if
∫∞ (

1
a(r)

)1/(q−1)
dr = ∞,

and Λ is given by (4.15)

Proof. Inequality (4.19) reads

(4.21)

(∫ ∞

s/(q′(K2(q))q′)

(
1

b−1(r)

)q−1

dr

) 1
1−q

≤ q′(K2(q))
q′
∫ s

0

Ã(r)

r1+q′ dr.

Consider the left-hand side of (4.21). We have, by Fubini’s theorem,

(q − 1)

∫ ∞

s

(
1

b−1(r)

)q−1

dr =

= (q − 1)

∫ ∞

s

(∫ ∞

a−1(r)

(∫ t

0

(
1

a(τ)

) 1
q−1

dτ

)−q
dt

a(t)q′

)
dr

= (q − 1)

∫ ∞

a−1(s)

(∫ t

0

(
1

a(τ)

) 1
q−1

dτ

)−q
a(t) − s

a(t)q′ dt

=

(∫ a−1(s)

0

(
1

a(τ)

) 1
q−1

dτ

)1−q

−
(∫ ∞

0

(
1

a(τ)

) 1
q−1

dτ

)1−q

− s

∫ ∞

a−1(s)

(∫ t

0

(
1

a(τ)

) 1
q−1

dτ

)−q
dt

a(t)q′

= (Λ(a−1(s)))1−q − (Λ(∞))1−q − s

(b−1(s))q−1
for s > 0.(4.22)
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Moreover,

(4.23)

∫ ∞

s/2

(
1

b−1(r)

)q−1

dr ≥
∫ s

s/2

(
1

b−1(r)

)q−1

dr ≥ s

2(b−1(s))q−1
for s > 0.

Combining (4.22)−(4.23) yields

(4.24)
[
(Λ(a−1(s)))1−q−(Λ(∞))1−q

] 1
1−q ≥ (q+1)

1
1−q

(∫ ∞

s/2

(
1

b−1(r)

)q−1

dr

) 1
1−q

for s > 0. As far as the right-hand side of (4.21) is concerned, an application
of Fubini’s theorem gives∫ s

0

a−1(τ)

τ q′ dτ =

∫ a−1(s)

0

∫ s

a(r)

τ−q′ dτ dr

= (q − 1)

(∫ a−1(s)

0

(
1

a(r)

) 1
q−1

dr − a−1(s)

s1/(q−1)

)
(4.25)

for s > 0. On the other hand,

(4.26)

∫ 2s

0

a−1(τ)

τ q′ dτ ≥
∫ 2s

s

a−1(τ)

τ q′ dτ ≥ (q − 1)(1 − 21/(1−q))
a−1(s)

s1/(q−1)

for s > 0. On making first use of (4.25)−(4.26), and then of (2.11) with A

replaced by Ã and a replaced by a−1, we easily deduce that

Λ(a−1(s)) =

∫ a−1(s)

0

(
1

a(r)

) 1
q−1

dr ≤ 2 − 21/(1−q)

(q − 1)(1 − 21/(1−q))

∫ 2s

0

a−1(τ)

τ q′ dτ

≤ 2q′(2 − 21/(1−q))

(q − 1)(1 − 21/(1−q))

∫ 4s

0

Ã(τ)

τ 1+q′ dτ(4.27)

for s > 0. Now, if
∫∞(

r
A(r)

)1/(q−1)
dr = ∞, then Λ(∞)1−q = 0, by Lemma 2.3.

Thus, inequality (4.21) holds for every s > 0, as a consequence of (4.24)

and (4.27). If, on the contrary,
∫∞ (

r
A(r)

)1/(q−1)
dr < ∞, then Λ(∞)1−q > 0,

and the very definition of β(A, q) easily implies that

(4.28)
[
(Λ(a−1(s)))1−q − (Λ(∞))1−q

] 1
1−q ≤ 1

2
Λ(a−1(s)) for 0 < s ≤ β(A, q).

From (4.24), (4.27) and (4.28) we infer that (4.21) holds for s ∈ (0, β(A, q)].
�
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Lemma 4.3 Let q ∈ (1,∞) and let A be a Young function satisfying (1.17).
Then

(4.29) 1 ≤ 2K2(q)‖s−1/qχ[0,t)(s)‖L
BA,q (0,∞)

‖s−1/q′χ[t,∞)(s)‖LÃ(0,∞)

for every t ≥ α(A, q)/2. Here

(4.30) α(A, q) =


2

Ψ
(

1
K2(q)

Θ1/q′
(

β(A,q)

(K2(q))q
′
)) if

∫∞ (
r

A(r)

)1/(q−1)
dr < ∞

0 if
∫∞ (

r
A(r)

)1/(q−1)
dr = ∞,

where Ψ and Θ are defined in (4.17) and (4.18), respectively, K2(q) is the
constant appearing in (4.19) and β(A, q) is defined by (4.20).

Proof. Computations show that

(4.31) ‖s−1/qχ[0,t)(s)‖L
BA,q (0,∞)

=
t−1/q

H−1(1/t)
for t > 0,

where H−1 is the (generalized) right-continuous inverse of the Young func-
tion H given by

(4.32) H(s) = qsq

∫ ∞

s

BA,q(r)

r1+q
dr for s > 0.

[13, Lemma 5] ensures that

(4.33) H̃(s) ≤ q′
( s

q′

)q′
(∫ ∞

s/q′

(
r

B̃A,q(r)

)q−1

dr

) 1
1−q

for s > 0.

Hence, owing to (2.11) applied to BA,q, we have H̃(s) ≤ sq′Θ(s) for s > 0.
Thus, if F : [0,∞) → [0,∞] is defined as F (s) = sq′Θ(s) for s ≥ 0, then

(4.34) H̃−1(r) ≥ F−1(r) for r > 0,

where H̃−1 and F−1 are (generalized) right-continuous inverses. From (4.31),
from (2.15) applied to H, and from (4.34) we deduce that

(4.35) ‖s−1/qχ[0,t)(s)‖L
BA,q (0,∞)

≥ F−1(1/t)

2 t−1/q′ for t > 0.

On the other hand, it is not difficult to verify that

(4.36) ‖s−1/q′χ[t,∞)(s)‖LÃ(0,∞) = Ψ−1(1/t) for t > 0,

where Ψ−1 is the (generalized) right-continuous inverse of Ψ.
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Now, define L : [0,∞) → [0,∞] as L(s) =
(
sΘ−1(sq′)

)q′
for s > 0, and

observe that

(4.37) L−1(r) =
r1/q′

F−1(r)
for r > 0,

where L−1 is the (generalized) right-continuous inverse of L. Lemma 4.2
implies that

(K2(q))
q′Θ−1

(
τ(K2(q))

q′) ≥ Φ−1(τ) for τ > 0

[respectively, for 0 < τ ≤ (K2(q))
−q′Θ(β(A, q)(K2(q))

−q′)] if∫ ∞ ( r

A(r)

)1/(q−1)
dr = ∞

[ ∫ ∞ ( r

A(r)

)1/(q−1)
dr < ∞

]
.

Hence,

L(K2(q)s) ≥ Ψ(s) for s > 0
[
0 < s ≤ (K2(q))

−1Θ1/q′(β(A, q)(K2(q))
−q′)

]
.

Thus,

(4.38) L−1(r) ≤ K2(q)Ψ
−1(r)

for r > 0
[
0 < r ≤Ψ

(
(K2(q))

−1Θ1/q′
(
β(A, q)(K2(q))

−q′
))]

. Inequality (4.29)
is a consequence of (4.35)−(4.38). �

Lemma 4.4 Let q ∈ (1,∞) and let A be a Young function satisfying (1.17).
Then∫ ∞

0

λχ[0,t)(s)
∑
i∈Z

λiχ[ti, ti+1)(s)ds ≤ 2K2(q)

[ ∫ ∞

0

BA,q

(
λs−1/qχ[0,t)(s)

)
ds

+

∫ ∞

0

Ã

(
s−1/q′

∫ s

0

∑
i∈Z

λiχ[ti, ti+1)(r) dr

)
ds

]
(4.39)

for all nonnegative λ, λi, i ∈ Z, for all nonnegative ti such that ti ≤ ti+1 for
i ∈ Z, and for all

t ≥ α(A, q)

2

[ ∫ ∞

0

BA,q

(
λs−1/qχ[0,t)(s)

)
ds

+

∫ ∞

0

Ã

(
s−1/q′

∫ s

0

∑
i∈Z

λiχ[ti, ti+1)(r) dr

)
ds

]
,(4.40)

where K2(q) is the constant appearing in Lemma 4.2, and α(A, q) is the
number defined by (4.30).
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Proof. By the monotone convergence theorem for integrals, it suffices to
prove that∫ ∞

0

λχ[0,t)(s)
N−1∑

i=−N

λi χ[ti, ti+1)(s) ds ≤ 2K2(q)

[ ∫ ∞

0

BA,q

(
λs−1/qχ[0,t)(s)

)
ds

+

∫ ∞

0

Ã

(
s−1/q′

∫ s

0

N−1∑
i=−N

λiχ[ti, ti+1)(r) dr

)
ds

]
(4.41)

for λ, λi, t, ti as in the statement and for every N ∈ N.
We claim that inequality (4.41) is a consequence of∫ ∞

0

λχ[0,t)(s)

N−1∑
i=−N

λi χ[ti, ti+1)(s) ds ≤ 2K2(q)‖λs−1/qχ[0,t)(s)‖L
BA,q (0,∞)

×
∥∥∥∥s−1/q′

∫ s

0

N−1∑
i=−N

λiχ[ti, ti+1)(r) dr

∥∥∥∥
LÃ(0,∞)

(4.42)

for t ≥ α(A, q)/2. To see this, set

M =

∫ ∞

0

BA,q

(
λs−1/qχ[0,t)(s)

)
ds+

∫ ∞

0

Ã
(
s−1/q′

∫ s

0

N−1∑
i=−N

λiχ[ti, ti+1)(r) dr
)
ds,

apply (4.42) with A(s) replaced by AM(s) = A(s)/M , and observe that, after

this replacement, BA,q(s) is changed into BAM ,q(s) = BA,q(s)/M , Ã(s) into

ÃM(s) = Ã(Ms)/M and α(A, q) into α(AM , q) = Mα(A, q). Consequently,

‖λs−1/qχ[0,t)(s)‖L
B

AM ,q (0,∞)
≤ 1

and ∥∥∥s−1/q′
∫ s

0

N−1∑
i=−N

λiχ[ti, ti+1)(r) dr
∥∥∥

LÃM (0,∞)
≤ M,

whence (4.41) follows.

Let us establish (4.42). We may clearly suppose that λ = 1. We have∫ ∞

0

χ[0,t)(s)

N−1∑
i=−N

λiχ[ti, ti+1)(s) ds =(4.43)

=



0 if t ≤ t−N

j−1∑
i=−N

λi(ti+1 − ti) + λj(t − tj)
if t ∈ (tj, tj+1] for some

j ∈ {−N, . . . , N − 1}
N−1∑
i=−N

λi(ti+1 − ti) if t > tN .
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When t ≤ tN there is nothing to prove. Assume that t ∈ (tj, tj+1] for some
j ∈ {−N, . . . , N − 1}. Then∥∥∥∥s−1/q′

∫ s

0

N−1∑
i=−N

λiχ[ti, ti+1)(r) dr

∥∥∥∥
LÃ(0,∞)

(4.44)

=

∥∥∥∥s−1/q′
N−1∑
i=−N

(
λi(s − ti)χ[ti, ti+1)(s) + λi(ti+1 − ti)χ[ti+1,∞)(s)

)∥∥∥∥
LÃ(0,∞)

≥
∥∥∥∥s−1/q′

( j−1∑
i=−N

λi(ti+1 − ti)χ[ti+1,∞)(s) + λj(s − tj)χ[tj ,t)(s)

+ λj(s − tj)χ[t,tj+1)(s) + λj(tj+1 − tj)χ[tj+1,∞)(s)

)∥∥∥∥
LÃ(0,∞)

≥
∥∥∥∥s−1/q′

( j−1∑
i=−N

λi(ti+1 − ti)χ[t,∞)(s) + λj(t − tj)χ[t,tj+1)(s)

+ λj(t − tj)χ[tj+1,∞)(s)

)∥∥∥∥
LÃ(0,∞)

=

( j−1∑
i=−N

λi(ti+1 − ti) + λj(t − tj)

)∥∥∥∥s−1/q′χ[t,∞)(s)

∥∥∥∥
LÃ(0,∞)

.

If t > tN , then we have∥∥∥∥s−1/q′
∫ s

0

N−1∑
i=−N

λiχ[ti, ti+1)(r) dr

∥∥∥∥
LÃ(0,∞)

(4.45)

=

∥∥∥∥s−1/q′
N−1∑
i=−N

(
λi(s − ti)χ[ti, ti+1)(s) + λi(ti+1 − ti)χ[ti+1,∞)(s)

)∥∥∥∥
LÃ(0,∞)

≥
∥∥∥∥s−1/q′

N−1∑
i=−N

λi(ti+1 − ti)χ[ti+1,∞)(s)

∥∥∥∥
LÃ(0,∞)

≥
∥∥∥∥s−1/q′

N−1∑
i=−N

λi(ti+1 − ti)χ[t,∞)(s)

∥∥∥∥
LÃ(0,∞)

=
N−1∑
i=−N

λi(ti+1 − ti)

∥∥∥∥s−1/q′χ[t,∞)(s)

∥∥∥∥
LÃ(0,∞)

.

Owing to Lemma 4.3, inequality (4.42) follows from (4.43) and (4.44) if
t ∈ (tj, tj+1] for some j ∈ {−N, . . . , N − 1}, and from (4.43) and (4.45) if
t > tN . �



464 A. Cianchi

Proof of Theorem 4.1. The statement will be proved with α(A, q) defined
by (4.30). For simplicity of notation, throughout the proof we denote BA,q

by B. Owing to the Hardy-Littlewood inequality (2.5), we may assume that
f = f ∗ and g = g∗. We claim that inequality (4.2) will follow if we show
that ∫ ∞

0

f ∗(s)g∗(s) ds ≤ K1(q)

(∫ ∞

0

B
(
s−1/qf ∗(s)

)
ds

+

∫ ∞

0

Ã

(
s−1/q′

∫ s

0

g∗(r) dr

)
ds

)
(4.46)

for any f and g as in the statement and satisfying, in addition,

(4.47)

∫ ∞

0

B
(
s−1/qf ∗(s)

)
ds ≤ 1 and

∫ ∞

0

Ã

(
s−1/q′

∫ s

0

g∗(r) dr

)
ds ≤ 1.

To verify our claim, notice that if f and g are any functions making the
right-hand side of (4.2) finite, then the new functions f and g, defined for
ε > 0 as

f(s) =
f ∗(s)

‖(·)−1/qf ∗(·)‖LB(0,∞) + ε
and g(s) =

g∗(s)
‖(·)−1/q′

∫ ·
0
g∗(r) dr‖LÃ(0,∞) + ε

,

satisfy (4.47); notice also that f fulfills (4.4) if f does. Moreover, an appli-
cation of (4.46) with f ∗ and g∗ replaced by f and g yields∫ ∞

0

f ∗(s)g∗(s)(
‖(·)−1/qf ∗(·)‖LB(0,∞) + ε

)(∥∥(·)−1/q′
∫ ·
0
g∗(r) dr

∥∥
LÃ(0,∞)

+ ε
) ds ≤

≤ K1(q)

2

(∫ ∞

0

B

(
s−1/qf ∗(s)

‖(·)−1/qf ∗(·)‖LB(0,∞) + ε

)
ds

+

∫ ∞

0

Ã

(
s−1/q′

∫ s

0
g∗(r) dr∥∥(·)−1/q′

∫ ·
0
g∗(r) dr

∥∥
LÃ(0,∞)

+ ε

)
ds

)
≤ K1(q).(4.48)

Inequality (4.48) implies (4.2), thanks to the arbitrariness of ε.

We now prove (4.46). For every k ∈ Z such that

(4.49) 2k+1 ≤ ess sup |f |,
define the non-increasing function fk : [0,∞) → [0,∞) as

(4.50) fk(s) =


0 if f ∗(s) < 2k,
f ∗(s) − 2k if 2k ≤ f ∗(s) < 2k+1,
2k if f ∗(s) ≥ 2k+1.
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Furthermore, set

Fk = {s ≥ 0 : 2k+1 ≤ f ∗ < 2k+2},
and, for k, m ∈ Z,

Gk,m = {s ∈ Fk : 2m ≤ g∗ < 2m+1}.
Note that each of the sets Fk and Gk,m is either empty or an interval, and
that Fk = ∪m∈ZGk,m. Furthermore, Fk ⊆ {f ∗ ≥ 2k+1} = {fk ≥ 2k}, an
interval whose endpoints are 0 and |{fk ≥ 2k}|. One has,∫ ∞

0

f ∗(s) g∗(s) ds =

∫ ∞

0

(∑
k

χFk
(s)f ∗(s)

)
g∗(s) ds

=
∑

k

∫ ∞

0

χFk
(s)f ∗(s)g∗(s) ds ≤

∑
k

∫ ∞

0

2k+2χFk
(s)g∗(s) ds

=
∑

k

∫ ∞

0

2k+2χ{fk≥2k}(s)χFk
(s)g∗(s) ds

=
∑

k

∫ ∞

0

2k+2χ{fk≥2k}(s)
∑
m

χGk,m
(s)g∗(s) ds

≤
∑

k

8

∫ ∞

0

2kχ{fk≥2k}(s)
∑
m

2mχGk,m
(s) ds.(4.51)

By Lemma 4.4, we have that, for every k satisfying (4.49),∫ ∞

0

2kχ{fk≥2k}(s)
∑
m

2m χGk,m
(s) ds ≤ 2K2(q)

[ ∫ ∞

0

B

(
2ks−1/qχ{fk≥2k}(s)

)
ds

+

∫ ∞

0

Ã

(
s−1/q′

∫ s

0

∑
m

2mχGk,m
(r) dr

)
ds

]
.(4.52)

Observe that t = |{fk ≥ 2k}| in this application of Lemma 4.4. Thus, we
need to know that

|{fk ≥ 2k}| ≥ α(A, q)

2

[ ∫ ∞

0

B
(
2ks−1/qχ{fk≥2k}(s)

)
ds

+

∫ ∞

0

Ã

(
s−1/q′

∫ s

0

∑
m

2mχGk,m
(r) dr

)
ds

]
.(4.53)

Since (4.49) is in force, then

(4.54) |{fk ≥ 2k}| = |{f ∗ ≥ 2k+1}| = |{f ≥ 2k+1}| ≥ α(A, q),

by assumption (4.4).
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Moreover, inasmuch as

(4.55) 2kχ{fk≥2k}(s) ≤ fk(s) ≤ f ∗(s) for s > 0,

(4.56)
∑
m

2mχGk,m
(s) ≤

∑
m

g∗(s)χGk,m
(s) = g∗(s)χFk

(s) ≤ g∗(s) for s > 0,

and we are assuming (4.47), then∫ ∞

0

B
(
2ks−1/qχ{fk≥2k}(s)

)
ds +

∫ ∞

0

Ã

(
s−1/q′

∫ s

0

∑
m

2mχGk,m
(r) dr

)
ds

≤
∫ ∞

0

B
(
s−1/qf ∗(s)

)
ds +

∫ ∞

0

Ã

(
s−1/q′

∫ s

0

g∗(r) dr

)
ds ≤ 2.(4.57)

Inequality (4.53) is a consequence of (4.54) and (4.57).

Now, by (4.55)−(4.56),∫ ∞

0

B
(
2ks−1/qχ{fk≥2k}(s)

)
ds +

∫ ∞

0

Ã

(
s−1/q′

∫ s

0

∑
m

2mχGk,m
(r) dr

)
ds

≤
∫ ∞

0

B
(
s−1/qfk(s)

)
ds +

∫ ∞

0

Ã

(
s−1/q′

∫ s

0

g∗(r)χFk
(r) dr

)
ds.(4.58)

Combining (4.51), (4.52) and (4.58) yields, via the monotone convergence
theorem for integrals,∫ ∞

0

f ∗(s)g∗(s) ds ≤ 16K2(q)

[ ∫ ∞

0

∑
k

B
(
s−1/qfk(s)

)
ds

+

∫ ∞

0

∑
k

Ã

(
s−1/q′

∫ s

0

g∗(r)χFk
(r) dr

)
ds

]
.(4.59)

By property (2.13) and by monotone convergence again, the right-hand side
of (4.59) does not exceed

16K2(q)

[ ∫ ∞

0

B
(
s−1/q

∑
k

fk(s)
)
ds+

∫ ∞

0

Ã

(
s−1/q′

∫ s

0

g∗(r)
∑

k

χFk
(r) dr

)
ds

]
.

Since

(4.60)
∑

k

fk(s) = f ∗(s) and
∑

k

χFk
(s) = 1 for s ≥ 0,

inequality (4.46) follows with K1(q) = 16K2(q). �
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5. Comparison between A and BA,q

The present section is devoted to the study of relations between a given
Young function A, satisfying (1.17) for some q ∈ (1,∞), and the Young
function BA,q associated with A and q as in Definition 1.2. Our first ob-
servation, contained in Proposition 5.1, is that A always dominates BA,q.
In subsequent Proposition 5.2, the couples (A, q) for which A and BA,q are
equivalent are described in terms of the Matuzewska-Orlicz indices of A.
As a consequence, the cases of equality of the spaces L(q,BA,q)(G) and
L(q, A)(G), and of related spaces, are characterized.

Proposition 5.1 Let q ∈ (1,∞) and let A be a Young function satisfy-
ing (1.17). Then A dominates BA,q.

Proof. We have to prove that there exists a positive constant c such that
BA,q(s) ≤ A(cs) for s ≥ 0. Owing to (2.11) and to corresponding estimates
for BA,q, this inequality is equivalent to b(s) ≤ ka(ks) for s ≥ 0 and for
some constant k, where b is given as in Definition 2.11; the latter inequality
is in turn equivalent to

(5.1) kb−1(r) ≥ a−1(r/k) for r ≥ 0.

Inequality (5.1) reads

(5.2)

(∫ ∞

a−1(s)

(∫ t

0

(
1

a(r)

) 1
q−1

dr

)−q
dt

a(t)q′

) 1
1−q

≥ 1

k
a−1

( s

k

)
for s ≥ 0.

Since ( 1

a(r)

)1/(q−1)

is non-increasing in (0,∞), then

1

t

∫ t

0

( 1

a(r)

)1(q−1)

dr ≥
( 1

a(t)

)1/(q−1)

for t > 0. Consequently,∫ ∞

a−1(s)

(∫ t

0

(
1

a(r)

) 1
q−1

dr

)−q
dt

a(t)q′ ≤
∫ ∞

a−1(s)

t−q dt =
(a−1(s))1−q

q − 1
.

Hence, (5.2) follows with k = max{1, (q − 1)−1/(q−1)}. �
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Proposition 5.2 Let q ∈ (1,∞) and let A be a Young function. Let n ≥ 1.

I. Assume that (1.17) is fulfilled. Then the following assertions are equiv-
alent:

(i) BA,q is equivalent to A;

(ii) A is finite-valued and I(A) < q;

(iii) If G is any measurable subset of R
n having infinite measure, then

L(q,BA,q)(G) = L(q, A)(G) (up to equivalent norms).

II. Assume that (1.17) is fulfilled. Let A0 be any Young function which
agrees with A near 0 (in particular, the choice A0 = A is admissible). Then
the following assertions are equivalent:

(i) BA0,q is equivalent to A near 0;

(ii) I0(A) < q;

(iii) If G is any measurable subset of R
n having infinite measure and Â is

any Young function which agrees with A near 0 and satisfies∫ ∞ Â(r)

r1+q
dr < ∞,

then L(q,BA0,q)(G) ∩ L∞(G) = L(q, Â)(G) ∩ L∞(G) (up to equivalent
norms).

III. Let A∞ be any Young function which agrees with A near infinity and
satisfies ∫

0

(
r

A∞(r)

)1/(q−1)

dr < ∞

(in particular, the choice A∞ = A is admissible if A fulfills (1.17)). Then
the following assertions are equivalent:

(i) BA∞,q is equivalent to A near infinity;

(ii) A is finite-valued and I∞(A) < q;

(iii) If G is any measurable subset of R
n having finite measure, then

L(q,BA∞,q)(G) = L(q, A)(G)

(up to equivalent norms).
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Proof. Part I. (ii) implies (i). Since A always dominates BA,q, we have only
to show that BA,q dominates A. It is easily seen, thanks to inequalities (2.11),
that I(a) = I(A) − 1, whence I(a) < q − 1. A well-known property of
Matuzewska-Orlicz indices (see e.g. [6]) tells us that, for every γ > I(a),
a constant C exists such that

(5.3) a(s) ≤ Ca(r)
(s

r

)γ

if 0 ≤ r ≤ s.

Now choose γ ∈ (I(a), q − 1). Then

1

t

∫ t

0

(
1

a(r)

) 1
q−1

dr ≤ 1

t
C

1
q−1

(
tγ

a(t)

) 1
q−1

∫ t

0

r
γ

1−q dr(5.4)

= C
1

q−1

( q − 1

q − 1 − γ

)( 1

a(t)

) 1
q−1

for t > 0.

Thus, a positive constant C1 exists such that∫ ∞

a−1(s)

(∫ t

0

(
1

a(r)

) 1
q−1

dr

)−q
dt

a(t)q′ ≥ C1

∫ ∞

a−1(s)

t−q dt = C1
(a−1(s))1−q

q − 1

for t > 0, whence b−1(s) ≤ ((q− 1)/C1)
1/(q−1)a−1(s) for s ≥ 0. This inequal-

ity tells us that BA,q dominates A.

(iii) implies (ii). Assumption (iii) clearly ensures that L(q, A)(0,∞) is an
r.i. space, and, by (2.10), also that L(q, A)(0,∞) = L(q,BA,q)(0,∞) with
equivalent norms. Therefore, a constant C2 exists such that

‖f‖L(q,A)(0,∞) ≤ C2‖f‖L(q,BA,q)(0,∞)

for every f ∈ L(q,BA,q)(0,∞). Combining this inequality with inequal-
ity (3.1) (with n replaced by q) tells us that there exists a constant C3

such that

‖s−1/q

∫ ∞

s

r−1/q′f(r) dr‖LA(0,∞) ≤ C3‖f(s)‖LA(0,∞)

for every f ∈ LA(0,∞). Hence, owing to [13, Lemma 5], a constant k exists
such that

(5.5)

(∫ ∞

ks

(
r

Ã(r)

)q−1

dr

)1/q(∫ s

0

Ã(r)

r1+q′ dr

)1/q′

≤ ks for s ≥ 0.

Lemma 4 of the same paper then entails that I(Ã−1) < 1/q′, whence

i(A−1) > 1/q, since i(A−1) + I(Ã−1) = 1 (see [7]). Such an estimate
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for i(A−1) ensures that A is finite-valued. In fact, if A(s) were equal to ∞
for large s, then A−1(r) would be constant for large r, whence i(A−1) = 0.
Moreover, since A(s) is also strictly positive for s > 0 by assumption (1.17),
then A is strictly increasing. Hence, the condition i(A−1) > 1/q is equivalent
to I(A) < q (see [7] again). Thus, (ii) follows.

(i) implies (iii). This implication is a straightforward consequence of
the definition of the norms in L(q, A)(G) and L(q,BA,q)(G), and of the
fact that Luxemburg norms associated with equivalent Young functions are
equivalent.

Part II. (ii) implies (i). Condition (ii) is equivalent to I0(a) < q−1.
Moreover, given any γ > I0(a), constants C and s0 exist such that inequal-
ity (5.3) holds if 0 < r ≤ s ≤ s0. One can then proceed analogously as
in Part I and show that BA,q dominates A near 0, and hence that BA,q is
equivalent to A near 0. It is not difficult to verify that BA0,q is equivalent
to BA,q near 0. Consequently, (i) follows.

(iii) implies (ii). Since we are assuming that
∫∞ Â(r)

r1+q dr < ∞, then

Proposition 2.1 ensures that L(q, Â)(0,∞)∩L∞(0,∞) is an r.i. space, which
agrees with L(q,BA0,q)(0,∞) ∩ L∞(0,∞), by (iii). In particular, by (2.10),
a positive constant C1 exists such that

(5.6) ‖f‖L(q,Â)(0,∞)∩L∞(0,∞) ≤ C1‖f‖L(q,BA0,q)(0,∞)∩L∞(0,∞)

for every f ∈ L(q,BA0,q)(0,∞) ∩ L∞(0,∞). Now, let Ǎ be any Young
function which agrees with A (and hence with A0) near 0 and satisfies∫ ∞ (

r

Ǎ(r)

)1/(q−1)

dr < ∞.

Then BǍ,q is equivalent to BA0,q near 0, and the functions EBǍ,q
and EBA0,q

,

defined as in (2.19), are globally equivalent. Hence, by Proposition 2.1,
Part II,

L(q,BǍ,q)(0,∞) ∩ L∞(0,∞) = L(q,BA0,q)(0,∞) ∩ L∞(0,∞);

therefore, a constant C2 exists such that

(5.7) ‖f‖L(q,BA0,q)(0,∞)∩L∞(0,∞) ≤ C2‖f‖L(q,BǍ,q)(0,∞)∩L∞(0,∞)

for every f ∈ L(q,BǍ,q)(0,∞)∩L∞(0,∞). By inequalities (3.1)−(3.2) (with

A replaced by Ǎ and n replaced by q), a constant C3 exists such that

(5.8)

∥∥∥∥∫ ∞

s

r−1/q′f(r) dr

∥∥∥∥
L(q,BǍ,q)(0,∞)

+

∥∥∥∥∫ ∞

s

r−1/q′f(r) dr

∥∥∥∥
L∞(0,∞)

≤ C3‖f‖LǍ(0,∞)

for every f ∈ LǍ(0,∞).
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From (5.6)−(5.8), we deduce that∥∥∥∥s−1/q

∫ ∞

s

r−1/q′ f(r) dr

∥∥∥∥
LÂ(0,∞)

≤
∥∥∥∥∫ ∞

s

r−1/q′|f(r)| dr

∥∥∥∥
L(q,Â)(0,∞)

≤
∥∥∥∥∫ ∞

s

r−1/q′|f(r)| dr

∥∥∥∥
L(q,Â)(0,∞)∩L∞(0,∞)

≤ C1C2

∥∥∥∥∫ ∞

s

r−1/q′|f(r)| dr

∥∥∥∥
L(q,BǍ,q)(0,∞))∩L∞(0,∞)

≤ C1C2C3‖f‖LǍ(0,∞)(5.9)

for every f ∈ LǍ(0,∞). Owing to [13, Lemma 5], one infers from (5.9) that
a constant k exists such that

(5.10)

(∫ ∞

ks

(
r˜̂

A(r)

)q−1

dr

)1/q(∫ s

0

˜̌A(r)

r1+q′ dr

)1/q′

≤ k for s ≥ 0.

Since both Â and Ǎ agree with A near 0, then
˜̂
A and ˜̌A are equivalent near 0.

This ensures that (5.10) also holds, with Ǎ replaced by Â (possibly with a
different constant k) for small s. Therefore, via analogous arguments as in
the proof of [13, Lemma 4], one can deduce that

I0

(˜̂
A

−1)
< 1/q′,

and hence that I0(A) = I0(Â) < q.

(i) implies (iii). Since BA0,q is equivalent to A near 0, and A agrees

with Â near 0, then BA0,q is equivalent to Â near 0. Thus, the func-
tions EBA0,q

and EÂ, defined as in (2.19), are globally equivalent. Con-

sequently, L(q;BA0,q,∞)(G) = L(q; Â,∞)(G). By Proposition 2.1, Part II,
assertion (iii) follows.

Part III. (ii) implies (i). Analogously as in Parts I and II, we have that
I∞(a) < q − 1 and that, given any γ > I∞(a), constants C and s∞ exist
such that inequality (5.3) holds if s∞ ≤ r ≤ s. Hence, it is not difficult to
show that there exists a constant C1 such that

(5.11)
1

t

∫ t

0

(
1

a∞(r)

) 1
q−1

dr ≤ C1

(
1

a∞(t)

) 1
q−1

for large t, where a∞ is the non decreasing left-continuous function such
that A∞(s) =

∫ s

0
a∞(r)dr. Since a∞(s) = a(s) for large s, one can infer
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from (5.11) that b−1(r) ≤ C2a
−1(r) for some constant C2 and for sufficiently

large r. Then BA,q dominates A near infinity and, by Proposition 5.1, it is
in fact equivalent to A near infinity.

(iii) implies (ii). From inequality (3.1), applied with n and A replaced
by q and A∞, respectively, and from the fact that A∞ agrees with A near
infinity we get that a constant C2, depending only on A, n and |G| exists
such that ∥∥∥∥s−1/q

∫ ∞

s

r−1/q′f(r) dr

∥∥∥∥
LA∞(0,|G|)

≤ C2‖f‖LA∞ (0,|G|)

for every f ∈ LA∞
(0, |G|). [13, Theorem 5] then tells us that there exists a

constant k such that

(5.12)

(∫ ∞

ks

(
r

Ã∞(r)

)q−1

dr

)1/q(∫ s

0

Ã∞(r)

r1+q′ dr

)1/q′

≤ k

for large s. Since A equals A∞ near infinity, then inequality (5.12) also holds
with A∞ replaced by A (possibly with a different constant k) for large s.

Hence, by [13, Lemma 4], I∞(Ã) < 1/q′, whence we conclude as above that
I∞(A) < q.

(i) implies (iii). Since BA∞,q is equivalent to A near infinity and, by
Proposition 2.2 applied to A∞,∫ ∞ BA∞,q(t)

t1+q
dt < ∞, then

∫ ∞ A(t)

t1+q
dt < ∞.

Hence, L(q, A)(G) is an r.i. space. The equation L(q,BA∞,q)(G)=L(q, A)(G)
follows from the equivalence of Luxemburg norms over sets of finite measure
associated with Young functions equivalent near infinity. �

References

[1] Adams, R.A.: On the Orlicz-Sobolev imbedding theorem. J. Functional
Analysis 24 (1977), 241–257.

[2] Alvino, A., Ferone, V. and Trombetti, G.: Moser-type inequalities
in Lorentz spaces. Potential Anal. 5 (1996), no. 3, 273–299.

[3] Bennett, C. and Rudnick, K.: On Lorentz-Zygmund spaces. Disserta-
tiones Math. 175 (1980), 1–72.

[4] Bennett, C. and Sharpley, R.: Interpolation of operators. Pure and
Applied Mathematics 129. Academic Press, Boston, 1988.



Optimal Orlicz-Sobolev embeddings 473

[5] Besov, O. V., Il’in, V.P. and Nikolskii, S.M.: Integral representa-
tions of functions and embedding theorems. Nauka, Moscow, 1975; English
translation: Wiley, New York-Toronto, 1979.

[6] Bingham, N.H., Goldie, C. M. and Teugels, J. L.: Regular variation.
Encyclopedia of Mathematics and its Applications 27. Cambridge Univer-
sity Press, Cambridge, 1987.

[7] Boyd, D.W.: Indices for the Orlicz spaces. Pacific J. Math. 38 (1971),
315–323.

[8] Brezis, H. and Wainger, S.: A note on limiting cases of Sobolev embed-
dings and convolution inequalities. Comm. Partial Differential Equations 5
(1980), no. 7, 773–789.

[9] Brothers, J. E. and Ziemer, W.P.: Minimal rearrangements of Sobolev
functions. J. Reine Angew. Math 384 (1988), 153–179.

[10] Cianchi, A.: A sharp embedding theorem for Orlicz-Sobolev spaces. Indi-
ana Univ. Math. J. 45 (1996), no. 1, 39–65.

[11] Cianchi, A.: Boundedness of solutions to variational problems under gen-
eral growth conditions. Comm. Partial Differential Equations 22 (1997),
no. 9-10, 1629–1646.

[12] Cianchi, A.: An optimal interpolation theorem of Marcinkiewicz type in
Orlicz spaces. J. Funct. Anal. 153 (1998), no. 2, 357–381.

[13] Cianchi, A.: Hardy inequalites in Orlicz spaces. Trans. Amer. Math. Soc.
351 (1999), no 6, 2459–2478.

[14] Cianchi, A.: A fully anisotropic Sobolev inequality. Pacific J. Math. 196
(2000), no. 2, 283–295.

[15] Cwikel, M. and Pustylnik, E.: Sobolev type embeddings in the limiting
case. J. Fourier Anal. Appl. 4 (1998), no. 4-5, 433–446.

[16] Donaldson, D.T. and Trudinger, N. S.: Orlicz-Sobolev spaces and
embedding theorems. J. Functional Analysis 8 (1971), 52–75.

[17] Edmunds, D. E., Gurka, P. and Opic, B.: Double exponential inte-
grability of convolution operators in generalized Lorentz-Zygmund spaces.
Indiana Univ. Math. J. 44 (1995), no. 1, 19–43.

[18] Edmunds, D. E., Kerman, R.A. and Pick, L.: Optimal Sobolev imbed-
dings involving rearrangement invariant quasi-norms. J. Funct. Anal. 170
(2000), no. 2, 307–355.

[19] Fusco, N., Lions, P. L. and Sbordone, V.: Sobolev embedding theo-
rems in borderline cases. Proc. Amer. Math. Soc. 124 (1996), no. 2, 561–
565.

[20] Greco, L. and Moscariello, G.: An embedding theorem in Lorentz-
Zygmund spaces. Potential Anal. 5 (1996), no. 6, 581–590.

[21] Hansson, K.: Imbedding theorems of Sobolev type in potential theory.
Math. Scand. 45 (1979), no. 1, 77–102.



474 A. Cianchi

[22] Klimov, V. S.: Imbedding theorems and geometric inequalities. Izv. Akad.
Nauk SSSR Ser. Mat. 40 (1976), no. 3, 645–671. Translated in Math. USSR-
Izv. 10 (1976), 615–638.

[23] Kolyada, V. I.: On the differential properties of the rearrangements of
functions. In Progress in Approximation Theory (Tampa, FL, 1990), 333–
352. Springer Ser. Comput. Math. 19. Springer, New York, 1992.

[24] Maz’ya, V.M.: Sobolev spaces. Springer Series in Soviet Mathematics.
Springer-Verlag, Berlin, 1985.

[25] O’Neil, R.: Convolution operators in L(p, q) spaces. Duke Math. J. 30
(1963), 129–142.

[26] Peetre, J.: Espaces d’ interpolation et théorème de Soboleff. Ann. Inst.
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