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Estimates of BMO type for singular
integrals on spaces of homogeneous type
and applications to hypoelliptic PDEs

Marco Bramanti and Luca Brandolini

Abstract

Let us consider the class of “nonvariational uniformly hypoelliptic
operators”:

Lu ≡
q∑

i,j=1

aij (x) XiXju

where: X1, X2, . . . , Xq is a system of Hörmander vector fields in R
n

(n > q), {aij} is a q × q uniformly elliptic matrix, and the func-
tions aij (x) are continuous, with a suitable control on the modulus
of continuity. We prove that:

‖XiXju‖BMO(Ω′) ≤ c
{
‖Lu‖BMO(Ω) + ‖u‖BMO(Ω)

}
for domains Ω′ ⊂⊂ Ω that are regular in a suitable sense. Moreover,
the space BMO in the above estimate can be replaced with a scale
of spaces of the kind studied by Spanne. To get this estimate, sev-
eral results are proved, regarding singular and fractional integrals on
general spaces of homogeneous type, in relation with function spaces
of BMO type.

0. Introduction

Let L be a linear second order nonvariational uniformly elliptic operator
in R

n,

Lu ≡
n∑

i,j=1

aij (x)uxixj
.
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It is well known that, if u solves the problem{
Lu = f in Ω

u = 0 on ∂Ω

where Ω is a bounded smooth domain of R
n and aij are continuous on Ω,

then ∥∥uxixj

∥∥
Lp(Ω)

≤ c ‖f‖Lp(Ω) for any p ∈ (1,∞)

(see, e.g. [20], p.242). Moreover, Chiarenza-Frasca-Longo ([13], [14]) have
shown that the continuity condition can be relaxed assuming aij ∈ L∞ (Ω)∩
VMO (Ω). These Lp estimates are known to fail for p = ∞ and p = 1,
even for the Laplace operator. A fairly natural question is to ask whether
the John-Nirenberg space BMO and the Hardy space H1 can, respectively,
replace L∞ and L1 in similar estimates. (Throughout this introduction, the
reader is assumed to be familiar with the definition of BMO, VMO and
related spaces. However, all the background will be given in detail in §1).

In 1966, Peetre [27] proved the following local result for elliptic operators:
if L is as above, and its coefficients have a modulus of continuity which is
o (1/ |log t|), then for every test function u supported in a ball small enough,∥∥uxixj

∥∥
∗ ≤ c

{‖Lu‖∗ +
∥∥uxixj

∥∥
2

}
where ‖·‖∗ is the BMO seminorm. This estimate exploits another Peetre’s
result of independent interest, namely the continuity of a singular integral
operator of Calderón-Zygmund type on BMO.

In 1993, Chang-Krantz-Stein [11] proved global estimates in suitable
Hardy spaces Hp for the second derivatives of solutions to boundary value
problems on bounded domains for the Laplacian.

In 1999, Chang-Dafni-Stein [9] improved the above Hp estimates and
established BMO estimates, in the same context (BVPs for the Laplacian).

In the same year, Chang-Li [10] studied H1 and BMO estimates for the
second derivatives of solutions to the Dirichlet problem for elliptic operators
with Dini-continuous coefficients. These results partially overlap with those
of Peetre, who proves only local results, but on the other side has a slightly
weaker assumption on the coefficients.

The aim of this paper is to extend to spaces of homogeneous type (of
finite measure) Peetre’s theorem on BMO continuity of Calderón-Zygmund
operators, and several related results, and apply these to prove local BMO
regularity estimates for the class of “uniformly hypoelliptic operators” stud-
ied by the authors in [4], [5].
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More precisely we consider operators of the form

(0.1) Lu ≡
q∑

i,j=1

aij (x)XiXju

where: X1, X2, . . . , Xq is a system of Hörmander vector fields in R
n (n > q),

the q× q matrix {aij} is symmetric and uniformly elliptic, and the functions
aij (x) satisfy a continuity assumption of the kind assumed by Peetre. We
shall prove that:

(0.2) ‖XiXju‖BMO(Ω′) ≤ c
{
‖Lu‖BMO(Ω) + ‖u‖BMO(Ω)

}
for any bounded domain Ω, and Ω′ ⊂⊂ Ω (Ω,Ω′ satisfying a suitable regular-
ity assumption). More generally, we shall prove estimates of type (0.2), with
BMO replaced by a scale of spaces (introduced by Spanne [32]), which in
particular contains BMO (see §1 for the definition of these spaces, and §4.2
for the exact statement of this estimate). Here the BMO-type spaces are
defined with respect to the Carnot-Carathéodory distance induced by vec-
tor fields.

To motivate our assumptions on the coefficients aij (x) and the techniques
we employ to prove (0.2), let us come back again to discuss the elliptic case.
Since the BMO estimate can be seen as an endpoint case of Lp estimates,
in view of Chiarenza-Frasca-Longo’s results, it would seem natural to work
with discontinuous coefficients aij , belonging (at least) to L∞ ∩ VMO.

To follow this approach one needs the following two estimates:

‖Kf‖BMO ≤ c ‖f‖BMO

‖[K,Ma] f‖BMO ≤ c ‖a‖ ‖f‖BMO(0.3)

where K is a singular integral operator, [K,Ma] f = K (af) − aK (f), and
‖a‖ is some seminorm of a which is locally small when a has small oscillations
(in some suitable sense). Now, the best estimate of kind (0.3) that we
actually are able to prove (see §5) involves the L2MO seminorm for a:

‖a‖ = sup
Br

log2 r

|Br|
∫

Br

|a (x) − aBr | dx.

But the assumption of finiteness of this ‖a‖ implies continuity of a, as we
shall see in §1.2. Since, on the other side, the L2MO assumption seems
very natural from the point of view of the techniques involved in the proof
of (0.3), we are led to think that it is better to assume a priori the continuity
of the aij’s. At this point the Chiarenza-Frasca-Longo commutator technique
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is no longer natural to attack the problem: instead, it is natural (and much
easier!) to apply the classical “Korn’s trick” (see [23]). Let us sketch this
idea in the case of a variable coefficient elliptic operator

Lu ≡
n∑

i,j=1

aij (x)uxixj
.

For a test function u supported in some ball Br (x0), we consider the
frozen operator

L0u ≡
n∑

i,j=1

aij (x0)uxixj
.

Then for a suitable singular integral operator K we have the representa-
tion formula

uxixj
(x) = K (L0u) (x) = K (Lu) (x) +

n∑
i,j=1

K
(
[aij (x0) − aij (·)]uxixj

)
(x) .

Now we exploit the BMO continuity of K proved by Peetre and the fact,
proved by Stegenga [33] and Li [24], that

‖af‖∗ ≤ c {‖a‖LMO + ‖a‖∞} ‖f‖∗
where

‖a‖LMO = sup
Br

|log r|
|Br|

∫
Br

|a (x) − aBr | dx.
Then

‖uxhxk
‖∗ ≤ c

{
‖Lu‖∗ +

∑
i,j

∥∥[aij (x0) − aij (·)]uxixj

∥∥
∗

}
≤

≤ c

{
‖Lu‖∗ +

∑
i,j

(‖aij‖LMO + ‖aij (x0) − aij‖∞
) ∥∥uxixj

∥∥
∗

}
.

Now, if u is supported in a ball Br small enough, and the coefficients aij

have a suitable modulus of continuity, then the term(‖aij‖LMO + ‖aij (x0) − aij‖∞
)

vanishes with r, and one can derive the BMO estimates. These estimates
hold under assumptions that are weaker than asking aij ∈ L2MO, and only
require the study of the multiplication operator on BMO (rather than the
commutator).

If one is willing to translate this technique to the setting of hypoelliptic
operators of kind (0.1), what is needed is to prove, in a suitable general
context, a BMO continuity result for singular (and fractional) integral op-
erators, and a theorem stating that the multiplication for a maps BMO
continuously to itself, whenever a ∈ L∞ ∩ LMO.
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These facts will be proved here for general spaces of homogeneous type
of finite measure and will imply, as we shall explain in §4.2, an estimate of
the kind

‖XiXju‖BMO(Br) ≤ c
{
‖Lu‖BMO(Br) + ‖u‖BMO(Br)

}
for any function u compactly supported in Br and r small enough. From this
we deduce (0.2), exploiting suitable interpolation inequalities for “Sobolev”
spaces, and several properties related to the geometry induced by the vector
fields, which will be established in §§4.1-4.2.

To summarize, the main results in this paper are divided in two groups:

a) General results which hold in a space of homogeneous type, of finite mea-
sure: Theorem 2.4 (multiplication operator on spaces of BMO type),
Theorem 3.4 (singular integrals on spaces of BMO type), Theorem 3.5
(fractional integrals on spaces of BMO type), and Theorem 5.1 (com-
mutator of a singular integral with the multiplication operator).

b) Applications to Hörmander’s vector fields and “non-variational uniformly
hypoelliptic operators”: Theorem 4.5 (local BMO type estimates),
Theorems 4.13 and 4.15 (interpolation inequality for Sobolev norms
defined by vector fields). We also point out some properties of the
space BMO on a bounded domaim, proved in paragraph 4.1.

The proof of Theorem 4.5 relies on all the other results we have just
quoted, with the exception of Theorem 5.1, which we have inclosed in the
Appendix only for the sake of completeness.

1. Definitions and known results

1.1. Spaces of homogeneous type

Let X be a set. A function d : X ×X → R is called a quasidistance on X
if there exists a constant cd ≥ 1 such that for any x, y, z ∈ X:

d (x, y) ≥ 0 and d (x, y) = 0 ⇔ x = y;

d (x, y) = d (y, x) ;(1.1)

d (x, y) ≤ cd (d (x, z) + d (z, y)) .(1.2)

We will say that two quasidistances d, d′ on X are equivalent, and we will
write d � d′, if there exist two positive constants c1, c2 such that c1d

′ (x, y) ≤
d (x, y) ≤ c2d

′ (x, y) for any x, y ∈ X.
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For r > 0, let Br (x) = {y ∈ X : d (x, y) < r}. These “balls” satisfy the
axioms of complete system of neighborhoods in X, and therefore induce a
(separated) topology in X. With respect to this topology, the balls Br (x)
need not to be open. We will explicitly exclude the above kind of pathology:

Definition 1.1 Let (X, d) be a set endowed with a quasidistance d such that
the d-balls are open with respect to the topology induced by d, and let µ be a
positive Borel measure on X satisfying the doubling condition: there exists
a positive constant cµ such that

(1.3) µ (B2r (x)) ≤ cµ · µ (Br (x)) for any x ∈ X, r > 0.

Then (X, d, µ) is called a space of homogeneous type.

To simplify notation, the measure dµ (x) will be denoted simply by dx,
and µ (A) will be written |A|. This will not create confusion because through-
out the paper we will consider only one measure. We will also set

B (x; y) = Bd(x,y) (x) .

The above definition of space of homogeneous type is the one introduced
by Coifman-Weiss [16].

Remark 1.2 In some applications it is natural to consider quasidistances
d that satisfy a quasisymmetric condition, weaker than (1.1):

d (x, y) ≤ cdd (y, x) .

A way to bypass the problem is to set d′ (x, y) = d (x, y) + d (y, x) obtaining
an equivalent quasidistance d′ that satisfies the symmetry property d′ (x, y) =
d′ (y, x).

The main drawback of property (1.2), compared with the standard tri-
angle inequality, is that it prevents us from writing

|d (x, y) − d (x0, y)| ≤ d (x, x0) .

This, for instance, is why we cannot prove in general that the balls are
open. The lack of the above inequality is partially compensated by a useful
property of quasidistances:

Theorem 1.3 (Macias-Segovia, see [25]) If d is a quasidistance in X, there
exists another quasidistance d′, equivalent to d, such that

|d′ (x, y) − d′ (x0, y)| ≤ cd′ (x, x0)
α [d′ (x, y)1−α + d′ (x0, y)

1−α]
for some constants c > 0, α ∈ (0, 1], any x0, x, y ∈ X. We say that d′ is of
order α.

In view of the above property, without loss of generality we can assume
that d is already of order α (for some α ∈ (0, 1]).
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Throughout the paper we will consider spaces of homogeneous type of
finite measure. By the doubling property, this requirement is equivalent to
the boundedness of the space (see [6]).

1.2. Function spaces

Let (Ω, d, dx) be a space of homogeneous type of finite measure.

The function spaces we are going to define will depend on a function
ϕ : [0,+∞) → [0,+∞), which from now on will be assumed to satisfy the
following conditions:

i: ϕ is nondecreasing;

ii: ϕ is doubling:
ϕ (2t) ≤ cϕ (t) ∀t > 0;

iii: ϕ satisfies the “logarithmic vanishing estimate”:

(1.4)
ϕ (tr)

ϕ (r)
≥ c

(1 + |log t|)β

for every r > 0, t ∈ (0, 1), some positive constants c, β.

Note that iii is also equivalent to the following, which will be useful
sometimes:

(1.5)
ϕ (r)

ϕ (2−kr)
≥ c

(1 + k)β

for any positive integer k, r > 0, some positive constants c, β.
Set:

BMOϕ (Ω) =
{
f ∈ L1 (Ω) : ‖f‖∗,ϕ,Ω =

sup
x∈Ω,r>0

1

|Br (x)|ϕ (r)

∫
Br

|f (y) − fBr | dy <∞
}

,

where

fBr =
1

|Br|
∫

Br

f (y) dy.

(When Ω is implicitly understood, we will write simply ‖f‖∗,ϕ). Since Ω
is bounded, there exists R such that for every x0 ∈ Ω and r ≥ R we have
Br (x0) = Ω. We will call R the diameter of Ω. Note that, in the above
definition, taking the supremum for x ∈ Ω, r > 0 is the same as taking the
supremum for x ∈ Ω, 0 < r ≤ R.
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For ϕ ≡ 1, ‖·‖∗,ϕ coincides with the standard BMO seminorm, denoted
by ‖·‖∗, and we get the classical space “Bounded Mean Oscillation”, intro-
duced by John-Nirenberg in [22]. Note that

‖f‖∗,ϕ ≥ 1

ϕ (R)
‖f‖∗

that is
BMOϕ (Ω) ⊂ BMO (Ω) ⊂ Lp (Ω) for every p <∞.

(For the general properties of BMO on spaces of homogeneous type, see [8]).
Let:

‖f‖BMOϕ = ‖f‖∗,ϕ + ‖f‖L1(Ω) .

We also set LMO (Ω) = BMOϕ (Ω) if ϕ = 1/ |log r| for small r. More
precisely, if R is as above, then LMO (Ω) is defined by

ϕ (r) =

{
1

log2
2R
r

for 0 < r ≤ R

1 for r > R.

Analogously, L2MO (Ω) = BMOϕ (Ω) with ϕ = 1/ log2 r for small r.

Spanne [32] proves (in the Euclidean case) that if ϕ satisfies the Dini
condition

(1.6)

∫ δ

0

ϕ (t)

t
dt <∞

then functions in BMOϕ (Ω) are continuous, with a modulus of continuity

ω (r) ≤ c

∫ r

0

ϕ (t)

t
dt.

Conversely, if ϕ is an increasing function such that (1.6) fails, then there
exist unbounded discontinuous functions belonging to BMOϕ (Ω). These
properties still hold in a space of homogeneous type. By Spanne’s crite-
rion, functions in L2MO are continuous, while functions in LMO may be
discontinuous.

For f ∈ BMOϕ (Ω), set

η (f, ϕ,Ω) (r) = sup
x∈Ω,ρ≤r

1

|Bρ (x)|ϕ (ρ)

∫
Bρ

∣∣f (y) − fBρ

∣∣ dy.
Then, VMO-type spaces are defined by:

VMOϕ (Ω) = {f ∈ BMOϕ (Ω) : η (f, ϕ,Ω) (r) → 0 for r → 0} .
When BMOϕ (Ω) equals BMO, LMO, L2MO, the spaces VMOϕ will

be denoted, respectively, by VMO, V LMO, V L2MO. We recall that VMO
stands for “Vanishing Mean Oscillation”, the space introduced by Sarason
in [31].
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2. Preliminary computations. The multiplication
operator

Let ϕ be as in the previous section, and denote by R the diameter of Ω. The
following functions, built up on ϕ, well be useful:

Sϕ (r) =

∫ 2R

r

ϕ (t)

t
dt ,

ϕ̃ (r) =
ϕ (r)

1 + Sϕ (r)

for r ∈ [0, R].

Lemma 2.1 The function Sϕ is nonincreasing on [0, R]; the function ϕ̃
satisfies conditions i, ii, iii of §1.2.

The proof is a straightforward computation.

Lemma 2.2 For any f ∈ BMOϕ (Ω), r ≤ R, we have

|fBr | ≤ |fΩ| + c ‖f‖∗,ϕ
[log2(2R/r)]∑

k=1

ϕ
(
2kr

)
,

with c independent of f (where [·] denotes the integral part).

Proof. By the doubling condition

∣∣fB
2jr

− fBr

∣∣ ≤ j∑
k=1

∣∣fB
2kr

− fB
2k−1r

∣∣ ≤ c

j∑
k=1

−
∫

B
2kr

∣∣f − fB
2kr

∣∣
= c

j∑
k=1

ϕ
(
2kr

)
ϕ (2kr)

−
∫

B
2kr

∣∣f − fB
2kr

∣∣ ≤ c

j∑
k=1

ϕ
(
2kr

) ‖f‖∗,ϕ .
Now, for r < R, let j be the positive integer such that 2j−1r ≤ R < 2jr,

so that j =
[
log2

2R
r

]
, then fB

2jr
= fBR

and

|fBr | ≤ |fBR
| + ∣∣fB

2jr
− fBr

∣∣ ≤ |fBR
| + c ‖f‖∗,ϕ

[log2
2R
r ]∑

k=1

ϕ
(
2kr

)
.

�
From the first line of the proof of the previous Lemma we also read the

following useful relation:

(2.1)
∣∣fB

2jr
− fBr

∣∣ ≤ cj ‖f‖∗
with c independent of j, r.
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Another computation shows that:

Lemma 2.3 There exist constants c′, c′′ such that for every r ≤ R,

c′Sϕ (r) ≤
[log2

2R
r ]∑

k=1

ϕ
(
2kr

) ≤ c′′Sϕ (r) .

In view of Lemmas 2.2-2.3, we can write the following estimate, which
will be useful several times:

(2.2)
|fBr |
ϕ (r)

≤ c
‖f‖BMOϕ

ϕ̃ (r)

Let Ma : f 
→ af . We now want to study under which assumptions on a
the multiplication operator Ma is continuous on BMOϕ (Ω). We will get a
generalization of the results proved by Stegenga [33] and Li [24].

Theorem 2.4 If a ∈L∞∩BMO�ϕ (Ω), then Ma maps BMOϕ (Ω) into itself
continuously. More precisely:

‖af‖∗,ϕ ≤ c
{
‖a‖∞ ‖f‖∗,ϕ + ‖a‖∗,�ϕ ‖f‖BMOϕ

}
.

Note that BMO�ϕ (Ω) ⊆ BMOϕ (Ω); for instance, if ϕ = 1, then ϕ̃ �
1/ |log r| and we get Stegenga’s result: LMO ∩ L∞ multiplies BMO.

Proof. Following [33], p.582 we have∣∣∣∣ −∫
Br

∣∣af − (af)Br

∣∣− |fBr |
|Br|

∫
Br

|a− aBr |
∣∣∣∣ ≤ 2 −

∫
Br

|a| |f − fBr | .

Dividing both members for ϕ (r) and applying (2.2) we get

−
∫ ∣∣af − (af)Br

∣∣ ≤ 2 ‖a‖∞
ϕ (r)

−
∫

Br

|f − fBr | + ‖f‖BMOϕ

1

ϕ̃ (r)
−
∫

Br

|a− aBr |

≤ c
{
‖a‖∞ ‖f‖∗,ϕ + ‖a‖∗,�ϕ ‖f‖BMOϕ

}
.

�

Lemma 2.5 (John-Nirenberg type) For any f ∈ BMOϕ (Ω), a ∈ BMO�ϕ (Ω)
and 1 ≤ p <∞,

1

ϕ (r)

(
−
∫

Br

|f − fBr |p
)1/p

≤ c ‖f‖∗,ϕ ;

|fBr |
ϕ (r)

(
−
∫

Br

|a− aBr |p
)1/p

≤ c ‖f‖BMOϕ ‖a‖∗,�ϕ .
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Proof. The second inequality follows from the first and (2.2). The first fol-
lows from the standard John-Nirenberg inequality (see [8]) and monotonicity
of ϕ. Namely, let B denote any ball and r (B) its radius, then:

1

ϕ (r)

(
−
∫

Br

|f − fBr |p
)1/p

≤ 1

ϕ (r)
c · sup

B⊆Br

−
∫

B

|f − fB|

≤ c · sup
B⊆Br

1

ϕ (r (B))
−
∫

B

|f − fB| ≤ c ‖f‖∗,ϕ .

�

Corollary 2.6 In BMOϕ (Ω), with Ω bounded, all the norms

‖f‖∗,ϕ + ‖f‖p (for 1 ≤ p <∞)

are equivalent.

In the following we will often apply the multiplication theorem (Theo-
rem 2.4) to a “smooth” function a. This is possible in view of the following
fact: if a is any smooth function and ϕ satisfies the “logarithmic vanishing
property” (1.4), then a belongs to VMOϕ. More generally:

Lemma 2.7 Let a be a Hölder continuous function on a space of homoge-
neous type X:

|a (x) − a (y)| ≤ |a|Cα · d (x, y)α

for any x, y ∈ X, some α > 0. Then a ∈ VMOϕ, for every ϕ satisfying the
assumptions in §1.2. Therefore, a multiplies BMOϕ:

‖af‖∗,ϕ ≤ c
{
‖a‖∞ ‖f‖∗,ϕ + |a|Cα ‖f‖BMOϕ

}
for any f ∈ BMOϕ.

In the Euclidean case, for the standard BMO space, the last estimate is
known (see Lemma 3.2 in [36]).

Proof. By continuity of a, aBr = a (x) for some x ∈ Br. Then

1

ϕ (r)
−
∫

Br

|a− aBr | ≤ c
rα

ϕ (r)
→ 0 for r → 0,

by (1.4) �
We end this section with some miscellaneous estimates, involving balls

and “radial” functions, which hold in a general space of homogeneous type,
and will be used over and over in the following. The techniques used in
the proof of these estimates are standard, except for the presence of the
function ϕ.
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Lemma 2.8 Let X be any space of homogeneous type. Then

a.

∫
d(x,y)<r

d (x, y)β

|B (x; y)| dy ≤ crβ for any β > 0;

b.

∫
d(x,y)>r

d (x, y)−β

|B (x; y)| dy ≤ cr−β for any β > 0;

for every locally integrable f

c.
1

ϕ (r)

∫
d(x,y)<r

d (x, y)β

|B (x; y)|
∣∣f (y) − fBr(x)

∣∣ dy ≤ crβ ‖f‖∗,ϕ
for any β > 0;

d.
1

ϕ (r)

∫
d(x,y)>r

1

d (x, y)β |B (x; y)|
∣∣f (y) − fBr(x)

∣∣ dy ≤ cr−β ‖f‖∗,ϕ
for any β > 0,

where all the constants are independent of r > 0.

Proof. We will prove c, the other proofs being similar or easier.

1

ϕ (r)

∫
d(x,y)<r

d (x, y)β

|B (x; y)|
∣∣f (y) − fBr(x)

∣∣ dy
=

1

ϕ (r)

+∞∑
k=0

∫
2−k−1r≤d(x,y)<2−kr

d (x, y)β

|B (x; y)|
∣∣f (y) − fBr(x)

∣∣ dy
≤ 1

ϕ (r)

+∞∑
k=0

(
2−kr

)β 1

|B (x, 2−k−1r)|
∫

B(x,2−kr)

∣∣f (y) − fBr(x)

∣∣ dy
≤ c

ϕ (r)

+∞∑
k=0

(
2−kr

)β

(
ϕ
(
2−kr

)
ϕ (2−kr)

−
∫

B(x,2−kr)

∣∣f (y)−fB
2−kr

∣∣ dy +
∣∣fB

2−kr
−fBr

∣∣)
(as in the proof of Lemma 2.2, and since ϕ is nondecreasing)

≤ crβ
+∞∑
k=0

2−βk

(
ϕ
(
2−kr

)
ϕ (r)

+
k∑

j=0

ϕ (2−jr)

ϕ (r)

)
‖f‖∗,ϕ

≤ crβ

+∞∑
k=0

2−βk (2 + k) ‖f‖∗,ϕ = crβ ‖f‖∗ .

�
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3. Continuity of singular and fractional integral opera-
tors on BMOϕ

Definition 3.1 Let (X, d, dx) be a space of homogeneous type.

We will say that a measurable function k (x, y) : X×X → R is a standard
kernel on X if k satisfies the following properties:

(3.1) |k (x, y)| ≤ c

|B (x; y)| for any x, y ∈ X;

(“growth estimate”)

(3.2) |k (x, y) − k (x0, y)| ≤ c

|B (x0; y)|
(
d (x0, x)

d (x0, y)

)β

for any x0, x, y ∈ X, with d (x0, y) ≥ Md (x0, x), M > 1, c, β > 0 (“mean
value inequality”).

We will say that K is a Calderón-Zygmund operator on X if:

1. K is continuous on Lp (X) for 1 < p <∞;

2. there exists a standard kernel k (x, y) on X such that for every f ∈ Lp,
we have:

Kf (x) = P.V.

∫
X

k (x, y) f (y) dy.

Remark 3.2 If condition (3.2) holds for some M0 > 1, then it holds for any
M ≥M0. We can assume M large enough, so that the condition d (x0, y) ≥
Md (x0, x) implies that d (x0, y) � d (x, y). We will use systematically this
equivalence. Also, just not to use one more constant, we will assume that
this “large” value of M is 2. This means to assume that the constant cd
in (1.2) is < 2. The reader will excuse this little abuse of notation.

Let K be a Calderón-Zygmund operator on a space of homogeneous type.
Then, it is easy to prove (see below) that

(3.3) K : L∞ (X) → BMO (X) .

For classical Calderón-Zygmund operators, (3.3) is a well-known result (see
for instance [34], pp. 155-157). It is much less easy to prove that

K : BMO (X) → BMO (X)

or

(3.4) K : BMOϕ (X) → BMOϕ (X) .
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In the classical case, (3.4) holds on X = R
n, provided K is of convolution

type (see Peetre [27]). We will prove (3.4) for any Calderón-Zygmund
operator on a space of homogeneous type of finite measure, provided the
kernel satisfies a suitable cancellation property.

Lemma 3.3 Let us define the functions η, ψ : [0,+∞) → R:

η (t) =

⎧⎪⎨⎪⎩
1 for 0 ≤ t ≤ 1

2 − t for 1 ≤ t ≤ 2

0 for t ≥ 2;

ψ (t) = η (t) − η (2t) ;

set:

ψj (x, y) = ψ
(
2−jd (x, y)

)
= η

(
2−jd (x, y)

)− η
(
2−j+1d (x, y)

)
.

Then:

(3.5)
+∞∑

j=−∞
ψj (x, y) =

{
1 for x �= y

0 for x = y;

(3.6) |ψj (x, y) − ψj (z, y)| ≤ 2−j+1 |d (x, y) − d (z, y)|

(3.7) ψj (x, y) �= 0 only if 2j−1 < d (x, y) < 2j+1.

The proof is immediate from the definitions.

To prove the BMOϕ continuity of K on spaces of finite measure, we
proceed as follows. Let

kj (x, y) = k (x, y) ψj (x, y)

with ψj (x, y) as in Lemma 3.3, and

Kjf (x) =

∫
X

kj (x, y) f (y) dy

so that

Kf (x) = P.V.

∫
X

k (x, y) f (y) dy(3.8)

=

+∞∑
j=−∞

∫
X

kj (x, y) f (y) dy =

+∞∑
j=−∞

Kjf (x) .



Estimates of BMO type 525

Theorem 3.4 Let K be a Calderón-Zygmund operator on a space of homo-
geneous type (X, d, dx). Then

(3.9) ‖Kf‖∗ ≤ c ‖f‖∞ .

Moreover, assume that X has finite measure and the kernel of K satisfies
the strong vanishing property:

(3.10)

∫
X

ki (x, z) dz = 0 for every x ∈ X, i ∈ Z

with ki as above. Then

(3.11) ‖Kf‖∗,ϕ ≤ c ‖f‖∗,ϕ .
Proof. First of all we observe that:

−
∫

Br(x0)

|f (x) − fBr | dx ≤ 2 −
∫

Br(x0)

|f (x) − τ | dx.

Therefore, to control a BMOϕ norm it is enough to control the integral in
the RHS with a suitable τ . We first prove (3.9). For any ball Br (x0) we can
estimate:

(3.12) −
∫

Br(x0)

|Kf (x) − τ | dx ≤

(choosing τ =
∫
Bc

2r(x0)
k (x0, y) f (y) dy (where Bc

r denotes the complement of Br))

≤ −
∫

Br

|K (fχB2r) (x)| dx+ −
∫

Br

∫
Bc

2r

|k (x, y) − k (x0, y)| |f (y)| dy dx = I+II.

Then, by Hölder, Lp continuity of K and the doubling condition:

I ≤
(

−
∫

Br

|K (fχB2r) (x)|p dx
)1/p

≤ c

(
−
∫

B2r

|f (x)|p dx
)1/p

≤ c ‖f‖∞

while

II ≤ c ‖f‖∞ −
∫

Br

d (x0, x)
α dx

∫
Bc

2r

1

|B (x0; y)| d (x0, y)
α dy ≤ c ‖f‖∞

by (3.2) and Lemma 2.8b. This proves (3.9).

Proof of (3.11). Since, by assumption, K is bounded on Lp, and the
series in (3.8) converges, for any p ∈ (1,∞), f ∈ Lp,

sup
k1,k2

∥∥∥∥ k2∑
j=−k1

Kjf

∥∥∥∥
p

<∞.
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Then, Banach-Steinhaus’ theorem implies the uniform estimate:

(3.13)

∥∥∥∥ k2∑
j=−k1

Kjf

∥∥∥∥
p

≤ c ‖f‖p

for any p ∈ (1,∞) , for some c independent of f and k1, k2 > 0, any f ∈ Lp.

Recall that

kj (x, y) �= 0 only if 2j−1 < d (x, y) < 2j+1.

Let us write:

1

ϕ (r)
−
∫

Br(x0)

∣∣∣∣ +∞∑
−∞

Kjf (x) − τ

∣∣∣∣dx ≤ 1

ϕ (r)

(
−
∫

Br(x0)

∣∣∣∣ ∑
2j−2≤r

Kjf (x)

∣∣∣∣pdx
)1/p

+
1

ϕ (r)
−
∫

Br(x0)

∣∣∣∣ ∑
2j−2>r

Kjf (x) − τ

∣∣∣∣dx.
We will bound the two terms separately. Consider first the case 2j−2 ≤ r.
Then:

k2∑
j=−k1

Kjf (x) =
k2∑

j=−k1

∫
X

kj (x, y) f (y) dy =

(by (3.10))

=

∫
X

k2∑
j=−k1

kj (x, y) [f (y) − σ] dy =

(if x ∈ Br (x0), d (x, y) < 2j+1 ≤ 8r; d (x0, y) ≤ cd (r + 8r) = 9cdr)

=

∫
Bcr(x0)

k2∑
j=−k1

kj (x, y) [f (y) − σ] dy =
k2∑

j=−k1

Kj

(
[f (y) − σ]χBcr(x0)

)
(x)

so that, by (3.13):∫
Br(x0)

∣∣∣∣ k2∑
j=−k1

Kjf (x)

∣∣∣∣pdx ≤ c

∫
Bcr(x0)

|f (y) − σ|p dy

and, choosing σ = fBcr(x0)

1

ϕ (r)

(
−
∫

Br(x0)

∣∣∣∣ ∑
j:2j−2≤r

Kjf (x)

∣∣∣∣pdx)1/p

≤ c ‖f‖∗,ϕ

by Lemma 2.5 and since ϕ is doubling.
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Let now 2j−2 > r. Then

Kjf (x) −Kjf (x0) =

∫
X

[kj (x, y) − kj (x0, y)] [f (y) − σj] dy

with σj to be chosen later. Let τ =
∑

j:2j−2>r Kjf (x0), then

1

ϕ (r)
−
∫

Br(x0)

∣∣∣∣ ∑
j:2j−2>r

Kjf (x) − τ

∣∣∣∣dx
≤ 1

ϕ (r)
−
∫

Br(x0)

dx

∫
|k (x, y) − k (x0, y)|

∑
j

ψj (x, y) |f (y) − σj| dy

+
1

ϕ (r)
−
∫

Br(x0)

dx

∫ ∑
j

|ψj (x, y) − ψj (x0, y)| |k (x0, y)| |f (y) − σj| dy

= A+B.

To bound A, we note that since ψj (x, y) �= 0 only if d (x, y) ≥ 2j−1, we have:

d (x, y) ≥ 2j−1 ≥ 2r ≥ 2d (x, x0) ,

therefore we can apply the mean value inequality (3.2); moreover, since
d (x, y) ≥ 2j−1 implies d (x0, y) ≥ c2j−1 we can write

A ≤ c

ϕ (r)
−
∫

Br(x0)

d (x, x0)
α dx

∑
j:2j−2>r

ϕ (c2j−1)

ϕ (c2j−1)

∫
d(x0,y)≥c2j−1

|f (y) − σj|
d (x0, y)

α |B (x0; y)|dy

(choosing σj = fB
c2j−1 , by Lemma 2.8d)

≤ crα

ϕ (r)

∑
j:2j−2>r

ϕ
(
c2j−1

)
2−jα ‖f‖∗,ϕ .

We now exploit assumption (1.5) on ϕ. Let j0 = [log2 4r]; then

ϕ
(
c2j−1

) ≤ cϕ
(
2j
)

= cϕ
(
2j−j0 · 2j0

)
≤ c (1 + j − j0)

β ϕ
(
2j0

) ≤ c (1 + j − j0)
β ϕ (4r) .

Hence

A ≤ crαϕ (4r)

ϕ (r)
‖f‖∗,ϕ

∞∑
j=j0

2−jαc (1 + j − j0)
β ≤

≤ crα

∞∑
j=0

(1 + j)β 2−jα · 2−j0α ‖f‖∗,ϕ ≤ crα · r−α ‖f‖∗,ϕ = c ‖f‖∗,ϕ .
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To bound B, recall that, by (3.6) and Theorem 1.3,

|ψj (x, y) − ψj (x0, y)| ≤ 2−j+1 |d (x, y) − d (x0, y)|
≤ c2−jd (x0, x)

α [d (x0, y)
1−α + d (x, y)1−α] .

We claim that the previous inequality can be improved as follows:

(3.14) |ψj (x, y) − ψj (x0, y)| ≤ c2−jd (x0, x)
α d (x0, y)

1−α .

Namely: if d (x0, y) < 2j−1 and d (x, y) < 2j−1, then the left hand side
vanishes. Otherwise, since d (x0, x) < r < 2j−2 we can write

d (x, y) ≤ cd
(
2j−2 + d (x0, y)

)
.

Now, if 2j−1 ≤ d (x0, y), the last inequality implies d (x, y) ≤ cd (x0, y), and
the claim is proved, while if 2j−1 ≤ d (x, y) the last inequality implies

d (x, y) ≤ cd
2
d (x, y) + cdd (x0, y)

and recalling that cd < 2 (see Remark 3.2), this again means that d (x, y) ≤
cd (x0, y).

From (3.14) we have:

B≤ c

ϕ (r)

∑
j:2j−2>r

2−j −
∫

Br(x0)

d (x, x0)
α dx

∫
d(x0,y)≤c2j+1

d (x0, y)
1−α

∣∣f (y)−fB
c2j−1

∣∣
|B (x0, y)| dy

(by Lemma 2.8c)

≤ c

ϕ (r)

∞∑
j=j0

2−jrαϕ
(
c2j+1

) (
c2j+1

)1−α ‖f‖∗,ϕ

≤ crα

ϕ (r)

∞∑
j=j0

2−αjϕ
(
2j
) ‖f‖∗,ϕ ≤ c ‖f‖∗,ϕ

where in the last inequality we have exploited (1.4) as in the estimate of A.
Finally,

1

ϕ (r)
−
∫

Br(x0)

∣∣∣∣∣
+∞∑
−∞

Kjf (x) − τ

∣∣∣∣∣ dx
≤ 1

ϕ (r)

(
−
∫

Br(x0)

∣∣∣∣ ∑
2j−2≤r

Kjf (x)

∣∣∣∣pdx)1/p

+
1

ϕ (r)
−
∫

Br(x0)

∣∣∣∣∣ ∑
2j−2>r

Kjf (x) − τ

∣∣∣∣∣ dx
≤ c ‖f‖∗,ϕ .

�
We will need also a similar result for fractional integral operators on

spaces of homogeneous type.
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Theorem 3.5 Let X be a space of homogeneous type of finite measure, and
let kα (x, y) (for any α ∈ (0, 1)) be a “fractional integral kernel”, such that:

|kα (x, y)| ≤ c

|B (x; y)|1−α(3.15)

|kα (x, y) − kα (x0, y)| ≤ c

|B (x0; y)|1−α

(
d (x0, x)

d (x0, y)

)β

(3.16)

for some positive constants c, β, any x0, x, y such that d (x0, y) ≥ 2d (x0, x).
Assume that the space satisfies the following geometric property (a kind of
“reverse doubling condition”):

(3.17)
|Br (x)|
|Br0 (x)| ≤ c

(
r

r0

)γ

for any r, r0 with r < r0 < R, some positive c, γ. Let

Iαf (x) =

∫
kα (x, y) f (y) dy.

Then

‖Iαf‖BMOϕ
≤ c ‖f‖BMOϕ

.

Remark 3.6 a. For the standard BMO space (that is, ϕ = 1), from the
proof below, the following estimate can be obtained:

‖Iαf‖∗ ≤ c ‖f‖L1/α .

This theorem is well known in Euclidean spaces (see for instance 6.29 p. 221
in [35]).

b. Note that, in a general space of homogeneous type, property (3.16) does
not hold automatically for the “natural” kernel kα (x, y) = |B (x; y)|α−1, but
has to be required axiomatically. (See [3] for a discussion of this fact and
how this problem can be sometimes bypassed).

c. Condition (3.17) holds, for instance, if (X, d, dx) is a space with no
“atoms”, which satisfies “condition P” stated in [3], [7]. Assumption (3.17)
could be weakened, but here we are not interested in stating these results in
their full generality.
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Proof.

1

ϕ (r)
−
∫

Br(x0)

|Iαf (x) − τ | dx

≤ 1

ϕ (r)
−
∫

Br(x0)

∫
d(x0,y)<2r

∣∣∣kα (x, y) f (y)
∣∣∣dy

+

∫
d(x0,y)≥2r

∣∣∣ [kα (x, y) − kα (x0, y)] f (y)
∣∣∣dydx

≡ A+B,

having chosen

τ =

∫
d(x0,y)≥2r

kα (x0, y) f (y) dy.

Now,

A ≤ 1

ϕ (r)
−
∫

Br(x0)

∫
d(x,y)<cr

|f (y)|
|B (x; y)|1−αdy dx

≤ c

ϕ (r)
−
∫

Br(x0)

∞∑
k=0

∫
cr

2k+1 ≤d(x,y)< cr

2k

|f (y)|
|B (x; y)|1−αdy dx

≤ c

ϕ (r)
−
∫

Br(x0)

∞∑
k=0

∣∣∣B cr

2k+1
(x)

∣∣∣α ( −
∫

B cr
2k

(x)

∣∣∣∣f (y) − fB cr
2k

∣∣∣∣ dy +

∣∣∣∣fB cr
2k

∣∣∣∣ )dx
≤ c −

∫
Br(x0)

∞∑
k=0

∣∣∣B cr

2k+1
(x)

∣∣∣α ϕ ( cr
2k

)
ϕ (r)

‖f‖∗,ϕ dx+

+ c −
∫

Br(x0)

∞∑
k=0

∣∣∣B cr

2k+1
(x)

∣∣∣α ∣∣fB
cr2−k

∣∣
ϕ (r)

dx

= C1 + C2.

Since ϕ
(

cr
2k

)
/ϕ (r) ≤ c, by (3.17)

C1 ≤ c ‖f‖∗,ϕ −
∫

Br(x0)

|Br (x)|α dx ≤ crγ ‖f‖∗,ϕ

for some positive γ. By Lemmas 2.2 and 2.3,∣∣fB
cr2−k

∣∣ ≤ c
(
‖f‖1 + ‖f‖∗,ϕ Sϕ

( r
2k

))
.

Since

Sϕ

( r
2k

)
=

∫ 2R

r/2k

ϕ (t)

t
dt ≤ ϕ (2R)

[
log

(
2R

r

)
+ k log 2

]
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we can write

C2 ≤ c ‖f‖1 −
∫

Br(x0)

rγ

ϕ (r)
dx

+ c ‖f‖∗,ϕ
ϕ (2R)

ϕ (r)
−
∫

Br(x0)

[
log

(
2R

r

)
rγ + |Br (x)|α

∞∑
k=0

k

2kγ

]
dx

≤ crγ

ϕ (r)
‖f‖1 +

crγ

ϕ (r)
ϕ (2R)

[
log

(
2R

r

)
+ 1

]
‖f‖∗,ϕ .

By (1.4), rγ

ϕ(r)
and rγ

ϕ(r)
ϕ (2R) log

(
2R
r

)
vanish with r. Hence we have

proved that
A ≤ ω (r) ‖f‖∗,ϕ

with ω (r) → 0 for r → 0.

To bound B:

B ≤ c

ϕ (r)
−
∫

Br(x0)

d (x0, x)
β dx

∫
d(x0,y)≥2r

|f (y) − fB2r | + |fB2r |
|B (x0; y)|1−α d (x0, y)

β
dy = D1 +D2.

By Lemma 2.8d,

D1 ≤ c −
∫

Br(x0)

d (x0, x)
β dx |Ω|α ‖f‖∗,ϕ r−β ≤ c |Ω|α ‖f‖∗,ϕ ;

by (2.2),

D2 ≤ c ‖f‖BMOϕ

1

ϕ̃ (r)
−
∫

Br(x0)

d (x0, x)
β dx

∫
d(x0,y)≥2r

1

|B (x0; y)|1−α d (x0, y)
β
dy

(with 2k � R/2r)

≤ c ‖f‖BMOϕ

rβ

ϕ̃ (r)

k∑
j=1

∫
R

2j ≤d(x0,y)< R

2j−1

1

|B (x0; y)|1−α d (x0, y)
β
dy

≤ c ‖f‖BMOϕ

rβ

ϕ̃ (r)

k∑
j=1

∣∣B (
x0,

R
2j

)∣∣α(
R
2j

)β
.

To conclude the proof, we have to show that the function

rβ

ϕ̃ (r)

k∑
j=1

∣∣B (
x0,

R
2j

)∣∣α(
R
2j

)β

is bounded for small r (actually, we will show that it vanishes with r).
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Since, by Lemma 2.1, the function ϕ̃ satisfies the “logarithmic vanishing
property” (1.4), it will be enough to show that the function

g (r) ≡ rβ

k∑
j=1

∣∣B (
x0,

R
2j

)∣∣α(
R
2j

)β

vanishes like some positive power of r, for r → 0. To see this, we ex-
ploit (3.17):

g (r) ≤ rβ |B (x0, R)|α
Rβ

k∑
j=1

2j(β−αγ).

We now distinguish the three cases:

i. β − αγ ≡ −δ < 0. Then

g (r) ≤ crβ |B (x0, R)|α
Rβ

≤ crβ.

ii. β − αγ ≡ δ > 0. Then, recalling that 2k � R
2r

g (r) ≤ rβ |B (x0, R)|α
Rβ

k2kδ ≤ crβ |B (x0, R)|α
Rβ

(
R

r

)β−αγ

log2

R

r

≤ crαγ |B (x0, R)|α
Rαγ

log2

R

r
≤ crαγ−ε

for any ε < αγ, and small r.

iii. β − αγ = 0. Then

g (r) ≤ rβ |B (x0, R)|α
Rβ

k ≤ crβ |B (x0, R)|α
Rβ

log2

R

r
≤ crβ−ε

for any ε < β, and small r.

Therefore

D2 ≤ c ‖f‖BMOϕ

for small r. This finishes the proof. �
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4. Applications to uniformly hypoelliptic operators

4.1. Some geometric preliminaries

Let Ω be a bounded domain of R
n (throughout this section the word

“bounded” always refers to the Euclidean metric), and let X1, X2, . . . , Xq

(q < n) be a system of smooth real vector fields defined in a neighborhood Ωo

of Ω and satisfying Hörmander’s condition of step s in Ωo. Let d be the
Carnot-Carathéodory distance induced in Ω by this system (see for instance
[26] for the definition of d). For x ∈ Ω, let Br (x) = {y ∈ Ωo : d (x, y) < r}.
It is well known (see [26]) that there exist positive constants c, r0, c1, c2
depending on Ω such that:

|B2r (x)| ≤ c |Br (x)| for any x ∈ Ω, r ≤ r0(4.1)

c1 |x− y| ≤ d (x, y) ≤ c2 |x− y|1/s for any x, y ∈ Ω.(4.2)

In order to apply to this context the abstract theory of spaces of ho-
mogenous type developed in §§2-3, we need to know that in (Ω, d, dx) the
doubling condition holds. Explicitly, this means that

|B2r (x) ∩ Ω| ≤ c |Br (x) ∩ Ω| for any x ∈ Ω, r > 0.

This requires some regularity property of ∂Ω.

Definition 4.1 Under the above assumptions, we say that Ω is d-regular if

|Br (x) ∩ Ω| ≥ c |Br (x)|
for every x ∈ Ω, 0 < r <diam(Ω).

If d is the Euclidean distance, the above property holds, for instance,
if Ω is Lipschitz, or satisfies a uniform inner cone condition (i.e. outer cusps
are not allowed); if d is the Carnot-Carathéodory distance induced by a
system of Hörmander’s vector fields, then the metric balls can actually have
cusps (from the Euclidean point of view); nevertheless, they turn out to be
d-regular:

Lemma 4.2

i. Let Ω = BR (x0) ⊂ Ωo be a metric ball. Then, BR (x0) is d-regular.

ii. The union of a finite number of d-regular domains in Ωo is d-regular.

iii. If Ω is a bounded d-regular domain in Ωo, then (Ω, d, dx) is a space of
homogeneous type.
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Proof.

i. First of all, note that (4.1) holds for any r. Indeed, for r ≥ r0

|B2r (x)|
|Br (x)| ≤ |Ωo|

|Br0 (x)| ≤ c

because, by (4.2), infx∈Ω |Br0 (x)| ≥ c > 0.

Let BR (x0) be a metric ball, x ∈ BR (x0) , d (x, x0) = ρ < R. Assume
r < 3ρ and let γ : [0, 1] → BR (x0) be a subunit curve, connecting x0 to x,
of total length � (γ) < ρ + r

3
. Let x1 be a point of γ such that the arc of γ

connecting x0 to x1 has length ρ− r
3

(and therefore the remaining part of γ
that connects x1 to x has length strictly less than 2

3
r). It follows that:

d (x0, x1) < ρ− r

3

d (x1, x) <
2

3
r.

Then
Br/3 (x1) ⊂ BR (x0) ∩Br (x) .

Namely, for z ∈ Br/3 (x1) we have:

d (z, x0) ≤ d (x1, x0) + d (x1, z) < ρ− r

3
+
r

3
= ρ < R

d (z, x) < d (z, x1) + d (x1, x) <
r

3
+

2

3
r = r.

But then, by (4.1),

|BR (x0) ∩Br (x)| ≥ ∣∣Br/3 (x1)
∣∣ ≥ c |B2r (x1)| ≥ c |Br (x)| .

If r ≥ 3ρ the previous argument works taking x1 = x0.

ii. Let Ω1,Ω2 be two d-regular domains, and pick x ∈ Ω1 ∪ Ω2. Then,
assuming for instance that x ∈ Ω1,

|Br (x) ∩ (Ω1 ∪ Ω2)| ≥ |Br (x) ∩ Ω1| ≥ c |Br (x)| ,
because Ω1 is d-regular. The same reasoning holds for n sets.

iii. Let x ∈ Ω, then:

|Br (x) ∩ Ω| ≥ c |Br (x)| ≥ c |B2r (x)| ≥ c |B2r (x) ∩ Ω|
where the first inequality holds because Ω is d-regular, the second
by (4.1). �
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Remark 4.3 In the proof of the previous Lemma we used only the definition
of Carnot-Carathéodory distance as the infimum of the length of paths con-
necting two points, without requiring the existence of a minimizing geodesic,
that can be guaranteed only under stronger assumptions. See e.g. [2] and the
discussion on pp. 1086-7 of [19].

If Ω is d-regular, the space BMOϕ (Ω) is defined, explicitly, by the seminorm:

‖f‖∗,ϕ = sup
x∈Ω,r>0

1

|Br (x) ∩ Ω|ϕ (r)

∫
Br∩Ω

|f (y) − fBr∩Ω| dy.

When Ω is implicitly understood, we will simply write Br (x) for

{y ∈ Ω : d (x, y) < r} .
In this context, we will need several basic facts relating BMOϕ spaces

and norms relative to different domains of R
n. These facts are contained in

the following important lemma:

Lemma 4.4 Let us consider the space of homogeneous type (Ω, d, dx), where
Ω is a d-regular, bounded domain of R

n.

i. Let Ω′ be a d-regular subset of Ω such that, for some ρ > 0 and
x0 ∈ Ω,

Ω′ ⊂ Bρ (x0) ⊂ B3ρ (x0) ⊂ Ω.

Then, for every f ∈ BMOϕ (Ω) ,

(4.3) ‖f‖∗,ϕ,Ω′ ≤ cη (f, ϕ,Ω) (2ρ) .

In particular, if f ∈ VMOϕ (Ω), for every ε > 0 there exist ρ0 such that for
every ρ ≤ ρ0 and Ω′ as above, we have

(4.4) ‖f‖∗,ϕ,Ω′ < ε.

ii. If Ω′ is any d-regular subset of Ω, then

(4.5) ‖f‖∗,ϕ,Ω′ < c ‖f‖∗,ϕ,Ω .

iii. If sprtf ⊂ Br (x0) with B2r (x0) ⊂ Ω, then

(4.6) ‖f‖∗,ϕ,Ω ≤ c ‖f‖∗,ϕ,B2r
.

iv. Let B1
r , B

2
r be a pair of (nondisjoint) balls of same radius, with B1

4r ∪
B2

4r ⊂ Ω. Then for any f ∈ BMOϕ (Ω) ,

(4.7) ‖f‖BMOϕ(B1
r∪B2

r ) ≤ c
{
‖f‖BMOϕ(B1

4r)
+ ‖f‖BMOϕ(B2

4r)

}
.
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In the Euclidean case, for the standard BMO space, (4.5) has been
proved by [36] (see Lemma 2.1 p. 357).

Proof. Observe that (4.4) follows from (4.3). To prove (4.3), let x ∈ Ω′.
Then B2ρ (x) ⊃ Ω′, hence

‖f‖∗,ϕ,Ω′ = sup
x∈Ω′,r≤2ρ

1

|Br (x) ∩ Ω′|ϕ (r)

∫
Br∩Ω′

|f (y) − fBr∩Ω′ | dy.

Now,

1

|Br (x) ∩ Ω′|ϕ (r)

∫
Br∩Ω′

|f (y) − fBr∩Ω′| dy

≤ 2

|Br (x) ∩ Ω′|ϕ (r)

∫
Br∩Ω′

|f (y) − fBr | dy

≤ c

|Br (x)|ϕ (r)

∫
Br

|f (y) − fBr | dy

(since Br (x) ⊂ B3ρ (x0) ⊂ Ω for r ≤ 2ρ,)

≤ cη (f, ϕ,Ω) (r) ≤ cη (f, ϕ,Ω) (2ρ) ,

that is (4.3).

To prove (4.5), pick x ∈ Ω′ and r <diam(Ω′). Since

|Br (x) ∩ Ω′| ≥ c |Br (x)| ≥ c |Br (x) ∩ Ω| ,

we have

1

|Br (x) ∩ Ω′|ϕ (r)

∫
Br∩Ω′

|f (y) − fBr∩Ω′| dy

≤ 2

|Br (x) ∩ Ω′|ϕ (r)

∫
Br∩Ω′

|f (y) − fBr∩Ω| dy

≤ c

|Br (x) ∩ Ω|ϕ (r)

∫
Br∩Ω

|f (y) − fBr∩Ω| dy ≤ c ‖f‖∗,ϕ,Ω .

To prove (4.6), pick Bs (x) with x ∈ Ω. If x /∈ B2r (x0) the quantity

1

|Bs (x) ∩ Ω|ϕ (s)

∫
Bs(x)∩Ω

∣∣f (y) − fBs(x)∩Ω

∣∣ dy
does not vanish only if Bs (x) ∩ Br (x0) �= ∅, which implies s > r, but then
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it is bounded by

2

|Bs (x) ∩ Ω|ϕ (r)

∫
Bs(x)∩Ω

|f (y) − fBr | dy

≤ 2

|Bs (x) ∩ Ω|ϕ (r)

{∫
Br

|f (y) − fBr | dy + |Bs (x) ∩ Ω ∩Bc
r| −

∫
Br

|f (y)| dy
}

≤ |Br|
|Bs (x) ∩ Ω|

2

ϕ (r)
−
∫

Br

|f (y) − fBr | dy +
2

ϕ (r)
−
∫

Br

|f (y)| dy

≤ c
{
‖f‖∗,ϕ,Br

+ ‖f‖L1(Br)

}
≤ c ‖f‖BMOϕ(Br)

since
|Bs (x) ∩ Ω| ≥ |Br (x) ∩ Ω| ≥ c |Br (x)| ≥ c0

for r fixed and x ranging on Ω.

On the other hand, if x ∈ B2r

1

|Bs (x) ∩ Ω|ϕ (s)

∫
Bs(x)∩Ω

∣∣f (y) − fBs(x)∩Ω

∣∣ dy
≤ 2

|Bs (x) ∩B2r (x0)|ϕ (s)

∫
Bs(x)∩B2r

∣∣f (y) − fBs(x)∩B2r

∣∣ dy+
+

2

|Bs (x) ∩ Ω|ϕ (s)

|Bs (x) ∩ Ω ∩Bc
2r|

|Bs (x) ∩B2r|
∫

Br∩Bs(x)

|f (y)| dy

≤ c
{
‖f‖∗,ϕ,B2r

+ ‖f‖1

}
≤ c ‖f‖BMOϕ(B2r) .

The last inequality holds by the following argument:

if Bs (x) ∩Br = ∅, then∫
Br∩Bs(x)

|f (y)| dy = 0;

if Bs (x) ∩Bc
2r = ∅, then

|Bs (x) ∩ Ω ∩Bc
2r| = 0;

if Bs (x) intersects both Br and Bc
2r, then s > r/2 and |Bs (x) ∩B2r (x0)|

is bounded away from zero; therefore

2

|Bs (x) ∩ Ω|ϕ (s)

|Bs (x) ∩ Ω ∩Bc
2r|

|Bs (x) ∩B2r|
∫

Br∩Bs(x)

|f (y)| dy

≤ 2

cϕ (r/2)

∫
Br∩Bs(x)

|f (y)| dy ≤ c ‖f‖1 .
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To prove iv, let ζi (i = 1, 2) be smooth cutoff functions such that
sprt ζi ⊂ Bi

2r, ζ1 + ζ2 = 1 in B1
r ∪B2

r . Then

‖f‖BMOϕ(B1
r∪B2

r ) ≤ ‖fζ1‖BMOϕ(B1
r∪B2

r ) + ‖fζ2‖BMOϕ(B1
r∪B2

r ) ≤
(by (4.5))

≤ c
{
‖fζ1‖BMOϕ(B1

4r∪B2
4r)

+ ‖fζ2‖BMOϕ(B1
4r∪B2

4r)

}
≤

(by (4.6))

≤ c
{
‖fζ1‖BMOϕ(B1

4r)
+ ‖fζ2‖BMOϕ(B2

4r)

}
≤

(by Lemma 2.7)

≤ c
{
‖f‖BMOϕ(B1

4r)
+ ‖f‖BMOϕ(B2

4r)

}
.

�

4.2. Local estimates for uniformly hypoelliptic operators

The main goal of this section is to prove local BMOϕ-estimates for a class of
“nonvariational uniformly hypoelliptic operators” that have been introduced
by the authors in [4] and [5].

Let X1, X2, . . . , Xq be a system of smooth real vector fields defined and
satisfying Hörmander’s condition in a bounded domain Ωo of R

n (n > q).
Let Ω ⊂ Ωo be a d-regular domain (see §4.1). We introduce the Sobolev
spaces S2,p induced by the vector fields Xi by:

‖f‖S2,p = ‖f‖Lp +

q∑
i=1

‖Xif‖Lp +

q∑
i,j=1

‖XiXjf‖Lp .

Let now ϕ be as in §1.2 We say that f ∈ S2,ϕ (Ω) if

‖f‖S2,ϕ(Ω) = ‖f‖S2,1(Ω) + ‖f‖∗,ϕ +

q∑
i=1

‖Xif‖∗,ϕ +

q∑
i,j=1

‖XiXjf‖∗,ϕ <∞.

Finally, for any norm ‖·‖ we will write:

‖Df‖ =

q∑
i=1

‖Xif‖

∥∥D2f
∥∥ =

q∑
i,j=1

‖XiXjf‖ .

We can now state our main result:
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Theorem 4.5 Let X1, X2, . . . , Xq,Ω be as above, and consider the differen-
tial operator

L =

q∑
i,j=1

aij(x)XiXj

where the symmetric matrix aij(x) satisfies the uniform ellipticity condition
(on R

q):

µ|ξ|2 ≤
q∑

i,j=1

aij(x)ξiξj ≤ µ−1|ξ|2

for every ξ ∈ R
q, a.e. x ∈ Ω and some positive constant µ. Also, assume

the coefficients aij to be continuous and to belong to VMO�ϕ (Ω) (where ϕ
and ϕ̃ are defined as in §1.2). Then the following estimate holds:

‖f‖S2,ϕ(Ω′) ≤ c
{
‖Lf‖S2,ϕ(Ω) + ‖f‖BMOϕ(Ω)

}
for every f ∈ S2,ϕ (Ω), Ω′ ⊂⊂ Ω, Ω and Ω′ d-regular.

Remark 4.6 The assumption aij ∈ VMO�ϕ (Ω) is fulfilled whatever ϕ is
if, for instance, aij have a continuity modulus which, with respect to d, is
o (1/ |log r|α) for every α > 0. For ϕ = 1, it is enough to require the conti-
nuity modulus to be o (1/ |log r|). This, in turn, holds for instance if the aij’s
are Dini-continuous.

The proof of this result will be achieved throughout this section. We shall
use many of the results proved by Rothschild and Stein [29] as well as some
of the results in [4], [5]. From now on we shall therefore assume the reader
familiar with [29]. Also, we will strictly follow notations and definitions as
introduced in [5].

As a first step we apply Rothschild-Stein’s “lifting theorem” (see Theo-

rem 1.1. in [5]) to the vector fields Xi. We obtain new vector fields X̃i which
are free up to order s and satisfy Hörmander’s condition of step s, in some
domain Ω̃ ⊂ R

N , with N > n. For ξ = (x, t) ∈ Ω̃, x ∈ R
n, t ∈ R

N−n, set
ãij(x,t) = aij(x) and let

L̃ =

q∑
i,j=1

ãij(ξ)X̃iX̃j

be the lifted operator, defined in Ω̃.
Since most of the proof of Theorem 4.5 will involve the lifted vector

fields X̃i and the lifted operator L̃, living in R
N , instead of the original vector

fields Xi and operator L living in R
n, we change for a while our notation,

denoting by S2,p, S2,ϕ, etc., the Sobolev spaces induced by the X̃i’s, for
functions defined in R

N .
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The main steps of the proof of Theorem 4.5 are summarized in the fol-
lowing two theorems:

Theorem 4.7 There exists r > 0 such that for any f ∈ S2,ϕ (Ω), f com-
pactly supported in some ball Br ⊂ Ω,

(4.8) ‖f‖S2,ϕ(Br) ≤ c

{∥∥∥L̃f∥∥∥
BMOϕ(Br)

+ ‖f‖BMOϕ(Br)

}
.

Theorem 4.8 For every f ∈ S2,ϕ (Ω), Ω′ ⊂⊂ Ω,

(4.9) ‖f‖S2,ϕ(Ω′) ≤ c

{∥∥∥L̃f∥∥∥
S2,ϕ(Ω)

+ ‖f‖BMOϕ(Ω)

}
.

The proof of Theorem 4.7 is based on a representation formula for sec-
ond order derivatives of f , which is derived from the “parametrix formula”
of Rothschild-Stein. To handle the variable coefficients aij we use a ver-
sion of “Korn’s trick”, which exploits the continuity of the coefficients (and
represents one of the major differences from the line followed in [5]). The
representation formula we get involves some integral operators, which we
show to satisfy the assumptions of the theorems in §§2-3.

Theorem 4.8 follows from Theorem 4.7 using cutoff functions and suitable
interpolation inequalities for Sobolev norms. For technical reasons which
will be explained later, the proof of these interpolation results significantly
differs from the analogous estimate contained in [5].

4.2.1. The parametrix formula

Here we recall some facts and notation used in [5]; this paragraph can be
skipped by the reader who is already familiar with this paper.

By Rothschild-Stein “approximation theorem” (see Theorem 1.6 in [5]),

we can locally approximate the vector fields X̃i with left invariant vector
fields Yi defined on a suitable homogeneous group G (which is actually R

N

endowed with a suitable group structure). This approximation is expressed
by the following identity which holds for every f ∈ C∞

0 (G):

X̃i (f (Θξ (·))) (η) =
(
Yif +Rξ

i f
)

(Θξ (η))

where Θξ (η) = Θ (ξ, η) is a local diffeomorphism in R
N , and the vector

fields Rξ
i are remainders in a suitable sense (see [5]).

Next, we freeze L̃ at some point ξ0 ∈ Ω̃, and consider the frozen lifted
operator:

L̃0 =

q∑
i,j=1

ãij(ξ0)X̃iX̃j.
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To study L̃0, we will consider the approximating operator, defined on G:

L∗
0 =

q∑
i,j=1

ãij(ξ0)YiYj

which, by [18], has a fundamental solution, denoted by Γ (ξ0, ·), which is ho-
mogeneous of degree 2−Q, where Q is the “homogeneous dimension” of G.

Let us recall the key definition which describes the singular and fractional
integral operators which appear in this context.

Definition 4.9 We say that k(ξ0; ξ, η) is a frozen kernel of type �, for some
nonnegative integer �, if for every positive integer m we can write

k(ξ0; ξ, η)=
Hm∑
i=1

ai(ξ)bi(η) [DiΓ(ξ0; ·)] (Θ(η, ξ))+a0(ξ)b0(η) [D0Γ(ξ0; ·)](Θ(η, ξ))

where ai, bi (i = 0, 1, . . . Hm) are test functions, Di are differential operators
such that: for i = 1, . . . , Hm , Di is homogeneous of degree ≤ 2 − � (so
that DiΓ(ξ0; ·) is a homogeneous function of degree ≥ � − Q), and D0 is a
differential operator such that D0Γ(ξ0; ·) has m derivatives with respect to
the vector fields Yi (i = 1, . . . , q).

We say that T (ξ0) is a frozen operator of type � ≥ 1 if k(ξ0; ξ, η) is a
frozen kernel of type � and

T (ξ0)f(ξ) =

∫
k(ξ0; ξ, η) f(η) dη;

we say that T (ξ0) is a frozen operator of type 0 if k(ξ0; ξ, η) is a frozen kernel
of type 0 and

T (ξ0)f(ξ) = P.V.

∫
k(ξ0; ξ, η) f(η) dη + α (ξ0, ξ) f (ξ) ,

where α is a bounded function, smooth in ξ for any fixed ξ0.

Next, we recall the basic “representation formula” which holds in this
context (see Theorem 3.1 in [5]).

Theorem 4.10 (Parametrix for L̃0) For every test function a, every ξ0,
there exist a frozen operator of type two, P (ξ0), and q2 frozen operators of
type one, Sij(ξ0), (i, j = 1, . . . , q) such that for every test function f ,

(4.10) P (ξ0)L̃0f(ξ) = a(ξ)f(ξ) +

q∑
i,j=1

ãij(ξ0)Sij(ξ0)f(ξ).

We remark that the above formula holds for any compactly supported
function f ∈ S2,p, not necessarily smooth.
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4.2.2. Representation formula for second order derivatives and
proof of Theorem 4.7

We are going to derive from (4.10) a representation formula for the second

derivatives X̃iX̃jf that will be the starting point to get our estimates. Note
that in the following reasoning we will leave the point ξ0 frozen.

Taking the derivative X̃iX̃j of both sides of (4.10), writing L̃0 = L̃ +(L̃0 − L̃ ) and exploiting the properties of the composition of differential
operators with operators of type � (see Lemma 2.9 and Theorem 2.10 in [5]
for details), we get the following:

X̃kX̃h [a(ξ)f(ξ)] = T (ξ0) L̃f(ξ)+(4.11)

+ T (ξ0)

( q∑
i,j=1

[ãij(ξ0) − ãij (·)] X̃iX̃jf

)
(ξ)+

−
q∑

i,j=1

ãij(ξ0)

( q∑
l=1

T ij
l (ξ0)X̃lf(ξ) + T ij

0 (ξ0)f(ξ)

)
.

In the above formula, all the operators T, T ij
l are of type 0.

We are going to use the following fact, which will be proved at the end
of this paragraph:

Lemma 4.11 If T (ξ0) is a frozen operator of type 0 or 1

‖T (ξ0) f‖BMOϕ(Br) ≤ c ‖f‖BMOϕ(Br)

with c independent of ξ0.

In this context, the structure of space of homogeneous type which is more
natural to consider, is that introduced by Rothschild and Stein, who defined
the following quasidistance:

d (ξ, η) = ‖Θξ (η)‖ ,
where ‖·‖ is the homogeneous norm on G (see [29]). Unlike the Carnot-
Carathéodory distance, introduced in §4.1, which is defined globally, d is
defined only locally. However, the two distances are locally equivalent, and
it is therefore irrelevant to assume any of the two in the definition of the
function spaces BMOϕ, S2,ϕ, etc.; in particular, in view of this equivalence,
we will also employ the results of §4.1. Also, we note that the Rothschild-
Stein’s quasidistance d is involved only in the proof of Lemma 4.11, which
is established for small balls Br. In the remaining parts of this section we
shall use the Carnot-Carathéodory distance.
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Proof of Theorem 4.7 We start writing (4.11) for f ∈ S2,p
comp (Br(ξ0)),

with r to be chosen later, and a ∈ C∞
0 with a ≡ 1 on Br(ξ0). Assume that

the continuity moduli of aij ’s are bounded by ω (r). Then, taking BMOϕ

norms of both sides of (4.11), applying Lemma 4.11 and Theorem 2.4, we get:∥∥∥X̃k X̃hf
∥∥∥

BMOϕ(Br)
≤ c

∥∥∥L̃f∥∥∥
BMOϕ(Br)

+ c

q∑
i,j=1

{
‖ãij‖∗,�ϕ,Br

+ ω (r)
}∥∥∥X̃iX̃jf

∥∥∥
BMOϕ(Br)

+ c

{ q∑
l=1

∥∥∥X̃lf
∥∥∥

BMOϕ(Br)
+ ‖f‖BMOϕ(Br)

}
where we used ω (r) to bound the term ‖ãij(ξ0) − ãij (·)‖L∞(Br) that comes
from the multiplication Lemma.

Since aij ∈ VMO�ϕ (Ω) with Ω ⊃ B3r, in view of Lemma 4.4i, for r small
enough we can write, by (4.11):∥∥∥X̃kX̃hf

∥∥∥
BMOϕ(Br)

≤ c

{∥∥∥L̃f∥∥∥
BMOϕ(Br)

+

q∑
l=1

∥∥∥X̃lf
∥∥∥

BMOϕ(Br)
(4.12)

+ ‖f‖BMOϕ(Br)

}
Next, we want to get rid of the term

∥∥X̃lf
∥∥

BMOϕ(Br)
in (4.13). To do

this, we start again with (4.10), take only one derivative X̃i and reason like
above, getting:

X̃k [a(ξ)f(ξ)] = S (ξ0) L̃f(ξ) + S (ξ0)

(
q∑

i,j=1

[ãij(ξ0) − ãij (·)] X̃iX̃jf

)
(ξ)

−
q∑

i,j=1

ãij(ξ0)T
ij(ξ0)f(ξ).(4.13)

In the last formula, S (ξ0), T
ij(ξ0) are, respectively, frozen operators of

type 1, 0.

Taking BMOϕ norms in (4.13) and substituting in (4.12) we get∥∥∥X̃kX̃h f
∥∥∥

BMOϕ(Br)
+
∥∥∥X̃kf

∥∥∥
BMOϕ(Br)

≤

≤ c

{∥∥∥L̃f∥∥∥
BMOϕ(Br)

+ ‖f‖BMOϕ(Br)

}
+ ε

∥∥∥X̃kX̃hf
∥∥∥

BMOϕ(Br)
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with ε small for small r. Hence we conclude:

(4.14) ‖f‖S2,ϕ(Br) ≤ c

{∥∥∥L̃f∥∥∥
BMOϕ(Br)

+ ‖f‖BMOϕ(Br)

}
for r small enough. �

Proof of Lemma 4.11 Let T (ξ0) be a frozen operator of type 0. This
means that:

T (ξ0) f (ξ) = α (ξ0) β (ξ) f (ξ) + PV

∫
k(ξ0; ξ, η)f (η) dη

where α (ξ0) is bounded and β (ξ) is smooth, therefore, by Lemma 2.7, the
operator

f 
→ α (ξ0) βf

maps BMOϕ in itself continuously, uniformly in ξ0; as to the singular ker-
nel k, we can rewrite it in the following way:

k(ξ0; ξ, η) = a(ξ)b(η) [DΓ(ξ0; ·)] (Θ(η, ξ)) +

+
Hm∑
i=1

ai(ξ)bi(η) [DiΓ(ξ0; ·)] (Θ(η, ξ)) + a0(ξ)b0(η) [D0Γ(ξ0; ·)] (Θ(η, ξ))

where:

- a, b, ai, bi (i = 0, 1, . . . Hm) are test functions;

- D is a differential operator homogeneous of degree 2, so that DΓ(ξ0; ·)
is a homogeneous function of degree −Q;

- Di are differential operators such that: for i = 1, . . . , Hm , Di is homo-
geneous of degree < 2, so that DiΓ(ξ0; ·) is a homogeneous function of
degree > −Q);

- D0 is a differential operator such thatD0Γ(ξ0; ·) has m derivatives with
respect to the vector fields Yi (i = 1, . . . , q).

We now consider the most singular term:

k (ξ, η) = a(ξ)b(η) [DΓ(ξ0; ·)] (Θ(η, ξ))

and split it as follows:

k (ξ, η) =
a(ξ)b(ξ)c (ξ) [DΓ(ξ0; ·)] (Θ(η, ξ))

g (ξ,Θ (ξ, η))
+

+
a(ξ)b(ξ) [DΓ(ξ0; ·)] (Θ(η, ξ))

g (ξ,Θ (ξ, η))
[g (ξ,Θ (ξ, η)) − c (ξ)] +

+ a(ξ) [b(η) − b(ξ)] [DΓ(ξ0; ·)] (Θ(η, ξ))

≡ k0 (ξ, η) + k1 (ξ, η) + k2 (ξ, η)
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where g is the function appearing in the formula of change of variables (see
Theorem 1.7 in [5]):

u = Θ (ξ, η) ; dη = g (ξ, u) du; g (ξ, u) = c (ξ) (1 +O (‖u‖)) .

The key properties of the kernels ki are: k0 is singular, but satisfies
a strong vanishing property, whereas k1, k2, are locally integrable, that is
define fractional integral operators. Namely:∫

r<ρ(ξ,η)<R

k0 (ξ, η) dη = a (ξ) b (ξ) c (ξ)

∫
r<‖u‖<R

YiYjΓ(ξ0;u)du = 0

(see Theorem 2.4 in [5]) while

a(ξ)b(ξ) [DΓ(ξ0; ·)] (Θ(η, ξ))

g (ξ,Θ (ξ, η))
[g (ξ,Θ (ξ, η)) − c (ξ)] =

=
a(ξ)b(ξ) [DΓ(ξ0; ·)] (Θ(η, ξ))

1 +O (‖Θ (ξ, η)‖) O (‖Θ (ξ, η)‖)

so that

|k1 (ξ, η)| ≤ c |a(ξ)b(ξ)|
‖Θ (ξ, η)‖Q−1

.

Finally, since b is smooth and Θ is a diffeomorphism,∣∣a(ξ) [b(η) − b(ξ)] [DΓ(ξ0; ·)] (Θ(η, ξ))
∣∣ ≤

≤ c |a(ξ)| |η − ξ| |DΓ(ξ0; ·) (Θ(η, ξ))|
≤ c |a(ξ)| |(Θ(η, ξ))| |DΓ(ξ0; ·) (Θ(η, ξ))|
≤ c |a(ξ)|

‖Θ (ξ, η)‖Q−1
.

Next, we claim that:

1. If S (ξ0) is a frozen operator of type 1, S (ξ0) maps BMOϕ (Br) in
itself continuously;

2. The operator T0, defined by:

(4.15) T0f (ξ) = P.V.

∫
k0 (ξ, η) f (η) dη,

with k0 (ξ, η) as above, maps BMOϕ (Br) in itself continuously.

Note that, by the above reasoning, the operator T (ξ0) can be written
as T0 plus a frozen operator of type 1, plus a multiplication operator, which
is continuous on BMOϕ. Therefore the claim implies Lemma 4.11.
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Proof of the claim (sketch). By definition, a frozen operator of type 1
has a kernel which is the sum of several terms. Using Proposition 2.17 in [5],
each of these terms can be proved to satisfy the assumptions of Theorem 3.5
(continuity of fractional integrals on BMOϕ).

Analogously, the kernel k0 in (4.15) can be proved to satisfy the as-
sumption of Theorem 3.4 (continuity of singular integrals on BMOϕ). Note
that the vanishing property of k0 on spherical shells implies the vanishing
property (3.10) required by Theorem 3.4.

Finally, we note that in both these estimates the constant is indepen-
dent of ξ0, according to the “uniform hypoellipticity estimate” contained in
Theorem 2.2 of [4], which in turns relies on the ellipticity assumption on the
matrix aij . �

This completes the proof of Theorem 4.7.

4.2.3. Interpolation inequalities and proof of Theorems 4.8 and 4.5

The standard technique to get the interior estimate of Theorem 4.8 starting
from the estimate for functions with small compact support (Theorem 4.7)
requires cutoff functions and interpolation inequalities for Sobolev norms.

Lemma 4.12 For any 0 < t < s, ξ ∈ R
N there exists ζ ∈ C∞

0

(
R

N
)

with
the following properties:

i. 0 ≤ ζ ≤ 1, ζ ≡ 1 on Bt (ξ) and sprt ζ ⊆ Bs (ξ);

ii. ∣∣Dkζ
∣∣ ≤ c

(s− t)k
for k = 1, 2, 3

where Dk denotes any differential operator of the kind X̃i1 · · · X̃ik .

iii. For any f ∈ BMOϕ,∥∥f Dkζ
∥∥
∗,ϕ ≤ c

(s− t)k+1
‖f ‖BMOϕ

for k = 0, 1, 2

and s− t small enough.

We will write
Bt (ξ) ≺ ζ ≺ Bs (ξ)

to indicate that ζ satisfies all the previous properties. Note that i) and ii)
can be accomplished as in [5], while property iii) follows by Lemma 2.7.

Comparing ii) and iii) we note that the regularity of ζ required by the
multiplication theorem for BMOϕ, yields in iii the constant c

(s−t)k+1 , instead

of c

(s−t)k which is typical in Lp estimates.
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Theorem 4.13 (Interpolation inequality for Sobolev norms). For every
R > 0, p ∈ (1,∞), ε > 0, there exist positive constants c, α such that if
f ∈ S2,ϕ

(
R

N
)
, f compactly supported in BR(0), then

(4.16)
∥∥∥X̃if

∥∥∥
BMOϕ

≤ ε ‖∆f‖BMOϕ
+

c

εα
‖f‖BMOϕ

for every i = 1, . . . , q, where ∆f ≡ ∑q
i=1 X̃

2
i f .

Proof. Let ∆∗ ≡ ∑q
i=1 Y

2
i and let Γ be the fundamental solution of ∆∗,

homogeneous of degree (2 −Q). Write (4.10) with L̃0 replaced by ∆, a a
test function equal to 1 on BR (0) and f ∈ C∞

0 (BR (0)). We get:

(4.17) f(ξ) = P2∆f(ξ) + S1f(ξ)

where P2, S1 are, respectively, constant operators of type 2, 1 (more precisely,
they satisfy the definition of “frozen operators”, with Γ(ξ0;·) replaced by Γ).

Applying X̃i to both sides of (4.10), we get

X̃if(ξ) = P1∆f(ξ) + S0f(ξ),

where P1, S0 are, respectively, a constant operator of type 1 and an operator
of type 0 (in the same sense). Hence, in view of Theorem 3.6 of [5], the
result will follow if we prove that, for any ε > 0 small enough,

‖P1∆f‖∗,ϕ ≤ ε ‖∆f‖BMOϕ
+

c

εα
‖f‖BMOϕ

.

Let k(ξ, η) be the kernel of P1, ζε be a cutoff function with Bε/2(ξ) ≺ ζε ≺
Bε(ξ), and let us split:

P1∆f(ξ) =

∫
ρ(ξ,η)>ε/2

k(ξ, η) [1 − ζε (η)] ∆f(η) dη

+

∫
ρ(ξ,η)≤ε

k(ξ, η) ∆f(η) ζε (η) dη

= I (ξ) + II (ξ) .

Then, integrating by parts

I (ξ) =

∫
ρ(ξ,η)>ε/2

∆T ([1 − ζε (·)] k(ξ, ·)) (η) f(η) dη

≡
∫
hε (ξ, η) f (η) dη
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with:
hε (ξ, η) �= 0 only if

ε

2
≤ d (x, y) ≤ ε;

|hε (ξ1, η) − hε (ξ2, η)| ≤ c (ε) d (ξ1, ξ2)
γ for any ξ1, ξ2

From the above properties we have:

|I (ξ1) − I (ξ2) | ≤ c(ε)d (ξ1, ξ2)
γ

∫
|f(η)| dη.

Hence I (ξ) maps L1 in Cγ continuously, and therefore BMOϕ in BMOϕ,
with norm bounded by some c (ε), which is readily seen to have the order
of ε−Q.

To bound II, let

Tεg (ξ) =

∫
ρ(ξ,η)<ε

k (ξ, η) g (η) ζε (η) dη.

The point is to prove that

‖Tεg‖BMOϕ
≤ cεγ ‖g‖BMOϕ

for some γ > 0.

(This, with g = ∆f , will imply the desired result). Here we revise the
proof of Theorem 3.5, with the kernel kα (x, y) replaced by kε (x, y) =
k (x, y) ζε (x, y), ζε (x, y) a smooth cutoff vanishing for d (x, y) > ε. Let Iε the
fractional integral operator with kernel kε. As in the proof of Theorem 3.5,
we split:

1

ϕ (r)
−
∫

Br(x0)

|Iεf (x) − τ | dx ≡ A+B.

Then, if cr < ε

|A| ≤ 1

ϕ (r)
−
∫

Br(x0)

dx

∫
d(x,y)<cr

|f (y)|
|B (x; y)|1−αdy ≤

(as in the proof of Theorem 3.5)

≤ ω (r) ‖f‖∗,ϕ
(for a suitable function ω (r) → 0 for r → 0)

≤ ω1 (ε) ‖f‖∗,ϕ
for another function ω1 (ε) → 0 for ε→ 0. If cr ≥ ε

|A| ≤ c

ϕ (ε)
−
∫

Br(x0)

dx

∫
d(x,y)<ε

|f (y)|
|B (x; y)|1−αdy ≤ ω2 (ε) ‖f‖∗,ϕ

similarly to the proof of Theorem 3.5, for some function ω2 (ε) → 0 for
ε→ 0.
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To bound B: if cr > ε for a suitable c, then B ≡ 0. If cr ≤ ε,

|B| ≤ c

ϕ (r)
−
∫

Br(x0)

d (x0, x)
β dx

∫
2r≤d(x0,y)<cε

|f (y) − fB2r | + |fB2r |
|B (x0; y)|1−α d (x0, y)

β
dy

= D1 +D2.

D1 ≤ c −
∫

Br(x0)

d (x0, x)
β dx |Bcε (x0)|α ‖f‖∗,ϕ r−β ≤ cεγ ‖f‖∗,ϕ ;

while, as in the proof of Theorem 3.5,

D2 ≤ ω3 (r) ‖f‖BMOϕ
≤ ω4 (ε) ‖f‖BMOϕ

for some functions ω3 (ε) , ω4 (ε), vanishing with ε. A careful reading of the
proof of Theorem 3.5 shows that all the functions ωi (ε) vanish at least as εγ

for some positive γ. This concludes the proof. �
To handle functions which do not vanish at the boundary of the do-

main, we need a more flexible version of Theorem 4.13. However, the un-
pleasant presence, in the right-hand side of (4.16), of the exponent α (gen-
erally greater than 1), as well as the extra-singularity of the constant in
Lemma 4.12 iii, with the subsequent lack of homogeneity in the interpola-
tion inequality, forces us to modify the technique used in [4], [5].

By the way, we want to correct a minor mistake which occurs in [5],
where we have stated an interpolation inequality for S2,p norms similar to
Theorem 4.13, in the weaker form

‖Df‖p ≤ ε
∥∥D2f

∥∥
p
+ c (ε) ‖f‖p .

Unfortunately, the subsequent arguments in [5] require c (ε) to have the form
c/ε; this sharper result can be actually proved with a slight modification of
the proof.

First of all, we need the following technical lemma, which is adapted
from [12], Lemma 4.1 p. 27.

Lemma 4.14 Let ψ (t) be a bounded nonnegative function defined on the
interval [T0, T1], where T1 > T0 ≥ 0. Suppose that for any T0 ≤ t < s ≤ T1, ψ
satisfies

(4.18) ψ (t) ≤ ϑψ (s) +
A

(s− t)α +B,

where ϑ,A,B, α are nonnegative constants, and ϑ < 1
3
. Then

(4.19) ψ (ρ) ≤ cα

[
A

(R − ρ)α +B

]
, ∀T0 ≤ ρ < R ≤ T1

where cα only depends on α.
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Proof. Let t0 = ρ, ti+1 = ti + (1 − τ) τ i (R− ρ) (i = 0, 1, 2, . . .), where
0 < τ < 1 is to be determined. From (4.18)

ψ (ti) ≤ ϑψ (ti+1) +
A

[(1 − τ) τ i (R− ρ)]α
+B (i = 0, 1, 2, . . .) .

By iteration,

ψ (t0) ≤ ϑkψ (tk) +
A

[(1 − τ) (R− ρ)]α

k−1∑
i=0

ϑiτ−iα +B
k−1∑
i=0

ϑi.

Since ϑ < 1
3
, we can choose τ such that ϑτ−α = 1

2
; then

ψ (t0) ≤ ϑkψ (tk) +
2[

1 − (
2
3

)1/α
]α · A

(R− ρ)α +
3

2
B.

For k → +∞, we get (4.19). �
We can now state our interpolation inequality for functions not neces-

sarily vanishing at the boundary:

Theorem 4.15 For any f ∈ S2,ϕ(BR), 0 < ρ < R, δ > 0

‖Df‖BMOϕ(Bρ) ≤ δ
∥∥D2f

∥∥
BMOϕ(BR)

+
cα

δα (R − ρ)2α ‖f‖BMOϕ(BR)

where cα is independent of f, ρ,R, δ, and α is as in Theorem 4.13.

Proof. If f ∈ S2,ϕ (BR) , 0 < t < s ≤ R and ζ is a cutoff function with
Bt ≺ ζ ≺ Bs, applying (4.16) to fζ, using Lemmas 4.4ii, 2.7 and 4.12,
we get:

‖Df‖BMOϕ(Bt)
≤ c ‖D (ζf)‖BMOϕ(Bs)

≤ c1ε
{∥∥ζD2f

∥∥
BMOϕ(Bs)

+ c ‖DζDf‖BMOϕ(Bs)
+

+ c
∥∥fD2ζ

∥∥
BMOϕ(Bs)

}
+
c2
εα

‖f‖BMOϕ(Bs)

≤ c1ε

{
1

s− t

∥∥D2f
∥∥

BMOϕ(Bs)
+

1

(s− t)2 ‖Df‖BMOϕ(Bs)
+

+
1

(s− t)3 ‖f‖BMOϕ(Bs)

}
+
c2
εα

‖f‖BMOϕ(Bs)
.

Next, we pick ε = δ
c1

(s− t)2:

‖Df‖BMOϕ(Bt)
≤ δ

{
(s− t)

∥∥D2f
∥∥

BMOϕ(Bs)
+ ‖Df‖BMOϕ(Bs)

+

+
1

(s− t)
‖f‖BMOϕ(Bs)

}
+

c3

δα (s− t)2α ‖f‖BMOϕ(Bs)
.
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Let ψ (t) = ‖Df‖BMOϕ(Bt)
. Then

ψ (t) ≤ δψ (s) +
c4

δα (s− t)2α ‖f‖BMOϕ(BR) + δ
∥∥D2f

∥∥
BMOϕ(BR)

for any 0 < t < s < R, and by Lemma 4.14 we get

ψ (ρ) ≤ cα
c4

δα (R− ρ)2α ‖f‖BMOϕ(BR) + cαδ
∥∥D2f

∥∥
BMOϕ(BR)

for any 0 < ρ < R. �

Proof of Theorem 4.8. If f ∈ S2,ϕ (Ω), BR ⊆ Ω, (R small enough to apply
Theorem 4.7), t < R, s = (t+R) /2, and ζ is a cutoff function, Bt ≺ ζ ≺ Bs,
we can apply (4.8) to fζ, getting

∥∥D2f
∥∥

BMOϕ(Bt)
≤ c

{∥∥∥L̃ (fζ)
∥∥∥

BMOϕ(Bs)
+ ‖fζ‖BMOϕ(Bs)

}
≤

(reasoning as above)

≤ c

{
1

s− t

∥∥∥L̃f∥∥∥
BMOϕ(Bs)

+
1

(s− t)2 ‖Df‖BMOϕ(Bs)
+

+
1

(s− t)3 ‖f‖BMOϕ(Bs)

}
+

1

s− t
‖f‖BMOϕ(Bs)

.

Adding ‖Df‖BMOϕ(Bt)
to both sides, and applying Theorem 4.15 with

δ = ε (s− t)2 and ρ = s, we get

‖f‖S2,ϕ(Bt)
≤ c

{
1

R− t

∥∥∥L̃f∥∥∥
BMOϕ(BR)

+ ε ‖f‖S2,ϕ(BR) +

+
1

εα (R − t)4α+2 ‖f‖BMOϕ(BR) +
1

(R − t)3 ‖f‖BMOϕ(BR)

}
.

We fix ε such that cε = ϑ < 1
3
, so that

‖f‖S2,ϕ(Bt)
≤ϑ ‖f‖S2,ϕ(BR)

+
c

(R− t)4α+2

{
R4α+1

∥∥∥L̃f∥∥∥
BMOϕ(BR)

+ ‖f‖BMOϕ(BR)

}
.

Finally, applying Lemma 4.14 we get

‖f‖S2,ϕ(BR/2) ≤
c

R4α+2

{
R4α+1

∥∥∥L̃f∥∥∥
BMOϕ(BR)

+ ‖f‖BMOϕ(BR)

}
.
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for R small enough. This implies (4.9), provided Ω′ is d-regular, by the
following argument.

Let Ω′ ⊂ ⋃n
i=1B

i
R/4 ⊂

⋃n
i=1B

i
2R ⊂ Ω. Then:

‖f‖S2,ϕ(Ω′) ≤ c ‖f‖
S2,ϕ

�
∪Bi

R/4

� ≤ c
n∑

i=1

‖f‖S2,ϕ(Bi
R)

≤ c
n∑

i=1

{∥∥∥L̃f∥∥∥
BMOϕ(Bi

2R)
+ ‖f‖BMOϕ(Bi

2R)

}
≤ c

{∥∥∥L̃f∥∥∥
BMOϕ(Ω)

+ ‖f‖BMOϕ(Ω)

}
where: the first and last inequality are (4.5); the second is a consequence
of (4.7), and the third is the estimate we have just proved. This completes
the proof of Theorem 4.8. �

Conclusion of the proof of Theorem 4.5. Finally, from (4.9) we can
easily come back to the original (“unlifted”) variables, getting:

(4.20) ‖f‖S2,ϕ(Ω′) ≤ c
{
‖Lf‖S2,ϕ(Ω) + ‖f‖BMOϕ(Ω)

}
where now the function f is defined on the domain Ω of R

n, the func-
tion spaces S2,ϕ are defined with respect to the original vector fields Xi

and the metric induced by these vector fields. (See [5] p. 815 for the details.)

The possibility of comparing BMOϕ norms in the “lifted” and “unlifted”
context relies on Theorem 1.14 in [5]). This is exactly the assertion of
Theorem 4.5. �

5. Appendix. The commutator theorem on BMOϕ

In this section we will describe a result which does not play directly any role
in the previous parts of this paper but, as we have explained in the Introduc-
tion, partially motivates the assumptions we have made on the coefficients
of the differential operator. Moreover, it can be of independent interest.

Let X be a space of homogeneous type of finite measure and K a
Calderón-Zygmund operator on X (see Definition 3.1) associated to a “stan-
dard kernel” k satisfying (3.1), (3.2) and the following weak cancellation
property:

(5.1)

∣∣∣∣∫
d(x,y)>r

k (x, y) dy

∣∣∣∣ ≤ c

independent of x, r > 0. Moreover, assume that k∗ (x, y) = k (y, x) satisfies
the same assumptions.



Estimates of BMO type 553

Let Ca be the commutator [Ma,K],

Caf = aKf −K (af) .

In [6] it is proved that if a ∈ BMO, then Ca is continuous on Lp (X) for
every p ∈ (1,∞), and

‖Caf‖p ≤ c ‖a‖∗ ‖f‖p .

By Theorem 2.4, this also implies that, for ϕ, ϕ̃ as in §2.1 and a ∈ L∞ ∩
BMO�ϕ, Ca is bounded on BMOϕ and

(5.2) ‖Caf‖BMOϕ
≤ c

{
‖a‖∞ + ‖a‖∗,�ϕ

}
‖f‖BMOϕ

.

We are interested in proving a similar estimate, with a bound on ‖Ca‖
independent of ‖a‖∞; in other words, we want to prove that the operator
norm of Ca is small whenever the oscillation of a (but not its absolute size)
is small, in a suitable sense. This result extends, in the same spirit, the
original commutator theorem due to Coifman-Rochberg-Weiss, see [15].

To get rid of the term ‖a‖∞ in (5.2), we have to replace the seminorm
‖a‖∗,�ϕ with a stronger one, defined by a new function, even smaller than ϕ̃:

Theorem 5.1 Under the above assumptions, the following holds:

‖Caf‖BMOϕ
≤ c ‖a‖∗,�ϕ ‖f‖BMOϕ

where

ϕ̂ (r) =
ϕ (r)

1 + Sϕ (r) + Ŝϕ (r)

Ŝϕ (r) =

∫ R

r

1

t

(∫ t

r

ϕ (s)

s
ds

)
dt.

Remark 5.2 For ϕ = 1 we get the following result: if a ∈ L2MO (see §1.2),
then Ca maps BMO in itself continuously, with ‖Ca‖ bounded by the L2MO
seminorm of a. As we have seen in §2.1, this assumption implies that a is
a continuous function. More generally, it is easy to check that, under our
assumptions, the function ϕ̂ always satisfies the bound

ϕ̂ (r) ≤ c

log2 r
for small r.

This, in view of Spanne’s criterion, implies that functions in BMO�ϕ are
always continuous (but not necessarily Hölder continuous, nor Dini con-
tinuous). Stegenga [33] and Li [24] have proved that if a ∈ L∞ and the
multiplication operator Ma is bounded on BMO, then a ∈ LMO. Since the
continuity of the commutator implies the continuity of Ma (and is a strictly
stronger result), the assumption a ∈ L2MO is “almost necessary” for the
commutator estimate.
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A complete proof of Theorem 5.1 is rather long and, essentially, does
not introduce new ideas with respect to the techniques we have employed
in sections 2-3. Therefore, for seek of brevity, we prefer to omit it. We only
observe that to prove the theorem one has to estimate separately ‖Caf‖∗,ϕ
and ‖Caf‖2. The assumptions on the “adjoint” kernel k∗ are involved only
in the proof of the estimate

‖Caf‖2 ≤ c ‖a‖∗ ‖f‖2

given in [6].
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