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Lewy—Stampacchia type estimates for variational
inequalities driven by (non)local operators

Raffaella Servadei and Enrico Valdinoci

Abstract. The purpose of this paper is to derive some Lewy—Stampacchia
estimates in some cases of interest, such as the ones driven by non-local
operators. Since we will perform an abstract approach to the problem, this
will provide, as a byproduct, Lewy—Stampacchia estimates in more classi-
cal cases as well. In particular, we can recover the known estimates for the
standard Laplacian, the p-Laplacian, and the Laplacian in the Heisenberg
group. In the non-local framework we prove a Lewy—Stampacchia estimate
for a general integrodifferential operator and, as a particular case, for the
fractional Laplacian. As far as we know, the abstract framework and the
results in the non-local setting are new.

1. Introduction

1.1. The classical obstacle problem and its modifications

The simplest, classical example of obstacle problem consists of an elastic mem-
brane, with vertical displacement v on a domain 2, which is constrained at its
boundary (say u = wug along 9€Q) and it is forced to lie below some obstacle
(say, u < ). Then, at the equilibrium, whenever the membrane does not touch
the obstacle, the elasticity provides a balance of the tension of the membrane, that,
geometrically, reflects into a balance of the principal curvatures of the surface de-
scribed by u. On the other hand, when the membrane sticks to the obstacle, its
principal curvatures are expected to adapt to those of 1. These physical consider-
ations lead to the classical variational inequality

(1.1) /QVu(m)(Vv(x) _ Vu(z))de >0

say, for any test function v, with v < ¢ and v = g along 99 (more formal details
on the function spaces will be discussed in the sequel).
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If an external force — f is switched on, the rest configuration of the membrane
will be such that the elastic tension of the membrane equilibrates the force, so
that (1.1) becomes

(1.2) /Q Vu(a)(Vo(e) — Va(a)) de > /Q F(@) (0(z) — u(z)) dz.

Many extensions of this problem has been considered in the literature, partic-
ularly for taking into account nonlinear elastic reactions of the membrane, non
commutative effects, and non-local interactions. For instance, one may replace the
linear elasticity (say, Hook’s law) with a power-like one: this would change (1.2)
into the following variational inequality of p-Laplace type:

(1.3) /QIVU(DE)I”*QVU(@(W(SE) — Vu(z)) dz > /Qf(x) (v(z) = u(z)) dz,

for some p € (1,00). These types of obstacle problems have been recently consid-
ered in [4] and [23].

Similarly, one might replace the commutative Euclidean vector fields with some
non-commutative ones, such as those of the Heisenberg group H" (see, e.g., [28]).
In this case, (1.2) is replaced by

(1.4) /Q T () (Vi v(E) — Vo u(€)) de > /Q £(6) (0(€) — u(€)) de .

This type of variational inequalities has been recently dealt with in [22].

Analogously, one might replace the local elastic reaction in (1.2) with a non-
local one, with the purpose of taking into account the long-range interactions of
particles. For instance, one might replace the standard Laplacian A with the so-
called fractional Laplacian —(—A)®, with s € (0,1). In this case, (1.2) is replaced
by the non-local variational inequality

(u(z) — uy))(v(z) — v(y) — u(z) + u(y))

|z — gyt

/ dx dy
R2\ ((R™\Q) % (R™\Q2))

(1.5) > / £(@) (w(z) — u()) de

These kind of obstacle problems have been extensively studied in [3], [17] and [24]
(see also [11], [26] and [27] for the basic definitions and properties of the fractional
Laplacian). Obstacle problems for other integrodifferential kernels have been also
studied in [15] and [16].

In Section 2, we will provide a unified framework which will comprise simulta-
neously, as particular cases, all the variational inequalities in (1.2)—(1.5).

1.2. Lewy—Stampacchia type estimates

Solutions of the variational inequality (1.1) have a bounded Laplacian. This fact
may be heuristically guessed via the following argument. When u lies below the
obstacle 1), it is harmonic, Au = 0. On the other hand, at the points where u sticks
to the obstacle, one expects Au to somewhat match with A, and the obstacle has
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to “bend up” at those contact points, that is Ay > 0. Therefore, though this
argument is not rigorous (since it does not really take into account possible sin-
gularities that may occur at the free boundary d{u < 1}, which, in fact, could
be in principle quite a wild set), one can expect that solutions of the variational
inequality (1.1) have Au comprised between 0 and the positive part of A, namely

(1.6) 0< Au< (Ayp)T.

The content of the so-called Lewy—Stampacchia estimates (named after [12]) is
exactly a rigorous derivation of (1.6), and possible generalizations. Such kind of
bounds are also called “dual estimates”, since they are usually understood as an
integral bound in the dual of L>°(Q), that is (1.6) is derived in the distributional
form

0< /Q Au(a)p(x) dr < /Q (AG)* (2)pla) da

for any nonnegative test function . Also, when an external force comes into play
as in (1.2), then (1.6) gets modified as

0< Aut f< (A +f)T.

The purpose of this paper is to derive some Lewy—Stampacchia estimates in
some cases of interest, such as the ones driven by non-local operators. Since we will
perform an abstract approach to the problem, this will provide, as a byproduct,
Lewy—Stampacchia estimates in more classical cases as well (in particular, we can
recover the known estimates for the standard Laplacian, the p-Laplacian, and the
Laplacian in the Heisenberg group).

In the non-local framework, the simplest example we can deal with is given by
the fractional' Laplacian, according to the following result:

Theorem 1.1 (Lewy—Stampacchia type estimate for the fractional Laplacian).
Let s € (0,1) and n > 2s, and let Q2 be an open bounded set of R™ . Let f € L*(Q)
and let ug and 1 : R™ — R be two functions such that ug € H*(Q) N L2 (R™ \ )
and 1 € H*(Q2) with ug < a.e. in R™ and (—A)* € L>(9).

If u: R™ — R is a solution of the variational inequality

4 (u(z) — u(y))(v(z) —v(y) —ulz) +u(y))
20\(R"\Q) x (R"\Q2)) |z —y|nt2e

dx dy

> [ 1@ (0w) = uta) da
VoveH(Q), v=ug a.e. inR"\Q, v< ae inf)
u€ H*(Q), u=up a.e. inR"\Q, u<Y ae in,

L As customary, we denoted by H*(Q) the fractional Sobolev space, endowed by the so-called
Gagliardo norm, and by H§(Q) the closure of C§°(£2) with respect to the norm || - ||gs(q) (for
further details, see (5.5) in the sequel, and [6] for a crash introduction to fractional Sobolev
spaces).



1094 R. SERVADEI AND E. VALDINOCI

then

0< _/ (u(z) — u(y))(p(z) — ¢(y))
R

2n\ ((R™\Q) x (R"\Q)) |z — gy|nt2s

(17) < / (= (=AY ¢+ ) (@) p(a) dz

dxdy—i—/ﬂf(m)go(x)dx

for any o € H§(Q) with ¢ =0 a.e. in Q and ¢ =0 a.e. in R™\ Q.

Notice that (1.7) is a dual estimate, in the sense that it can be interpreted,
in the sense of distributions, as a bound on the operator —(—A)*u, by writing,
concisely

0< —(—A)u+f< (= (=A)yp+f)T

This interpretation in the sense of distribution is a general property.

In fact, Theorem 1.1 is a particular case of more general result for integrod-
ifferential operators of non-local type, as stated in the next theorem, where we
consider the integral operator Lx defined as follows:

(1.8) Liu(x) = / (u(m +y)tulr—y) — 2u(x))K(y) dy .

Note that when K (y) = |y|~("*2%), then Lx = —(—=A)*, s € (0,1).

Theorem 1.2 (Lewy—Stampacchia type estimate for general integrodifferential
operators). Let K : R\ {0} — (0,400) be a function with the following properties:

(1.9) mK € LY(R"), where m(z) = min{|z|?, 1} ;
(1.10) there exists A > 0 such that for any x € R™\ {0}, K(z) > Mz|~(+29);
(1.11) K(x) = K(—x) for any x € R™\ {0} .

Let Q be an open bounded set of R™, with n > 2s. Moreover, let f € L>(Q) and
let up € X NL®R"\ Q) and ¢ € X with ug <Y a.e. in R™ and L1 € L>®(Q),
where X 1is the linear space of Lebesgue measurable functions from R™ to R such that
the restriction to Q of any function in X belongs to L*(Q) and the map (x,y) —

(9(x) —g(W)VE (x —y) is in L*(Q, dxdy), with @ = R*™\ (R \ Q) x (R"\ Q)).

If u: R™ — R is a solution of the variational inequality
/Q(U(ff) —u(y)) (v(z) —v(y) —u(@) +uly)) K(x —y)dedy

(1_12) /.f ())dm
VoveX, v=up ae mR*"\Q, v<vae in

ue X, u=up a.e. inR"\Q u<P ae inQ,
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then, for any ¢ € C§°(Q2) with ¢ = 0 in Q and ¢ =0 in R™\ Q,

0%~ | ) ~u) ) ) drdy + | )ol) e
(1.13) < /Q (L v+ 1) (@) pl) dz

We observe that (1.13) may be stated, in the distributional sense, as

0< Lru+f<(Lxy+ )t

As far as we know, Theorems 1.1 and 1.2 are new. On the other hand, as already
mentioned, since we will perform a functional analytic approach, these results will
be the consequence of an abstract framework, which comprises some known results
as particular cases. For instance, we list some classical and recent results that can
be recovered by our approach.

Theorem 1.3 (Lewy—Stampacchia type estimate for the Laplacian). Let @ C R",
n > 1, be an open bounded set of class C*. Let f € L>(Q) and let ug, 1 : R* — R
be two functions such that ug € C(Q) and 1 € C*(Q) with ug <P a.e. in R™.

If u: Q — R is a solution of the variational inequality

/Vu(m)(Vv( — Vu(z)) dz > /f ~ u(a)) da

Q

(1.14) VUEHl( ,v—uoeHo(Q) <Y ae in Q)
u€ HY(Q), u—ug € HF(Q), u < a.e. inQ,

then, for any p € HY(Q) with ¢ >0 a.e. in ,

(1.15) /Vu YWVeo(z dx—l—/f S/ (Aw+f)+(x)g0(m)dx.

Theorem 1.4 (Lewy—Stampacchia type estimate for the p-Laplacian). Let Q@ C R™,
n > 1, be an open bounded set of class C1®, with a € (0,1]. Let f € L*(Q) and
let ug, ¥ : R™ — R be two functions such that ug € C+*(Q) and 1 € C*(Q)NC(Q)
with ug < a.e. in R™ and App € L=°(), p>1.

If u: Q — R is a solution of the variational inequality

/ V()P 2 V() (Vo(z) — V() de > / F@) (@) - u(z)) d

Q

(1.16) YoueWhP(Q), v—uy€ WyP(Q), v<v ae inQ
we Whe(Q), u—ug € WyP(Q), u < ¢ ae inQ,

then, for any o € Wy'P(Q) with ¢ >0 a.e. in Q,
- [ 1Vu@)l 2 Vu@)Vota) o + [ F(0) pla) do
Q Q
(1.17) < /Q (A, + ) (@) (o) da.
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Theorem 1.5 (Lewy—Stampacchia type estimate in the Heisenberg group). Let
Q CR™ n>1, be an open bounded set with smooth boundary. Let f € L™ () and
let ug, ¥ : R" — R be two functions such that ug € Wik (%) N L>® (), with Q.

smooth domain such that Q CC Q., and ¢ € C*(Q) with ug < ¢ a.e. in R" and
Agn ) € L*(Q).

If u:Q — R is a solution of the variational inequality
| Vo ul@) (Virv(o) = V@) do > [ fa)(vla) = u(w) da
VoueWsZ(Q), v—ug e Wllio(ﬂ), v< Y ae inQ
u € Wgt(Q), u—uo € Wi o(Q), u <9 ace. inQ,
then
0< ~ [ Vanula) Viop(o)do + [ @) plo)da
(1.18) < [ (@t 1) @) o) d

for any ¢ € WH}I;.L270(Q) with o >0 a.e. in Q).

We observe that (1.15), (1.17) and (1.18) may be interpreted in the sense of
distributions, by concisely writing

0<Aut < (Ag+ )
0<Apu+f< (Dt 1)
and
0< Agnu+ f < (Aan +00+ )7,
respectively.

Theorem 1.3 was proved in [12] and the literature is rich of many important
extensions: see, among the others, [1], [7], [8], [18], [19], [20] and [21], and the
references therein. A proof of Theorem 1.4 was recently performed in [4], and we
found their approach very inspiring for our setting (see also [23] for related results).
The case discussed in Theorem 1.5 was recently considered in [22] (see, e.g., [28]
for the basics of the Heisenberg group and of the related Sobolev spaces).

The paper is organized as follows. In Sections 2 and 3 we state and prove a
Lewy—Stampacchia estimate in an abstract setting, while Section 4 is devoted to the
classical cases of the Laplacian and the p-Laplacian operators, and to the Laplacian
in the Heisenberg group. In Section 5 we consider an integrodifferential operator
with slow decay and, in this setting, we prove a dual estimate for the solutions of
a variational inequality driven by this operator. For us, the main application of
this is a Lewy—Stampacchia type estimate for the fractional Laplacian operator.
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2. The abstract setting

In what follows let @ C R™,  be an open subset of R, m,n > 1, and let us denote
by CQ2 =R™\ Q. Let u be a measure on @ (in particular, ) is y-measurable), and
let LP(Q, du), with 1 < p < oo, be the standard Lebesgue space with respect to the
measure p. As usual, we also denote LP(Q) = LP(Q, dx) the standard Lebesgue
space with respect to the Lebesgue measure dz, while M(R™) will be the linear
space of Lebesgue measurable functions from R™ to R.

We take X to be a linear subspace of M(R"™), with the property that (the
restriction to  of) any function in X belongs to L*(2) (i.e., in symbols, if u € X,
then uq € L*(2)).

Moreover, let Y, Z and W be three sets such that it can be defined a product

P:YxZ—-W
(y,2) = Ply,2) = yz
with the following property:
(2.1) Vy €Y and Vz € Z it holds yz € L*(Q, du) .

We also consider two functions ug, ¥ € X with ug < ¥ a.e. in R", and define W
as the set containing all the nonnegative constants and the function ug — . We
also consider a linear subspace Xy and a set Xy such that Xg C Xy C X. We
require that X satisfies the following property:

(2.2) if ve Xgand we W, then(v+w)t € Xo,

where g* denotes the positive part of a function g, that is g*(z) = max{g(z),0}.
We also introduce the two functionals

a:X—=Y and b: X — Z,
and we define A: X x X — R by

m%ﬂflfwww@

for any u, o € X . We remark that A is well defined, thanks to (2.1).
If w € X and if there exists T € L>°(2) such that

AMﬂ=ATwﬂ@M

for any ¢ € Xy, we denote A(u) := T and we say that A(u) € L>=(Q).
Throughout the paper we need the following assumptions on the functionals

a,b and A:

(2.3)  a(v+n)=a(v) foranywve X andn€R;

(24)  b(—v)=—b(v) foranyve X;

if u,v € X, with (u —v)™ € Xo and Alu, (u —v)*] > Afv, (u —v) ],

(25) .

then v < v a.e. in Q.

Next we prove our Lewy—Stampacchia type estimate in this general framework.
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3. Lewy—Stampacchia type estimates
Let us fix f € L>°(€) and suppose that A(y) € L>®(Q).

We consider the following variational inequality:

/ a(u)b(v—u)dp > / flv—u)dz Vve X, v—uy € Xg, v<a.e inQ
(3.1) Q Q

u€ X, u—ug € Xo, u<ae. in Q.

In what follows, let n € (0,1) and let us denote by h € L>(2) and H, the
functions

(3.2) h=(A@W)+ )
and
0 if t<0,
(3.3) H,(t)=<t/n if 0<t<nmn,
1 if t>n.

We consider the following approximated problem:

A(uy) =h(1 = Hy(¢p —uy)) = f inQ,
(3.4) { Uy EYIX, un—uoyéXo. !

More precisely, we say that u, is a solution of problem (3.4) if

A[um=A(h(1—Hn<w—un>>—f)wdx Vo € Xo

upy € X, uy —ug € Xop.

(3.5)

We assume that the following conditions hold true:
3.6 for any n > 0 there exists a solution u, of problem (3.5);
n

if u is a solution of (3.1) and w,, is a sequence of solutions of (3.5)
(3.7)  such that u, — u uniformly in R™ as n — 0 then, up to a subsequence,

Aluy, o] = Alu, @] for any ¢ € Xg.
The main result of this section is the following:

Theorem 3.1. Let ug, v € X, with ug < ¥ a.e. in R™ and A(Y) € L*®(Q), and
let f € L™°(Q). Assume conditions (2.1)~(2.5), (3.6) and (3.7) hold true. Ifu e X
is a solution of the variational inequality (3.1), then

(3.8) 0< Aju,g] + /Q fodr < /Q (A@W) + f)tpde

forallgoe)?o,go}Oa.e. in .
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Proof. Let n € (0,1) and let u,, be a solution of (3.5). First, we prove that u, < ¢
a.e. in 2. For this, we notice that

Uy — P = Uy — Ug + W,
with w = ug — 1 € W by definition of WW. Hence
(Un - 1/))+ € XO ’

thanks to (2.2) (applied here with v = u,, — up € Xp).
Therefore, we can take ¢ = (u,, — )" in (3.5). We get

(39)  Aluy, (uy —0)*] = / (WL~ Hy(§ — up)) — f) (g — &) da

Similarly,
(3.10) A, (u / A ) tda,

with A(¢) € L*°(Q) by assumption.
Moreover, taking into account the definition of H,, and of the positive part, we
have

h(1 — Hy(v — uy))(uy — )" = h(u, — )t ae. in Q.
So, (3.9) becomes

Al (i — )] = /Q (h— 1)y — ) dar.

From this and (3.10), we obtain that

Al (ty — 9)+] = Al (g — 9)+] = / (h = (AW) + )y —0)*da > 0.

Q

Notice that the last inequality is a consequence of (3.2). Then, the monotonicity
condition (2.5) implies that

(3.11) up <Y ae. in ).
Now we claim that u > u,, a.e. in Q. For this scope, let 7 := u+ (u, —u)*. It
is easily seen that
S )un if uy > wu,
u i uy < u,
so that 7 < ¢ a.e. in Q. Moreover,
(3.12) Uy —u = (un —ug) + (uo — u) € Xo,

being X a linear space. As a consequence, applying (2.2) with w = 0 € W, we
obtain that

(3.13) (uy —u)™ € Xo.
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Therefore, by the definition of 7,
T —up = (u—up) + (u, —u)t € Xo.

Thus, we can use (3.1) with v = 7, getting
/ a(uw)b(r —u)dp = / fr—u)de,
Q Q
i.e., using again the definition of 7,
(3.14) / a(u)b((uy, —u)t)dp > / fluy, —uw)de.
QR Q
Moreover, by (3.13) we can take ¢ = (u, —u)" in (3.5), so that we get
[ atwn) by — ") du
Q
=— /Q h(1 — Hy(v — uy)) (uy — u)Fde + /Q fluy —u)Tdz
(3.15) < / flu, —uw)Tdz,
Q

thanks to the definition of H,. Combining (3.14) and (3.15) we get
/Q (a(utn) — a(u)) b1ty — w)*) du < 0.

From this relation and the monotonicity condition (2.5) we conclude that
(3.16) up, <u ae inQ,

as desired.
Now let us show that

(3.17) u<u,+n ae in Q.
To this goal, let 6 :=u — (u — u,, —n)" . It is easy to see that
f<u<vy ae in.
Moreover, recalling (3.12) and (2.2) (used here with w = —n € W), we have that
(3.18) (u—u, —n)* € Xp.

Hence
0—up=(u—up)— (u—u,—n7T € Xyp.

Therefore, by taking v = 6 in (3.1), we have

/Qa(U)b(H—U)du>/Qf(9—u)dx,
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i.e., using the definition of # and assumption (2.4),
(3.19) /Q a(u) b((u — u, — / flu—u,—n)tde.
Also, by (3.18), we can take ¢ = (u —u, —n)" in (3.5). We have
] et b=y =)
= [ 10 = Hy = u) =y =) e = [ =y =) de
(3.20) =— /Q flu—u, —n)tdz,

being
{u—uy—n>0} C{Y—uy>n} C{1 - Hy(¢ —u,) =0}.
Using assumptions (2.3) and (3.20) we deduce

/ a(ty + 1) D{(2t — 11y — )" s = / () b(( — g — 1)) dp
Q Q

:/f(u_“n_n)+dm-
Q

/Q (a(uuy + 1) — a(u)) b((u — 1wy — n)F) dp > 0.

(3.21)

Combining (3.19) and (3.21) we have

Thus, using again the monotonicity assumption (2.5),
u<u,+n ae inQ,

so that (3.17) is proved.
By (3.16) and (3.17) we have that

u—n<u, <u ae inQ.
Then
(3.22) uy, — u uniformly in R”, asn—0.
Hence, condition (3.7) implies that, up to subsequences, for any ¢ € X’o,
(3.23) Aluy, o] = Alu, ], asn—0.

Taking into account that w, solves (3.5) and the definition of h and H, it is
easy to check that

0 < Aluy, ¢ /fgod:n—/ h(1 H,,('z/)fun))@dmg/ghgod:c
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for any ¢ € Xg, with ¢ > 0 a.e. in §2. So, passing to the limit as  — 0 and
using (3.23) we get

OSA[u,¢]+/fsodx</h<pdfc
Q Q

for any ¢ € X, with ¢ > 0 a.e. in Q. Recalling the definition of h (see (3.2)),
Theorem 3.1 is proved. O

4. Some applications: the Laplacian, the p-Laplacian, and
the Laplacian in the Heisenberg group

In this section we give some applications of Theorem 3.1 by recovering some known
results in the case of the Laplacian, the p-Laplacian, and the Laplacian in the
Heisenberg group. The case of the Laplacian is classical and it dates back to the
original paper [12], which originated many important extensions and applications
(see, among others, [1], [7], [8], [18], [19], [20] and [21]). See [4] and [23] for the
p-Laplacian, and [22] for the Laplacian in the Heisenberg group.

Even if these cases have been already treated in the classical or recent literature,
we provide our arguments in full detail, in order to clarify the abstract setting. Of
course, the expert reader, or the one interested only in the new non-local applica-
tion, may skip this part and go directly to Section 5.

4.1. The Laplacian operator

Though the case of the Laplacian is known and the techniques exploited are the
standard (but tricky) Sobolev tools, we provide full detail of the argument, both
for the readers’s convenience and in order to make the abstract setting concrete in
a model case.

We start with some preliminary observations on the classical Sobolev spaces
which will be useful in the sequel (some of these observations are quite elementary
and others are likely to be found in some textbook dedicated to Sobolev spaces, but
we state them in display for typographical reasons, to facilitate the cross-references
in the rest of this paper). First, since the map R > 7 + 77 := max{r,0} is
Lipschitz continuous with constant 1 and (sub)linear at infinity, we obtain:

Lemma 4.1. Let o, : R™ = R, n > 1. Then for any x,y € R™ there holds

o™ (z) = BT (y)] < lo(z) - By)l-
Lemma 4.2. Let 1 < p < oo and let v; be a sequence of functions such that
|vj = Voo |lLr() — 0 as j — +o00. Then,

ij' - v;HLP(Q) —0 asj— +oo.
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Lemma 4.3. Let 1 < p < oo and let v; be a sequence of functions such that
lvj = voo|lwrw () = 0 as j — +oo. Then (up to a subsequence), as j — +o0,

a) Vvl — Vol a.e inQ;
b) H'Uj_ — U;le,P(Q) — 0.

Proof. By the assumption and by Theorem IV.9 in [2] we deduce that, up to a
subsequence, as j — +00,

(4.1) Vj = Uso in LP(Q2)
(4.2) Vvj = Vus in LP(Q)
(4.3) Vj = Voo and Vuv; — Ve in Q\ N,

where Ny C Q is such that Ay =0.
By Lemma 7.7 in [9] we also know that
(4.4) Ve =0 for any z € {ve =0} \ Ny, with [NV =0

and, by Lemma 7.6 in [9], for any j € NU {oc},

(4.5) Vot (z) = {ij(x) if z € {v; >0} \ N/

0 if z € {v; <O} \ N},
with [N | =0,i=1,2.

First, let N = N UN1 U (US2, N7 ) U (U32,03) . Of course |A| = 0. Now, we
will show that a) holds for any z € Q\ V.

Let 2 € {vo > 0} \ V. Then, for j sufficiently large, vj(xz) > 0 by (4.3), so
that Vv;’(m) = Vu;(z) by (4.5). Hence, again by (4.3) and (4.5) we have

lim Vv;-r(m) = lim Vu;(2) = Vo (x) = Vol (7).

Jj—+oo Jj—+oo

Now, let 2 € {voe < 0} \ V. Then, for j sufficiently large, v;(z) < 0 by (4.3),
so that Vol (z) = 0= Vol () by (4.5). Hence

lim Vol (z) = Vol (z).

jotoo 7
Finally, let x € {voo = 0} \ V. Then, Vus(z) = 0 by (4.4). We also have that
Vo ()] < [Vj ()] = [Vv;(2) = Vuso(z)] = 0 as j — +oo,
thanks to (4.5) and (4.3). Hence,

lim Vol (z) =0= Vol (z),

j—+oo J >

thanks to (4.5). Assertion a) is proved.
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Now, let us prove b). For this note that by Lemma 4.2 and (4.1) we get
(4.6) v = vd Iy = 0

as j — +o0o. Moreover, by (4.2) and Theorem IV.9 in [2], there exists £ € LP(Q2)
such that |[Vu;(z)| < ¢(z) a.e. in  for any j € N. Then, a.e. in Q,

Vo (2) = Vol (@)” < (IVo (2)] + [Vod (2)])

(IV0j (@)] + [ Vvse ()])" < (Uz) + Vs (@)])" € LH(Q).

NN

Hence, the dominated convergence Theorem and a) give
(4.7) ||V’U]+ — V’U;HU)(Q) — 0
as j — +o00. Assertion b) follows by (4.6) and (4.7). O

Corollary 4.4. Let 1 < p < oo and let & C R", n > 1, be an open set of
class C*. Let v € Wy P(Q) and w € WHP(Q) N C(Q), with w < 0 in Q. Then
(v+w)t € WyP(Q).

Proof. Of course v +w € W1P(Q), so that, by Lemma 7.6 in [9] (see also Corol-
lary 6.18 in [13]), we have that (v +w)™ € W1P(Q).

Since v € W,yP(Q), there exists a sequence v; € C$°(2) such that [v; —
vllwir) — 0 as j = +oo. Hence, v; + w — v+ w in W'P(Q) and so, by
Lemma 4.3,

(4.8) (vj +w)T = (v+w)T in WHP(Q) as j — +oo.

Moreover, (v; +w)* € C(Q) and v; +w < v; = 0 on 99, being w < 0 in Q and
vj € C§°(R2), that is (v; +w)t = 0 on IQ for any j € N. Then, by Theorem IX.17
in 2],

(4.9) (v; +w)t € WyP(Q) for any j € N.
Since W, *(Q) is closed, (4.8) and (4.9) imply that (v +w)* € W, (). O

With respect to the abstract setting in this subsection we take Q = Q) C R”,

n > 1, Q open, bounded set of class C', du = dz (i.e., the usual Lebesgue measure),

X ={ge MR"): g0 € H'(Q)},

Xo={g€ MR"): g0 € Hy(D)},

Xo=C() ={g:R" = R:geC®R") and g =0 in CQ},

and Y =Z={g:R" > R": g€ (L*(Q)"},

while P is the scalar product in R"™ . Here H'(Q) and H} () are the usual Sobolev
spaces endowed with the norm [|ul| g1 (o) = |[ull2(0) + [ Vullz2(q) -

We also take ug € {g € X : gjo € C(Q)} and ¥ € {g € M(R") : g € C*(Q)}
with ug < ¥ a.e. in R™.
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Note that the restriction to Q of any function in X belongs to L(£2), since Q
is bounded. Moreover, ug, ¥ € X and )A(:O C Xy C X. By Corollary 4.4 (applied
here with p = 2) we get that (2.2) holds true. Here we use that ug, ¢ € C(Q).

Now, for any u, p € X we define

a(u) = Vu, b(p) =V, Alu,y] = / Vu(e) Vel

Note that A is well defined, being Vu, Vo € Y, that is (2.1) is satisfied. More-
over, it is easy to check that conditions (2.3) and (2.4) are satisfied. In order to
show (2.5) it is enough to note that for any g € X

410 (o) = {70 et

(see, for instance, Lemma 7.6 in [9]). Indeed, let u,v € X with (u —v)™ € Xy and
Alu, (u —v)*] > Alv, (u —v)*]. Then we have

(4.11) / V(u—v)(z)V(u—v)T(z)dz <0.
Q
Using (4.10) and (4.11) we have
O}/V(ufv)(m)V(ufv dm—/|Vufv (x)*dz >0,
Q
that is V(u —v)*(z) = 0 a.e. in Q. Hence, (u—v)" is constant, say u—v =c € R
a.e. in Q. Since (u — v)* € X, we conclude that |¢| € H(2), and so ¢ = 0.
Accordingly, (u —v)* =0, and so v < v a.e. in Q, to wit (2.5) holds.

Now, let us fix n € (0,1) and let us consider the problem Au, = g, (z, u,) in
with u, = uo in CQ, that is

/ Vug,(z)Ve(z) de +/ gn(z, upy(2))p(z)de =0 Ve X
Q Q
uy € X, up —up € Xo,

(4.12)

where for a.e. x € Qand t € R

(4.13) gn(@.t) = h(z)(1 = Hy($(x) — 1)) = f(z),

with b = (Ay + f), f € L>=(Q) and H, given in (3.3). Note that h € L>(Q),
thanks to the regularity required on 1, i.e. ¥ € C%(Q).

We show that assumption (3.6) holds true. For this we consider the space X, =
{u e X :u—up € Xo} and the functional 7, : X,,, — R defined as follows:

- %/Q|Vu(:c)|2dx+/QGn($au(x))dx

where G, (z,t) = fot gn(z, s)ds . First of all, we note that
(4.14) inf 7, (u) > —oo0.

uE uQ
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Indeed, using the definitions of g, and H, and the regularity of h and f we get
that g, (-, u(-)) € L>() for any v € X and

(4.15) llgn (s u( Nl (@) < IhllLec(@) + [1fllLe@) = £
so that
(4.16) |Gy (z,u(2))] < klu(z)] ae xe.

Hence, for any § > 0 and v € X,

> %/ﬂwu(x)ﬁd%n/ ()| da
>%/Q|Vu(x)| _k 'Ql /6Iu )2dr)

thanks to the Cauchy—Schwarz inequality. Since u — ugp € Xy, the Poincaré in-
equality (see, for instance, Corollary IX.19 in [2]) gives

(4.17)

(4.18) || — o2y < Cl|Vu — Vug| 12(0) < C ([Vull L2y + [VuollL2(e))

where C'is a positive constant depending only on Q. Using the fact that ||ul|72(o) —
luol|L2(0) < |lu — uol|L2(q), by (4.18) we obtain

(4.19) [ull 120y < C (I Vull2() +1)
where C' = max{C, C||Vuo||r2(q) + [[uo| L2y} - Then, by (4.17) and (4.19) we get

1 K| ;<;6C
(@20) Ty > g Vullia — o~ 2 (Il +1)
Choosing & > 0 such that x6C < 1 it easily follows that
€2

Tn(w) = = 2( 5 J”SC)

for any u € X,, , so that (4.14) is proved.
Now, let us take a minimizing sequence u; for [7,, i.e. a sequence u; in X,
such that

Tn(uj) = inf J(u) > —oc0 asj— +oo.
UEXuO

Then the sequence 7, (u;) is bounded in R, hence, by (4.20) with u = u,,
Vu;l|2) <& for any j € N
for some % > 0. This and (4.19) give that u; is also bounded in L?().

Hence, the sequence u; —ug is bounded in H{(£2). Thus, up to a subsequence,
we have that there exists vo, € HE(Q) such that
V(uj —up) — Vs, weakly in L*(1),
(4.21) uj —up — Ve in L*(Q),

Uj — Uy = Voo a.€. in £,



LEWY—-STAMPACCHIA TYPE ESTIMATES 1107

as j — +oo and there exists £ € L%(Q) such that

(4.22) luj(z)] < l(z) ae inQ forany jeN

(see, for instance Theorem IV.9 in [2]). Now we define
i = {0 el

Note that

(4.23) Uso € Xy ,

since (Uoo — Uo)j0 = Voo € H ().

Using the weak lower semicontinuity of the norm in L?(f2), the fact that the
map t — G, (z,t) is continuous in R a.e. z € Q, (4.16), (4.21)—(4.23) and the
dominated convergence theorem, we deduce that

1
lim 7, (uy) > 5/ |Vuoo(m)|2dm+/ Gy (@, 1o () = Ty () > inf (1),
Q Q

Jj—+oo u€ Xy
so that
jn(uoo) = inf jﬁ(u) -

uEXUO

Then problem (4.12) admits a solution in X, and so (3.6) follows.

Now we prove (3.7). Let u, be a sequence in X converging uniformly to some u
in R™ as n — 0. For any ¢ € C§°(Q)), integrating by parts we have

Aty = = [ Fuofa) V(o) do = [ @) (o) do.

Hence,

Ay ] = Afuogl] = | [ (gfo) = ) Aol
<8l [ fina) — u(o)] do < 8¢l anllag =l =gen| 2 — 0

as 17 — 0. Thus, condition (3.7) is proved.
Note that, in this proof, we did not need to use that u, is a solution of (4.12)
and that u solves the variational inequality (1.14).

Proof of Theorem 1.3. Let u be a solution of the variational inequality (1.14). In
the setting of Theorem 1.3 we can apply Theorem 3.1 so that we get

0< —/QVu(x)Vgo(x) dx < /Q(Aw + Nt (@)p@)dr YoeCiP(Q),p=>0inQ.

Note that, by density, the estimate holds true for any ¢ € H}(Q) with ¢ > 0
a.e. in 2. O
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4.2. The p-Laplacian operator

With respect to the abstract setting here we take 1 < p < oo, @ =Q CR", n > 1,
Q open, bounded set with smooth boundary (say, 9Q € C** with a € (0,1]),

du =dz,

X ={g€ M(R") : g € WH(Q)},

Xo={g€ M(R"): gjo € Wy ()},

Xo = C5°(9),

Y ={g:R" = R": gjg € (L ()"}, with 1/p+1/p' =1,
and Z={g:R" = R":gq € (LP(Q)"},

while P is the scalar product in R”. Here W?(€2) and W,?(Q) denote the usual
Sobolev spaces endowed with the norm ||ul|w1.r) = |lullLe) + |Vl ey -

Moreover we fix two functions ug and 1 such that

(4.24) ug € {g € M(R") ‘g € Cl’“(ﬁ)}
and
(4.25) Y e {ge MR"): 9o € Cz(Q) N C(ﬁ)}

with A, ¢ € L*°(Q) and up < ¢ a.e. in R™. Here « is the one appearing in the
regularity of 9. The choice of ug is admissible since C1*(Q) C W1P(Q).

Note that the restriction to Q of any function in X belongs to L(£2), since Q
is bounded. Moreover, )Z'o C X9 € X. In order to check assumption (2.2) it is
enough to use Corollary 4.4 and the fact that ug, 1 € C(Q).

For any u, p € X we take
a(u) = [Vu"?Vu, bp)= Ve, Alug] = / VulP2(2) Vu(z) V(z)dz
Q

Note that A is well defined, thanks to the fact that Vu € Y and Vp € Z,
so that (2.1) is satisfied. Furthermore, conditions (2.3) and (2.4) are trivially
satisfied. In order to show (2.5) we use the following inequality (see, for instance,
formula (2.2) in page 210 of [25]):

il TP
T L ne—, 1L p )
(4.26) (P2t — [P e =)y =& (L[>
Clt—t ifp>2,

for any ¢,t’ € R™, where C' is a positive constant.
Indeed, let u,v € X with (u —v)* € Xy and Afu, (u —v)*] = Alv, (u — v)T].
Then we have

(4.27) /Q (IVu(z)|P~2 Vu(z) — |Vo(z) P2 Vo(z)) V(e —v)t(z)dz < 0.
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By using (4.10) (which still holds for any g € X, with X defined as in Subsec-
tion 4.2, see, for instance, Lemma 7.6 in [9]), (4.26) and (4.27) we get

0= /Q (|Vu(z) P2 Vu(z) — |[Vo(@)[P2Vo(z)) V(u —v) T (z) dz

= /{ > ) (|vu(m)|p72VU(l‘) - |V’U(1‘)|P*2vv(m)) V(u _ U)(m) d

|V (u = v)()* .
C de ifl<p<?2
- fu> vy (IVu(@)[ + [Vo(z)[)?>~P
C IV (u—v)(z)]P de ifp>2

{u>v}

[V(u— o) (z)? :
>
C/ (Vule) £ [Vo@)prr @20 ifl<p<2

C’/|Vufv HPdr >0 ifp>2

which implies that V(u — v)"(z) = 0 a.e. in Q. Hence, as in the case of the
Laplacian, we get that u < v a.e. in §2, and so (2.5) holds true.

Now, let us fix n € (0, 1) and let us consider the problem Ayu, = g,(x, u,) in Q
with u, = up in CQ, that is,

/ |V, [P~2(2)Vu, (2)Vi(z) do +/ gn(z, uy(z))p(z)der =0 Ve e X
Q Q

u, € X, uy —ug € Xo,

(4.28)

where g, (z,t) is given in (4.13), with h = (A, + f) € L=(Q), being A, v, f €
L>(Q).

As for condition (3.6) it is enough to argue as in the case of the Laplacian, just
substituting the Cauchy—Schwarz inequality with the Young inequality and use the
Poincaré inequality in LP(().

Now we have to prove the validity of (3.7). The argument for this differs from
the one of the Laplacian, since the operator A, is nonlinear: in this case we will
make use of the regularity theory for the p-Laplacian.

Let u be a solution of (1.16) and let u, be a sequence of solutions of (4.28)
converging uniformly to v in R™ as n — 0, that is,

(4.29) luy —ullfee@) —+0 asn—0.

First of all, we show that u, € L>(Q) and ||u,||z~ ) may be bounded indepen-
dently of n. Let R > 0 be such that Q C Bgr, where B C R™ is the ball of
radius R centered in 0. For M > 0 we define

Z(.Z‘) — e]\/[(d:lJrR) _ eZ]\/IR _ HUOHLOO(Q) , r€Bg.
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We have that z € C*°(Bg) and
Apz(x) = MP(p — 1) MP=DEFR S Ap(p — 1)
and so, recalling (4.15), we see that, if M is sufficiently large,
Apz(@) > [lgn (s un ()L @) = —gn(@, un(z)) ae. in €,

that is,

(4.30) /QIVZ(I)I”*2 Vz(x) V(z) </an(ff,un(x))s0(w)

for any ¢ € Xp, ¢ > 0 a.e. in Q.

Now, we extend z to Z in all R" in such a way that Z(z) = zo(z) if z € Q
and Z(z) < ug(z) if z € CQ. Of course Z € X, since 2o € C*() € Whr(Q).
Moreover, Z — uo € X and, using the definition of Z,

Z(w) —uo(w) < —lluol|poe () — uo(z) < ug(x) —up(r) =0 ifz €,

while
Z(x) —up(z) <0 ifzelCQ,

so that Z — ug < 0 in R™. We notice that
Z—uy = (Z—up)+ (uo — uy).
Therefore, (2 —u,)* € Xo, thanks to Corollary 4.4 applied here with v = ug—u, €

Xoand w =2 —up € XNCO(Q).
Hence, taking ¢ = (2 — u,)" in (4.28), we have

(4.31) /Q IV ()72 Vi (2) VE — ) () dar = /an(m,un(x))(é )t da.
Similarly, using (4.30),
(4.32) /Q IV2(@)[P2 V() V(E — uy)* (2) do < /Q g 11 (2)) (2 — )t der
By (4.31) and (4.32) and using the definition of Z we deduce

/Q (IV2(2)P2 V() — Vg (@) Vuy (@) V(= — )" (2) dz < 0.

By the monotonicity condition (2.5) we deduce that
z<uy, ae. inf).

Since z is bounded in €2, we easily get

(4.33) Uy =2 2 —||2]|pe@) a.e. in Q,

that is, u, is bounded from below uniformly in 7.
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Moreover, since u, converges uniformly to u, which solves the variational in-
equality (1.16), we have that, for n sufficiently small,
up <u+1<yP+1 ae inQ.
From this and (4.33), since ¢ € C(Q), we get that u, € L°>°(Q) and
unllLoe (@) < &,

where & is a suitable positive constant, independent of 7.

With this result and using the choice of 2 and the regularity of uy given
in (4.24), we can apply Theorem 1 in [14] with m =p -2,k =0, A = A =1
and My = #. Then, we have that u, € C*#(Q) and

(4.34) lunllcrsmy < € for any n >0,

where 8 € (0,1) depends only on «, p and n, while C' is a positive constants
depending only on «, p, n, &, Hu0||cl,a(§) and €.
Hence, by the Ascoli-Arzela theorem, up to a subsequence, we have that

(4.35) Vu, — ¢ uniformly in Q asn — 0,

for some g € (Cl’ﬁ(Q))n. By (4.29) and (4.35) it is easy to see that g = Vu in 2
and so
Vu, = Vu uniformly in Q asn — 0.

Hence, in particular, we have that
(4.36) |V, P72 Vu, — [VulP2Vu  ae. in Qasn— 0.
Moreover, by (4.34) and the fact that  is bounded we get
|[Vuy(z)] < C e LP()  ae. in Q,

and so
(4.37) | [V (2)[P~2 Yy (2)| < CP7H e LF(Q)  ae. in Q
for any n > 0. By (4.36), (4.37) and the dominated convergence theorem we get
(4.38) V[P =2 Vu, = [VuP~2Vu in LP (Q) asn — 0.

Hence, for any ¢ € C§°(€2) we deduce that

At 6] = [ 9@ Vg 2) Vi) da
- /Q V()2 Vu(z) Ve(z) dz = Alu, o]

as 1 — 0, that is assumption (3.7) is proved.

It is interesting to remark that, differently from the case of the Laplacian,
here, in order to check assumption (3.7), we took advantage of the fact that u
solves (1.16) and of the fact that u, is a solution of an equation, so to use the
associated regularity theory.



1112 R. SERVADEI AND E. VALDINOCI

Proof of Theorem 1.4. Let u be a solution of the variational inequality (1.16). In
the setting of Theorem 1.4 we can apply Theorem 3.1 to get

0<— [ [FuP @) Vu@)V e@)de < [ (A + ) @) plo) do

for any ¢ € C§°(2), ¢ > 0 in Q. By density, it is easily seen that such estimate
holds for any ¢ € Wg'?(Q) with ¢ > 0 a.e. in Q. O

4.3. The Laplacian operator in the Heisenberg group

Thanks to our abstract framework, the proof in the Heisenberg group follows ex-
actly that of the standard Laplacian: it is enough to replace V with Vg», A
with Agn and the Sobolev space H' with Wﬁ[;? . We refer to [28] and the introduc-
tion of [22] for further details on the Heisenberg group and on the above mentioned
spaces.

In order to check condition (3.6), here we need some regularity assumptions
on up and . For instance, it is enough to require that ug, ¥ : R™ — R are such
that ug € WP (Q,) N L®(,), with €, smooth domain such that Q cc €., and
¥ € C*(Q) . For more details we refer to [22].

5. New applications: integral operators with even kernel

In this section we consider a kernel K : R™ \ {0} — (0,400) with the prop-
erties (1.9)—(1.11). A typical example is given by the fractional Laplace kernel
K(z) = |z|~("+29) 5 € (0,1).

With respect to the abstract setting here we set Q = R?"\ O, where

(5.1) 0 = (CQ) x (CQ) c R*"

and 2 C R™ n > 2s, is an open bounded set, du = dx dy (the standard Lebesgue
measure in R?"), X is the linear space of Lebesgue measurable functions from R"
to R such that the restriction to Q of any function g in X belongs to L?(£2) and

the map (2,y) — (9(x) — g(v))VK(x —y) isin L*(Q,dxdy),

endowed with the norm defined as
) 1/2
lolx = lollcor + ( [ 1o0) — o) Ko~y dety) ™

It is easy to check that || - || x is a norm on X. We only show that if ||g]|x =0,
then g = 0 a.e. in R™. Indeed, by [|g||x = 0 we get ||g||z2(q) = 0, which implies
that

(5.2) g=0 ae. inQ,
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and
(5.3) / l9(2) — 9@ Kz — y) dedy = 0.
Q

By (5.3) we deduce that g(z) = g(y) a.e. (z,y) € @, that is g is constant a.e.
in R, say g = ¢ € R a.e. in R™. By (5.2) it easily follows that ¢ = 0, so that g =0
a.e. in R™.

The following lemma is valid:

Lemma 5.1. Let ¢ € C3(). Then the map

R*" 5 (2,y) = |o(z) — o(y)* K(z —y)
belongs to L' (R?™).

Proof. Since ¢ vanishes outside {2,
[, 1@ — )P K@ —y) de dy

- / (@) () PK (z—y) dz dy + 2 / (@) —p(y) PK (z—y) dz dy
QxN QxCN

) <2 lola) ~ o) K(a —u) de dy

Now, we notice that

[p(z) = e <[Vl @mle =yl and o(z) — ()] < 2[@]lLe@n)-

Accordingly
lo(z) — p(y)| < 2[l¢llcr@ny min{|z — y|, 1} = 2[|p|cr@n) vVm(z — y),

where m is defined in (1.9). Therefore, from (5.4) we deduce that

/RQ lo(z) — ()P K (z — y) do dy < 8|2 gy / m(z —y)K (z —y) dz dy

QxR™

— 819l o) / m()K(€) de

R

Thus, Lemma 5.1 follows by (1.9) and by the fact that € is bounded. O

As a trivial consequence of Lemma 5.1 we get that C2(Q) € X. We also
note that, since ) is bounded, the restriction to 2 of any function in X belongs
to L(2), so that all the assumptions on X are satisfied.

We also take

Xo={9€eX:g=0ae. inCQ},

Xo=C&(Q)

Y =Z7Z={g:R*™ = R:gq e L*Q,dxdy)},
while P is the usual product between functions. Finally, we fix two functions
up € X NL>®(CQ) and ¢ € X, with up < ¢ ae. in R” and Lxp € L®(Q)
(see (1.8) for the definition of the operator L).



1114 R. SERVADEI AND E. VALDINOCI

Of course X’o C Xy C X . In order to verify condition (2.2) we need the follow-
ing lemma:

Lemma 5.2. Let v be a function in X. Then vt € X .

Proof. By Lemma 4.1 with 8 = 0 we have

/ |t (z)]? da g/ lv(z)|? dz < +o0,
Q Q

while, taking 8 = o we get
/ lot( (W) PK (x —y) drdy < /|v ) —v(y)PK(z — y)dedy < +oo,

ie,vt € X. O

With this result, we can prove (2.2). For this let v € Xy and w € X with w < 0
a.e. in R™. Since v+w € X, by Lemma 5.2 we have that (v+w)"™ € X . Moreover,
by assumption

(v+w)(z) <v(zr) =0 ae xze€ClCf,

so that (v 4 w)™ =0 in CQ. Hence (v+ w)T € Xo, that is (2.2) is verified.

Finally, for any u, ¢ € X we define a(u), b(p) : R*® — R as follows:

and

Alu, ] = — /Q(U(x) —u(y))(e(z) — oY) K(z —y)dz dy.

Notice that a(u) and b(p) belong to Y, since u, ¢ € X. In the following lemma
we prove that A is well defined.

Lemma 5.3. Let v, € X . Then the map Q 3 (z,y) — (v(z)—v(y))(p(x)—p(y))
K(x —y) belongs to L*(Q, dxdy)

Proof. By the Cauchy—Schwarz inequality we have

2 |v(z) = v(y)lle(z) — o) VE(z —y) VE (@ —y)
< Jo(e) - v(y)|2 (z —y) +lp(z) — p(y))* Kz —y).

This and the fact that v, € X give the assertion. O

Now, we have to check assumptions (2.3)—(2.5). Using the definitions of a
and b and (1.11) it is easily seen that (2.3) and (2.4) holds true. Now, let us
show (2.5). Let u,v € X with (u—v)* € Xo and Afu, (u —v)"] > Alv, (u —v)T].
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We set w := u—v and we consider the negative part w~ () = min{w(z),0}. Notice
that
w” <0, w=w"+w", and w(x)w"(z)=(w(x))>

Therefore,

(w(z) —w(y)) (w (z) —w (y))
w() wh (z) + wly) w (y) — w@) wh (y) — wh(z) wy)
(wh(2))? + (Wt (y))? — w@) wh (y) — w (@) wly).

Also, by (1.11), we have that

- /Q (w0t (@))* + (' (1) — 20" (@) (5) — 20 (@) (1)) Kz — y) de dy
- /Q (' (@) — w (1)? — 2wt (@) (1)) Kz — y)dedy >0,

being w~ < 0. Then, (w'(x)

wt(y))? — 2wt (x)w™ (y) = 0 a.e. in Q, that is,
wh(y)? = 20" (x)w(y) <0.

0 < (wh(x) -

Hence, it follows that w' (z) = w'(y) a.e. (z,y) € Q, which implies that w* is
constant a.e. in R", say wt(z) = ¢ > 0. Since w™ € X, by assumption, then
c¢=0,1e u<vae. in R”. Thus, condition (2.5) is verified.

Now, before going on, we need some preliminary results on X and Xy. In the
following we denote by H*(2) the usual fractional Sobolev space endowed with the
so-called Gagliardo norm:

_ lg(z) —g(y)? 1/2
65 ol = loleo + (| LI )

while H§(€2) is the closure of C§°(2) with respect to the norm || - [|gs(q). Of
course, H§(R") = H*(R").



1116 R. SERVADEI AND E. VALDINOCI

Lemma 5.4. Let K : R™\ {0} — (0, +00) satisfy assumptions (1.9)-(1.11). Then
the following assertions hold true:

a) if v e X, then v € H*(2). Moreover,
ol ) < e(N) [lvllx;
b) if v € Xo, then v € H*(R™). Moreover,
[oll s mny < (M) [l x -
In both cases c(\) = max{1,1/vVA}.
Proof. Let us prove part a). By (1.10) we get

— 2 1
/ M drdy < _/ [o(a) —v(y) K (x — y) de dy
axe | —y[rt AJaxa

< %/Qh)(m) —v(y)|PK(z — y) dxdy < +o0,

since v € X . The first assertion is proved.
For part b) note that v € X and v = 0 a.e. in CQ. As a consequence,

vllz2@ny = [[v]lL2(@) < +o0,
and
lo(z) —v(y)[* / Jo(z) —v(y)?
dz dy d dy
/R2n |£L’ — y|”+28 _ y|n+2s
< X/ lv(z) —v(y)* K(z — y)de dy < +00.
Q
Hence v € H*(R™). The estimate on the norm easily follows. O

Lemma 5.5. Let v; be a sequence in X such that

(5.6) sup [|v; | x < 400
JEN
and v; = Voo a.e. in R" as j — +oo. Then vy € X.
If, in addition, v; € Xo for any j € N, then vo € Xo .

Proof. By (5.6) and the Fatou lemma, we have

+oo>11m1nf/ lvj(z)|* dz > /|vOo )P dx,

j—+oo
i.e., Voo € L?(Q2), and
+oo > ljminf/ [vj(z)—v; (y)|* K (x—y) dz dy 2/ [Voo () = Voo (¥)|* K (x—y) d: dy.
J=tee Jq Q

Thus, ve, € X .
Now, suppose that v; = 0 a.e. in CS) for any j € N. Then, it is easy to see that
Voo = 0 a.e. in C). Hence, v, € Xy and the assertion is proved. O
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Now, let us fix n € (0,1). We consider the following problem £xu, = g,(x, u,)
in © with w, = up in C, that is,

/Q (1) — 1 () () — () K (& — ) drdy
(5.7) +/ gn(z,uy(2))p(z)de =0 Ve X
Q
uy € X, uy —ug € Xo,

where g, is given in (4.13), with h = (Lx ¥+ [f)T € L=(Q), since f, Lxp € L>®().
For the definition of Lx see (1.8).

In order to prove (3.6), we consider the space X,, ={u € X :u—up € Xo}
and the functional [, : X,, — R defined as follows:

(1) = %/Q|u(x) )P Kz — y) drdy + /Q Gy, u(z)) dz.

We recall that G, is the primitive of g, with respect to its second variable.
First of all, we note that

(5.8) uEiI)l(fuo Tn(u) > —o0.

Indeed, as in the case of the Laplacian (cf. (4.16)—(4.17)) we get that, for any
0 >0and u € Xy,

1
70> 5 [ o)~ uw)PK = ey [ o)l

WV

3 L @) P = gazdy - 3 [ @)Par - o

WV

1
. 3 . @) )R = )y — w6 = ol
R

25 |

1 -

§/ lu(z) — u(y)*K (z — y) dx dy — x6|Q|* ~2)/2
Q

— K0 HUOH%Z(Q) -

WV

u— ol (g

K
— K0 HUOH%Q(Q) ~ 9% 1,

thanks to the Cauchy—Schwarz inequality, the Minkowski inequality and to the fact
that 2" (Q) < L?(Q) continuously (being Q bounded and 2 < 2* = 2n/(n — 2s)).
By Lemma 5.4, we know that u — ug € H*(R"™) and so, using Theorem 6.5 in [6]
(here with p = 2), we get

|u(z) — uo(z) — u(y) + uo(y)|

2
|l‘ _y|n+2s dx dy’

(5.10) 1w — uo||3 2 ®y <C -

where C' is a positive constant depending only on n and s.
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Using (1.10) and again the Minkowski inequality, by (5.9) and (5.10) we have
that, for any 6 > 0 and u € X,

A w(z) — u(y)|? K
Fotwy = 5 [ DL gy iy esug) e — 1

2 0 |1. _ y|n+25 26
_ _ 2
_K(SC|Q|(2**2)/2*/ lu(z) — uo(x) U(?é)+“0(y)| dz dy
v — g2
|u(@) — uo(x) — u(y) + uo(y)l?
-, P ol
(5.11) Q |=T —y|rte
_ _ 2
—kEC|QE D / [u(z) — uo(x) U(y2) + uo(y)| d dy
R2n |z — y|+2s
K
— 18 uoll3z(q) — 551
_ _ 2
_ ()\ _ I€5C|Q|(2*72)/2*)/ |u(x) UO(x) u(y) +u0(y)| dx dy
|l‘ _ y|n+2s

|uo(z) — uo(y)/? 2 K

Note that, since ug € X and (1.10) holds true,

|uo (@) — uo(y)|?

5.12
(512) |z — y|n 2

drdy < 4oo and |luglz2) < +o0.
Q

Choosing § > 0 such that 6 C'|Q2"=2/2" < X\ by (5.11) and (5.12) it easily fol-
lows that

|uo(2) — uo(y)|?

jn(u) 2 A |$ _ |n+2s dx dy - H(SHUOHLZ(Q 5 |Q| > —00,

for any u € X,, , so that (5.8) is proved.
Now, let us take a minimizing sequence u; for J,, i.e. a sequence u; in X,
such that
Tn(uj) = inf Jp(u) > —oc0 asj— +oo.
u€ Xy
Then the sequence J,,(u;) is bounded in R. Hence, using (5.11) with u = u; and
the fact that u; = ug a.e. in C2, we have that, for any j € N,

U;\T) — U\ ) — U U 2
(5.13) /Raw| = Olﬂ(v)—yl"i(;i)+ o by

_ _ 2
/|u3 wo(e) =y 1) + wo )

|1. _ |n+2s
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for some % > 0. Moreover, since
lluj —uoll L2y = llu; — uollL2(0)

the continuity of the embedding L2 (Q) < L?(Q) and (5.10) give that u; — ug is
bounded also in L?(R™). Then, u; — ug is bounded in H*(R").

Thus, by Corollary 7.2 in [6], up to a subsequence, there exists v, € LI(R™)
with ¢ € (2,2*) such that

Uj —Up = Vo in LY(R"),
and so, by Theorem IV.9 in [2],
(5.14) Uj — Uy = Voo a.e. in R
as j — 400 and there exists £ € LY(R™) such that
(5.15) |uj(z)| < £(x) a.e. inR™ forany je N.

Also, (5.6) holds true here for v; = u; — ug, thanks to (5.13) and Theorem 6.5
in [6]. As a consequence, by Lemma 5.5 we have that v, € Xp.

Now, let tow = Voo +ug. Of course, us € X, and, by (5.14), (5.15), (4.16), the
fact that the map ¢ — G, (z,t) is continuous in R a.e. = € Q, the Fatou Lemma
and the dominated convergence theorem, we also get

Adim Jy(uj) > 1/ [too () — uoo(y)|2K(:E —y)dxdy +/ Gp(x,uso(z)) dx
J—+o0 2 Q Q
= jn(uoo)v
so that
jn(uoo) = inf jﬁ(u) -

uEXUO

Hence, problem (5.7) has a solution.

In the following lemma we prove a sort of formula of integration by parts in X,
which will be useful in the sequel.

Lemma 5.6. Let ¢ € C2(Q) and v € X N L>(C) . Then
/RM (v(@) —v(v)) (p(z) — @(y)) K(z —y) d dy
= /Q (v(@) —v(y)) (p(z) — @(y)) K(z —y) du dy
B /]Rz (@) (2p(x) — gz + &) — p(z — €)) K(€) dw dé.

Proof. In what follows, for notation consistency, it will be convenient to denote

(5.16) Dy :=Q =R?"\ 0,
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with O as in (5.1). Also, given € € [0,1), we define
D, = {(z,y) € Dy s.t. |z —y| > €}

and
DE = {(z,€) € R* s.t. (z,0 £ &) € Dy and [¢] > €}.

€

We remark that the above notation for D, is consistent with the one in (5.16)
for e = 0. Recalling that ¢ vanishes outside Q and (1.11), we have

[ 1v@lletz) - o) K@ - ) dody

€

lv(z)||e(z) — e(y)| K(z —y) dz dy

/(QXQ)Q{x—y%}

+ 0@)lle(e) — o) Ko —y) dedy
(@xe)n{lz—y|>e}

+ / (@)llo@) — o) K (@ — y) de dy
(Cax)N{|z—y|>e}

lo(@)l[e(z) = ey)| K(x —y)dz dy

/(QXR”)Q{Iy%}

+ o)lle(@) — o(o)] Kz ) ddy
(@xCN{|z—y|>e}

<2[¢llmn | [o(@)| K (x = y) dar dy
(QxR™)N{|z—y|>€}

-/ [o(y)|K (& — y) da dy]
(@xc)n{|z—y|>e}
2 oo n
_ M [/ lo(@)|m(z — y)K (¢ — y) d dy
€ (QxXR™)N{|z—y|>e}
N / [o@)lm(z — )R (x — y) de dy]
(@xc)N{|z—y|>e}

2 oo (1
< Hellpman /Q  lot)lm(©) K (&) drde

Hlollime [ m(©K(E) dude]

2|l oo (mn
S (ol ey + 192 ol en) [ @K
which is finite, thanks to (1.9). As a consequence,

the maps (x,y) — v(m)(@(ﬁ) - go(y)) K(r—y)

(5:17) and (2, y) = v(y) (#(z) — ¢(y)) K(z —y) belong to L' (D, dxdy).
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Thanks to Lemma 5.3 and (5.17) we can split the integrals
| 0@ = o) (610) = olo) Ko =) dady

= /D v(x)(p(x) — ¢(y)) K(z —y)dedy + /D v(y) (ply) — ¢(x)) K(z —y) dzdy

- /D o(@)(p(x) — p(y)) K(@ — ) dudy + /

; v()(p(x) = ¢(y) K(y —z) dedy.

Now, with the change of variable £ = y — x in the first integral and £ = x — y in
the second one, and taking into account the fact that K is even (see (1.11)) and
the definition of DF, we get

(5.18) /D (v(2) — v(¥)) (p(z) — o)) Kz — y) dzdy
- /D o) (p(x) — o)) K(z — y) dedy + / o(2) (0(x) — (y)) K(x — y) dzdy

De

— [ o))~ oo +©) KO dode + [ o) (ole) ol ) K(€) dad
D D,

Now, we claim that

(5.19) /D\D+ o(@) (@) — oo +©) K(€) da de = 0.

To check this, let (z,€&) € D7\ DF. By definitions of DF it follows that (v, 2 —¢) €
Do, (z,x+ &) € Dy and [£| > €. Hence (z,x + &) € O, that is

(5.20) xz € CQ,
and
(5.21) x+Eeln.

Then, by (5.20) and (5.21), we have that p(x) = 0 = ¢(z + &), for any (z,§) €
D\ DF which implies (5.19). Analogously, we get that

(522 [ v@)(el) - el - ) K(©) dedg =0,
DIN\De
In the light of (5.18), (5.19) and (5.22), we obtain that
[ (0@) = o) (o(0) = () Ko =) dady
— [ vl@)lele) - oo+ ) KI€) dud
(5.23) De UD.
b [ w)lpte) — ple - ) K(©) de de
D UD

= /mm, v(x) (20(2) — (e + &) — oz — &) K(¢) dz dE.
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Now, let us define

(5.24) D(2,€) = (20(2) — p(a+ ) — ol — ) K(©).
We claim that

(5.25) ® ¢ LY(R*", dxdy).

To establish this, we observe that

(5.26) 102, )] < 4wy K (),

and, by a Taylor expansion, that

(2, 6)] < D@l L= (rny [E° K (€)-

Therefore,

(5.27) (,)] < 4 lloan m(€) K ()

Let

(5.28) R>1

be such that Q C Bg. If x € CByg and x £ £ € Q C Bg, then
(5.29) €] = |z —|x£¢ >2R—R=R>1

by (5.28). Now we define
S={(z,§ eR*™:2€CBr and ¢ € Bg(z) UBr(—2)}

and
S ={(2,6) €R*" : 2 € Br(£) UBR(—¢) and £ €CB1}.
Since (5.29) holds true, then

(5.30) SCS..
Moreover, by the definition of m (see (1.9)),
(5.31) K(§) =m(§K() if (z,8) € S..

Now, let (z,€) € (CB2r X R™) \ S. Then & € CByg and £ € C(Bgr(z) U Br(—1)),
that is |z = &| > R. As a consequence, since ¢ vanishes outside 2

(5.32) o) =0=p@+&) if (z,£) € (CBar xR")\S.
Thus, using (5.26), (5.30)—(5.32) and (1.9) we have

/ ®(z,€)| dirdE = / 20(2) — p(a+ &) — ple — &) K(€) dode
(CBap)xR™ s
< 4l e /S K(€) dadg = 4ol oy /5 m(€)K () du de

(5.33) < S B iy [ m(© K(E)ds = Cln R K) < 400

n

for a suitable positive constant C(n, R, K), where w,, is the volume of the unit ball
in R", i.e. w, = 21"/2/(nl'(n/2)).
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By (5.27) and (5.33) we obtain

/ ®(x,6)| do de < Cn, R, K) + / Bz, €)) de dé
R2n B

2r XR™

< C(n, RK) + 4 gl caqen / m(€) K () du dé

Bop xXR™

<O R K) + 4wy 2R)" [l cgan / m(€) K (€) de |

Rn

which, once more, is finite due to (1.9). This establishes (5.25).
Owing to Lemma 5.3 and (5.25), we can send ¢ — 07 in (5.23): we obtain

/D (v(z) —v(y)) (p(x) — ¢(y)) K(z —y) dz dy

[ w260 - pla+ ) - (o — ) K(€) dud.
DuDy
By using once again that ¢ vanishes outside €2, we get the assertion of Lemma 5.6.
O

As a consequence of Lemma 5.6, we can prove that A4 satisfies condition (3.7).
Indeed, the following corollary holds true.

Corollary 5.7. Let o € CZ(Q). Let vj € X be a sequence of functions converging
uniformly in R™ to vee € X as j — 400 and such that v; —ug € Xo for any
j€NU{}. Then

dim ) (05(@) = vi(9)) (p(2) = o(y) Kz —y) dudy
J=Te JQ

= | (0l2) = vw) () = ) Kz~ ) .
Proof. We define w; := vj — v . Notice that w; € X, being X a linear space, and

w; = 0 a.e. in CQ, since v; = ug = Voo a.e. in CQ. Hence, w; € X N L>®(CN) for
any j € N. Then, by Lemma 5.6 (applied to w;), we obtain that

/Q (03(2) — v, (9)) (9(x) — () K (& — y) ddy
—~ /Q (Voo () = Voo (1)) (p(2) — @(y)) K (z — y) da dy

|
S~~~

(wj(2) —w;(y)) (p(z) — @y)) K (z — y) dz dy
wj(z)(20(x) — oz + &) — oz — &) K(§) du dE

(5.34)

(vj(2) — Vo (@) (20(2) — @2 + &) — p(a — §)) K (&) d de,,

for any ¢ € C2(Q2) and any j € N.
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Moreover, exploiting the notation in (5.24) and (5.25), we have

lim | [ (01(0) — 0e(0) (20(0) — (o + €) ~ olo — ) K (€) doe]
RZ’!L

Jj—+o0
i | [ (0500~ vele) 00, ) dode
< lm [Jvj — Vool poo &) [| @l L1 (R2n) = 0,

Jj—+oo

since v; — U uniformly in R™ as j — 4o00. This and (5.34) imply the assertion.
O

Notice that here, in order to check assumption (3.7) (which follows from Corol-
lary 5.7), we do not take advantage from the fact that w is a solution of the
variational inequality (1.12) and that u, solves the approximated equation (5.7).

Proof of Theorem 1.2. Let u be a solution of the variational inequality (1.12). In
the setting of Theorem 1.2 we can apply Theorem 3.1, so that we get

0<— / (u() — u(®))(@(z) — o) K (x — ) drdy + / f(@)p(@)da
Q QO
(5.35) < /Q (Lx v+ f) " (@)p(x)do
for any ¢ € C§°(92) with ¢ > 0 in 2 and ¢ = 0 in CQ. O

5.1. The fractional Laplacian operator

As an application of Theorem 1.2, now we consider the case of the fractional
Laplace kernel, i.e., the case when

(5.36) K(z) = |z~ z e R™\ {0},
with s € (0,1), n € N, n > 2s.
Proof of Theorem 1.1. By (5.35) and (5.36),

_ [ (@) —u@) (@) —ely) x)p(z)dx
0< /Q e d dy+/ﬂf( )o(x)d

N

/Q (= (A v+ ) @)ele)de

for any ¢ € C§°(2) with ¢ > 0in ©Q and ¢ = 0 in CQ. Note that, using the
definition of H(2) and a density argument, we get that the estimate holds true
for any ¢ € H5(Q) with ¢ > 0 a.e. in Q@ and ¢ =0 a.e. in CQ. O
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