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Hamilton Jacobi equations on metric spaces and
transport entropy inequalities

Nathael Gozlan, Cyril Roberto and Paul-Marie Samson

Abstract. We prove a Hopf-Lax—Oleinik formula for the solutions of some
Hamilton—Jacobi equations on a general metric space. As a first conse-
quence, we show in full generality that the log-Sobolev inequality is equiv-
alent to a hypercontractivity property of the Hamilton—Jacobi semi-group.
As a second consequence, we prove that Talagrand’s transport-entropy
inequalities in metric space are characterized in terms of log-Sobolev in-
equalities restricted to the class of c-convex functions.

1. Introduction

Let L : R™ — R be a convex function with superlinear growth, in the sense that

L(h)/||h]| = oo, when ||h]| — oo, where || - || is any norm on R™. It is well known
that if f is some Lipschitz function on R™, the function Q;f defined by
(1) Q@)= il S+ L@/}, 1200 R™

is a solution, in different weak senses, of the following Hamilton—Jacobi equation,
(1.2) Opu(t, ) = —L*(0zu(t, x))

with initial condition w(0,2) = f(z), where L*(v) = sup,egpm{u - v — L(u)} is
the Fenchel-Legendre transform of L (see for instance [7]). It can be shown, for
example, that the function (¢,z) — Q. f(x) is almost everywhere differentiable in
(0,00) x R™ and that (1.2) is satisfied at every point of differentiability (see, e.g.,
Chapter 3 of [7]). Formula (1.1) is usually referred to as the Hopf-Lax—Oleinik
formula for Hamilton—Jacobi equations.

The objectives of this paper are two:

(i) to generalize the Hopf-Lax—Oleinik (HLO) formula to a class of Hamilton—
Jacobi equations in a metric space framework;
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(ii) to use this HLO formula to establish different connections between logarith-
mic Sobolev type inequalities and transport-entropy inequalities.

1.1. General framework

In this section we give the general setting of this article.

1.1.1. Assumptions on the space. Throughout the paper, (X,d) will be a
complete and separable metric space in which closed balls are compact. This last
assumption could be removed at the expense of additional standard technicalities.
We will sometimes assume that (X, d) is a geodesic space, meaning that for every
two points x,y € X there is at least one curve (v¢)¢ejo,1) With 70 = = and v = y,
and such that d(vs,v:) = |t — s|d(z,y) for all s,¢ € [0,1]. Such a curve is called a
geodesic between z and y.

1.1.2. The sup and inf convolution “semigroups”. Throughout the paper,
a:R*T — RT will be an increasing convex function of class C! such that «(0) = 0.
If f: X — R is a bounded function, we define, for all ¢ > 0, the functions P, f and

Qif by

(1.3) P, f(x) = sup {f(y)—ta(d(i’y))}, Vr e X,
and
(1.4) Qif(x) = inf {f(y) +m(@)}, Vz € X.

The operators P; and Q; are connected by the following simple relation:

Qif = —Pi(—f).

When the space (X,d) is geodesic, the families of operators {Q:}1>0 and {P;}i>0
form nonlinear semigroups acting on bounded functions:

Qu+sf=Q:(Qsf) and Puof =P, (Psf), Vt,s>0,

for all bounded function f: X — R. When (X, d) is not geodesic, only half of this
property is preserved:

Qt+sf S Qt (st) and Pt+sf Z Pt (Psf) ) Vtv 5> 0.

Now we present our main results.

1.2. A Hopf-Lax—Oleinik formula on a metric space

Our objective is to show that the Hamilton—Jacobi equation (1.2) is still satisfied
by Q:f in the metric space framework introduced above. To that purpose we first
need to give a meaning to the state space partial derivative 0, in this context.
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We will adopt the classical measurements |V f|(z) and |V~ f|(x) of the local
slope of a function f : X — R around z € X defined by

M) IV~ f](x) = limsup L

T f1(z) = limsu A b
(1-5) |v f|( )_1 p (x,y) y—x d(m’y)

Yy—x

(by convention, |V* f|(x) = 0 if 2 is an isolated point in X).

If £ is locally Lipschitz, then |V f|(z) are finite for every x € X. Moreover, if f
is Lipschitz continuous with Lipschitz constant Lip(f), then |V*f|(z) < Lip(f)
for all z € X. Finally, when X is a Riemannian manifold and f is differentiable
at x, it is not difficult to check that |V* f|(x) is equal to the norm of the vector
Vf(x) € T, X (the tangent space at x).

One of our main results is the following theorem.

Theorem 1.1. If f : X — R is an upper semicontinuous function bounded from
above, then there hold the following Hamilton—Jacobi differential inequalities:

(1.6) %Ptf(m) > o (VT Pf(x)) Vt>0, VzeX,
+
and
d

where o (u) = supy,so{hu —a(h)}, u > 0, and where d/dt; and d/dt_ denote
respectively the right and left time derivatives.
Moreover, when the space (X,d) is geodesic, there holds

(1.7) %Ptf(m) — o’ (V*Pf|(x)) VE>0, VaeX.

The interesting feature of Theorem 1.1 is that there is no measure theory in
its formulation: the conclusion holds for all ¢t > 0 and all x € X. Theorem 1.1
extends previous results by Lott and Villani ([14], [20]), where (1.7) was obtained
on compact measured geodesic spaces (X, d, u) provided the measure p satisfies
some additional assumptions. More precisely, it is proved in [14] that if p satisfies
a doubling condition together with a local Poincaré inequality, then (1.7) holds
true, for all ¢ and for all x outside a set Ny of u measure 0. Under the geometric
assumption that (X, d) is finite dimensional with Aleksandrov curvature bounded
from below, Lott and Villani obtained the validity of (1.7) for all ¢ and z. In
Theorem 22.46 of [20], Villani proves (1.7) for all ¢t and = on a Riemannian manifold.

We indicate that, during the preparation of this work, we learned that The-
orem 1.1 has also been obtained by Ambrosio, Gigli and Savaré in their recent
paper [1] (see also [2]), with a very similar proof. Let us underline that the in-
equality

(1.8) % Quf(@) < —a (IV~Quf (),
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which is equivalent to (1.6), is an important ingredient in their study of gradient
flows of entropic functionals over general metric spaces. The main source of inspi-
ration for the present paper is the seminal work by Bobkov, Gentil and Ledoux
in [4] establishing the equivalence between the logarithmic Sobolev inequality and
hypercontractivity properties of Hamilton—Jacobi solutions.

The main tool in the proof of Theorem 1.1 is the following result of independent
interest.

Theorem 1.2. Let f: X — R be an upper semicontinuous function bounded from
above. For allt > 0 and © € X, denote by m(t,x) the set of points where the
supremum (1.3) defining P, f(x) is reached:

mit,z) = {g e X:Pf(zx) = f(7) —ta<M>}.

t

These sets are always non empty and compact and there hold

d 1
—P, = - d(zx,y t X
dt+ tf(x) 6<t yervrvlz%ifx) (:E,y)>, V > 0, V:L' €

and

d 1 . _
dt—_Ptf(m) - ﬂ(? @Ernrfltl({fl,af) d(iﬂ,y)), vt > 07 Va € X,

where B(h) = ha/(h) — a(h), h > 0.

1.3. Hypercontractivity of QQ; and the log-Sobolev inequality

Let o be a Borel probability measure on X. Recall that the entropy functional
Ent, () is defined by

g
Ent,(g) = /glog (—) dp, Vg >0.
u(9) Jgdu
In order to introduce the log-Sobolev inequality, and for technical reasons, define,

for r > 0,
[f(y) — d(=)]|
d(z,y) '
and observe that the usual Lipschitz constant is Lip(f) = sup,. Lip(f,r). Then, we

denote by F, the set of bounded functions f: X — R such that Lip(f,r) < oo for
some 7 > 0 and

Lip(f,r) = sup

Y
d(z,y)<r

Lip(f) < Jim X7

(observe that if a(h)/h — oo when h — oo, this last condition is empty).
The probability measure g is said to satisfy the modified log-Sobolev inequality
minus LSI_ (C) for some C' > 0 if

(LSI, (C)) Ent,(ef) < C’/Oz*(|vff|)€f du Vf € Fa.
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In particular, when a(h) = h?/p, h > 0, with p > 1, there holds a*(h) = h9/q,
h > 0 with 1/p+ 1/q = 1. In this case, we write LSI for LSI,,. If X is a
Riemannian manifold and p is absolutely continuous with respect to the volume
element, the inequality LSI; is the usual logarithmic Sobolev inequality introduced
by Gross [13].

Following Bobkov, Gentil and Ledoux, [4], we relate LSI_ (C) to hypercon-
tractivity properties of the family of operators {Q:}+~o. To perform the proof,
we need to make some restrictions on the function a. We will say that o satisfies
the Ag-condition, [17], if there is a positive constant K such that

a2z) < Ka(zr), Yz >0.

Theorem 1.3. Suppose that a satisfies the Ag-condition. Then the exponents
o < po defined by

xa/ (x) xa/ (x)

o = inf >1 d 1<p,=
TS0 aw —0 " Po =230 (@)

are both finite. Moreover, the measure p satisfies LSI_ (C) if and only if for all
t >0, for all t, < C(pa — 1) and for all bounded continuous functions f: X — R,

Qf !
(1.9) He ‘ Hk(t) = ||e ||k(0)’
with
c(t—t,) \ Pt e t—te) ! i
(1 + T) Li<t, + (1 + T) List, ra>1
k(t) = J
. C_l(tft ) Pa—1 .
mln(1;<1+7p _1°> > ifre =1

k
where ||glli = ([ glFdu)"" for k # 0 and |gllo = exp ([ log g dp).

Our proof follows the lines of [4]. Let us explain in few words how to de-
rive (1.9) from LSI . Since Q:f — f when ¢t — 0, it is enough to show that
H:tw—log HeQ*fHk(t) is non-increasing. The left derivative of H has an expression
involving Ent,,(e*®%f) and [ ﬁ@tfek(t)@f du (see Proposition 4.1). To bound

the first term from above, we apply the inequality LSI_. To bound the second
term, we use the inequality (1.8) which is precisely in the right direction to prove
that the left derivative of H is negative.

1.4. From log-Sobolev to transport-entropy inequalities

Following [4] and [14], a by-product of the above hypercontractivity result is a met-
ric space extension of Otto—Villani’s theorem [16] that indicates that log-Sobolev
inequalities imply transport-entropy inequalities.

Let ¢: X x X — R be a continuous function; recall that the optimal transport
cost T.(v1,v2) between two Borel probability measures vq,v2 € P(X) (the set of
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all Borel probability measures on X) is defined by

Te(vi,v2) = inf // c(x,y) m(dx dy),
TEP(v1,v2)
where P(v1,12) is the set of all probability measures m on X x X such that 7(dx x
X) = (de) and (X x dy) = va(dy).
The probability measure p is said to satisfy the transport-entropy inequal-
ity T.(C) for some C' > 0 if

(Te(C)) Te(p,v) < CH(v|p), Vv eP(X),

where I J
log ¥ dv ifr<p
H = dp ’
(i) { +o0 otherwise,

is the relative entropy of v with respect to u. This class of inequalities was intro-
duced by Marton and Talagrand, [15], [19]. When ¢(z,y) = a(d(x,y)) we denote
the optimal transport cost by 7,(, - ) and the corresponding transport inequality
by T,. In the particular case when a(z) = a?/p, p > 2 we use the notation 7,
and T),.

The first point of the next theorem will appear to be an easy consequence
of Theorem 1.3 and of Bobkov and Go6tze’s dual formulation of the inequality T,
(which roughly speaking corresponds to the hypercontractivity with t, = C(p, —1)
or equivalently k(0) = 0).

Theorem 1.4. Suppose that « satisfies the Ag-condition. If p satisfies LSI (C),
then it satisfies T (A), with

A =max (((pa = 1)O)* "5 ((pa — DC)P= 1),
where the numbers ro, and p,, are defined in Theorem 1.3.

In a Riemannian framework and for the quadratic function a(t) = t2/2, Theo-
rem 1.4 was first obtained by Otto and Villani in [16], closely followed by Bobkov,
Gentil and Ledoux [4]. Extensions to other functions o were provided in [4] and [8].
The path space case was treated by Wang in [21]. In [14], Lott and Villani extended
to certain geodesic measured spaces (X, d, ;1) the Hamilton—Jacobi approach of [4]
in the quadratic case. They proved Theorem 1.4 under additional assumptions on p
(doubling property and local Poincaré). Under the same assumptions Balogh, En-
goulatov, Hunziker and Maasalo [3] treated the case of LSI, for all ¢ < 2. The first
proofs of the Otto—Villani theorem valid on any complete separable metric space
appeared in [10] and [12]. Their common feature is the use of the stability of the
log-Sobolev inequality under tensor products of the reference probability measure.
In a recent paper [9], Gigli and Ledoux give another quick proof of the Otto—Villani
theorem on metric spaces. It is based on calculations along gradient flows in the
Wasserstein space.

Using some rough properties of the operators Q);, we also provide a metric
space generalization of another result by Otto and Villani ([16]) relating transport-
entropy inequalities to the Poincaré inequality.
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Proposition 1.5. Let § : RY — RT be any function such that 0(x) > min(z2, a?)
for some a > 0. If u satisfies To(C) for some C > 0, then it satisfies the following
Poincaré inequality:

C
Var (1) < 5 [ 1977 du

for all bounded function f such that Lip(f,r) < oo, for some r > 0.

1.5. Transport-entropy inequalities as restricted log-Sobolev inequali-
ties

A second consequence of the Hamilton—Jacobi approach on metric spaces is a char-
acterization of transport-entropy inequalities in terms of log-Sobolev inequalities
restricted to a certain class of functions depending on the cost function a.

To be more precise, let us say that a function f is c-convex with respect to a cost
function (z,y) — ¢(x,y) defined on X x X if there is a function g : X — RU{£o0}
such that

f(z) = Pog(z) = Sgg{g(y) —c(z,y)} e RU{*o0}, Voe X,

The class of c-convex functions is intimately related to optimal-transport, via for
instance the Kantorovich duality theorem (see e.g. [20]).

An important case is when c(z,y) = 1|z — y[|3 on R™ (see Proposition 2.3
below). In this case, a function f : R™ — R is c-convex if and only if the function
x> f(z) + ||z||3/2 is convex on R™. If f is of class C2, this amounts to saying
that Hess f > —Id.

In what follows, we consider the cost ¢,(z,y) = d”(x,y)/p, p > 2. The second
main result of this paper is the following.

Theorem 1.6. Let p be a probability measure on a geodesic space (X,d) and p > 2.
The following properties are equivalent:

1. There is some C > 0 such that p satisfies T, (C).

2. There is some D > 0 such that p satisfies the following (7)-log-Sobolev in-
equality: for all bounded continuous f and all 0 < A < 1/D, there holds

1
E <
utu(e) < 755

[r-@ et an,
where for all X > 0, Q*f(x) = inf,ex {f(y) + Acp(x,y)} .

3. There is some E > 0 such that u satisfies the following restricted log-Sobolev
inequality: for all Kcp-convex function f, with 0 < K < 1/E there holds

Bp(u) — 1
E < P
ntu(€)) < T T — KB

[V d, e (L1 )),

where ¢ =p/(p — 1) and B,(u) = m for all uw > 1.
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The optimal constants Copt, Dopt and Eqpy are related by
Eopt S Dopt § Copt § Kp Eopt»

where Kk, is some universal constant depending only on p. For p =2, one can take

K2 :62.

‘We make some comments on Theorem 1.6.

e The first reason why we suppose p > 2 in Theorem 1.6 (as well as in The-
orems 5.1 and 5.5 and Proposition 5.4), is that the only probability mea-
sures that satisfy the transport inequality associated to the cost function
cp(z,y) = dP(x,y)/p for 0 < p < 2 are Dirac measures (see Remark 1.3
in [12]). The second reason, is that the notation T is classically used in the
literature to indicate the transport inequality

Ti(v.n) < VOEWIE), Vo € P(X).

This has been characterized by Djelout, Guillin and Wu in [6] by an integra-
bility condition of the form [ = @) 1y(da) pu(dy) < +o0, for some & > 0.

e The implication (1) = (2) is true for any cost function ¢. This was first
proved in [11].

e In [12], we proved that (1) is equivalent to (2) for cost functions c(x,y) =
a(d(z,y)) as soon as « satisfies the Ag-condition. Our proof (in [12]) makes
use of a tensorization technique and is thus rather different from the one
presented here.

e In [11], we proved the equivalence between (1), (2) and (3) in a Euclidean
framework: X = R™ and c(z,y) = 3|z — y||3. Actually, the result of [11]
is slightly more general, since we are able to deal with cost functions of the
form c(z,y) = > 1%, 0(|lzi — vil), z,y € R™, where 6 : RT — R is a convex
function of class C* such that 8(0) = ¢’(0) = 0 and ¢’ is concave on R*. For
a cost function of this type, we proved that (1) and (2) are both equivalent to
the following restricted modified log-Sobolev inequality (3’) (see Theorem 1.5
in [11] for a precise statement): there are E, K > 0 such that

Ent,(e/) < E / > 0%(0:)e’ dp,
1=1

for all functions f : R™ — R of class C' which are semiconvex in the sense
that
fy) 2 f(@)+Vf(x) - (y —2) - Ke(z,y), Vo,y € R™.

Note that this class of functions is different from the class of Kc¢-convex
functions (except when c(z,y) = 3|z — y||3; see Proposition 2.3 below).
Note also that a function € satisfying the condition above necessarily satisfies
0(t) < 0"(0)t?/2, ¢t > 0. In particular, the cost function ¢(z,y) = %H»T —yllb,
for p > 2 is not in the scope of [11], whereas Theorem 1.6 of the present
paper enables to consider such a cost function.



HAMILTON JACOBI EQUATIONS ON METRIC SPACES 141

Theorem 1.6 thus provides what we think is a good extension of the results
in [11] and unifies nicely the approaches of [11] and [12].

We mention that Theorem 1.6 as stated above is not as general as possible.
Indeed, we will see in Section 5 that this equivalence is still true when the space is
not geodesic (Theorem 5.1). In this more general framework, (3) has to be replaced
by a slightly weaker version of the restricted log-Sobolev inequality. The main tool
to prove this extension is Theorem 1.2. It would also be possible to consider more
general costs of the form ¢(x,y) = a(d(z,y)) with « satisfying the Ag-condition
but, to avoid some lengthy developments, this will not be treated here.

We end this introduction with a short roadmap of the paper. Section 2 is de-
voted to c-convex functions. In particular, we will recall and prove some well known
facts about the subdifferential 9. f (x) of a c-convex function. In Proposition 2.9, we
will relate their gradients |V* f|(x) to the minimal or maximal distance between x
and the subdifferential d.f(z). Section 3 contains the proof of the HLO formula.
In Section 4, we prove the hypercontractivity property of Theorem 1.9, and deduce
as a corollary the Otto—Villani Theorem 1.4. Section 5 contains the proof of an
improved version of our main result, Theorem 1.6. Finally, the appendix contains
some technical results.

2. About c-convex functions

In this section we introduce the somehow classical notions of c-convex (and
c-concave) functions and of c-subdifferential. We will also give several useful facts
about these notions. The interested reader may find more results and comments,
and some bibliographic notes, in Chapter 5 of [20].

2.1. Definition of c-convex functions and preliminary results

Let X and Y be two Polish spaces, let ¢: X x ¥ — R be a general cost function,
and set R = RU {+oo}. For any function f: X — R, we define Q.f : Y — R by

Qcf(y) := inf {f(x) + c(x,y)}.
zeX
For any function g: Y — R, we define P.g : X — R, by

Peg(x) = Sgg{g(y) —c(z,9)}-

Definition 2.1 (c-convex and c-concave functions). A function f : X — R is said
to be c-convex if there is some function g : Y — R such that f = P.g. A function
g:Y — R is said to be c-concave if there is some function f : X — R such that

g:ch~

Proposition 2.2. For any function f: X — R, the inequality P.Q.f < f holds.
Moreover, f: X — R is c-convex if and only if P.Q.f = f.
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Proof. For the first point observe that, for z = x,
PeQcf(x) = sup inf {f(2) + c(2,y) — c(z,y)} < f(x).
yey zeX

Let us prove the second point. Trivially, a function f such that f = P.Q.f is
c-convex. Conversely, if f : X — R is c-convex, then there is some function g
on Y such that f(z) = sup,cy{9(y) — c(z,y)} = Peg(y). Hence g satisfies g(y) <
infoex{f(z) + c(z,y)}. Plugging this inequality into f = P.g gives f < P.Q.f.
Since the other direction always holds, the proof is complete. O

Recall that a function f : R™ — R is said to be closed (see [18]) if either
f = —oo everywhere or f takes its values in RU{+o00} and is lower semicontinuous.
Tt is said to be convex if its epigraph {(z,a) € R™ xR : a > f(z)} is a convex
subset of R™ xR. Let us denote by I'(R™) the set of all closed and convex functions
on R™.

Proposition 2.3 (Examples). Assume that X =Y = R™, m € N*, 1s equipped
with its standard Fuclidean structure and let f: R™ — R. Then:

(1) If c(z,y) =x -y, [ is c-convex if and only if f € T(R™).

(2) If e(e,y) = Yo — yll3, f is c-conves if and only if f + | - |3/2 € T(R™).
In particular, if f : R™ — R is of class C? then it is c-convez if and only if
Hess f(x) > —1d, for all x € R™.

Proof. (1) By definition, a function f is c-convex for ¢(z,y) = x - y if and only if
f = h* for some function h : R™ — R. We recall that h* is defined by h*(z) =
sup, cgm {2 -y — h(y)}. It is well known (and easy to check) that h* € I'(R™) for
all h. Conversely, if f € T'(R™) then f = f** (see e.g [18]) and so f is c-convex.

(2) The function f is a c-convex function for c(z,y) = ||z — y||3/2 if and only
if f = P.g, for some g : R™ — R. Since

2
€z Y
fz) + =1z _ sup {rvyf (w *g(y))},
2 yerm 2
the conclusion follows from the first point. O

2.2. The c-subdifferential of a c-convex function

In this section we define the notion of c-subdifferential of a c-convex function and
derive some facts that will be useful later.

Definition 2.4 (c-subdifferential). Let f: X — R be a c-convex function and let
2z € X. The c-subdifferential of f at point x is the set, denoted by d.f(x) C Y, of
points § € Y such that

f(2) = f(z) + e(2,9) — e(2,9), Vze X

The next lemma gives a characterization of the c-subdifferential.
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Lemma 2.5. For all x € X, O.f(x) is the set of points y € Y attaining the
supremum in f(x) = P.Q.f(xz). More precisely,

Ocf(z) ={y €Y : f(z) = Qcf(y) — ez, y)}-

More generally, if f = P.g, for some function g:Y — R, then

lyeY: f(z)=g(y) —clx,y)} COf(z).

Proof. The first part of the lemma is simple and is left to the reader. Let us prove
the second part. Since f(z) = sup,cy{9(y) — c(z,y)}, € X, we have g < Q.f.
So if, f(z) = 9(7) — c(z,7) then f(z) < Quf(7) — c(x,7) < f(2) +c(2,7) — ez, ),
for all z € X which proves that § € 0.f(z). O

Lemma 2.6. Suppose that the function ¢ : X x Y — R is continuous, satisfies
sup,cy infuex c(u,v) < 400 and that, for all x € X and r € R, the level sets
{y € Yic(z,y) < r} are compact. If f: X — RU{—00} is a c-convex function
bounded from above, then O.f(x) # 0 for all z € X.

Remark 2.7. Note that, when X =Y, the condition sup,¢ x inf,ex c(u, v) < 400
is always satisfied if ¢(z, y) = a(d(z,y)), where d is a distance on X and o« : RT — R
a non-decreasing function.

Proof. The function Q. f is an infimum of continuous functions on Y, so it is upper
semicontinuous on Y. For all € X, the function ¢, : y — Q.f(y) —c(z,y) is thus
upper semicontinuous on Y. Since f is c-convex and real valued, sup,cy ¢z (y) =
P.Q.f(z) = f(z) < +00; 80 ¢, is bounded from above. Finally if y € {¢, > r}
then c(x,y) < sup f+sup,cy infuex c(u,v) —r. Hence {¢, > r} is compact. From
this it follows that ¢, achieves its supremum at some point § which, according to
Lemma 2.5, necessarily belongs to 0.f(z). O

For a better understanding of the notion, in the next lemma we express the
c-subdifferential of a c-convex function f in term of its gradient in some simple
cases.

Lemma 2.8. Suppose that X =Y = R™ and that c¢(z,y) = L(x — y) where
L: R™ — Rt is a differentiable and strictly convexr function with superlinear
growth, i.e., L(z)/||z| — 400 when & — oo, where || - || denotes any norm on R™.
Let f be a c-convex function bounded from above and differentiable at some point x.
Then

Ocf(2) = {z = V(L")(=Vf(2))},
where L*(y) = sup,epm{z -y — L(y)} is the Fenchel-Legendre transform of L.

We recall that if L is strictly convex and has superlinear growth, then its
Fenchel-Legendre transform is differentiable everywhere [18]. Lemma 2.8 is well
known. However, for the sake of completeness, we will recall its proof in the
appendix.
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2.3. Comparisons of gradients

In this last section, as in the rest of the paper, we will assume that (X,d) is
a complete separable metric space in which closed balls are compact. We take
Y = X and we consider a cost function ¢ on X x X of the form

C(.Z‘, y) = a(d<$> y))’

where o : RT — RT is an increasing convex function of class C* such that «(0) = 0.
If f:X — R is c-convex for the cost ¢(z,y) = a(d(x,y)), we introduce the
following quantities:

Vofl(x)=a( inf d(z,¥ and |VIf|(z)=a( sup d(z,7)).
Vel =o' (_inf  dw9) Virl@=a'( s dwg)

The following proposition compares |VE f| to |V* f| defined in (1.5).

Proposition 2.9. Let f : X — R be a c-convex function for the cost c(z,y) =
al(d(x,y)). Suppose that f = P.g for some upper semicontinuous function g :
X — R bounded from above, and consider, for all x € X, the set m(x) defined by

m(z) ={y € X : f(z) = g(y) — ald(z,y))}.
(1) The following inequalities hold:
IV fl(2) < of ( max d(e,5)) < |VEf]().

gem(x)
(2) If (X,d) is a geodesic space, then

VSl = o (_max d(w,5)) = V! ().

gem(x)
(3) The following inequalities hold:

V7 Sl(w) <192 () < o (min d(e,5)).

gem(z)

Remark 2.10. We do not know if there is equality in (3) when the space is
geodesic.

Proof of Proposition 2.9. (1) First observe that, since f = P.g with g bounded
above, f is locally Lipschitz (see Lemma 3.8 in [12])), so that |VTf| is finite
everywhere. The second inequality is an immediate consequence of the definition
of [VF f|(z) and the fact that, according to Lemma 2.5, m(x) C d.f(x). Let us
prove the first inequality. Let (x,)nen be a sequence of points converging to z,
with z,, # z for all n. For all n, fix y,, € m(x,) (the set m(x,) is not empty, by
Lemma 2.11 below). There holds

f(zn) = f(x) < g(yn) — ald(n,yn)) — (9(yn) — a(d(z,yn)))
< d(z, ) (max(d(wn, yn); d(, yn))) ,
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where the last inequality follows from the mean value theorem, the triangle in-
equality, and the non-negativity and monotonicity of a’. From this it follows that

mdg;f()xm < o (max(d(@n, yn); d(@, yn)))-

So, letting n — oo,

lirrgsolép % <o (11;1;8;1) d(m,yn)>
= o/ (max{d(z, ) : ¥ limit point of (yn)nen}) < o ( ma(x)d(x,yj)),
yem(x

where the last inequality follows from Lemma 2.11 below.

(2) To prove the second point it is enough to show that |V f|(z) < |V* f|(z)
for all z € X. Let g € O.f(x) (this set is not empty, by Lemma 2.6). According to
the definition of the c-subdifferential,

f(z2) = f(2) = ald(z,9)) — a(d(z,7)), VzeX.
From the definition of |V f|(z), it follows that

[V fl() > limsup O‘(d(”f’y()j)(; :)(d(zay))

Let (zt)ief0,1] be a geodesic connecting = to ¢, there holds d(x,z;) = td(z,y),
d(z,7) = (1 — t)d(z,y) and therefore

(d(z,9)) = a((l = t)d(=z, 7))
td(x, y)

Optimizing over all § € d.f(x) completes the proof.

— o/ (d(x, 7).

|VT f|(x) > limsup a
t—0

(3) Let (zn)nen be a sequence of points converging to x, with x,, # x for all n.
If y € O.f(x), then there holds

f(xn) = f(x) > a(d(z, 7)) — a(d(r,, 7)) > —d(z, 2,) & (max(d(zn, §); d(z, 7)) ,

where the second inequality follows from the mean value theorem and the triangle
inequality. From this it easily follows that

. [f(zn) — fz)]- / _

limsup —————*>— < o (d(«x, .

imsup =P~ = (d(z, 7))
Optimizing over all § € O.f(x) leads to the first bound in (3). As above, the
second inequality in (3) is an immediate consequence of the definition of |V f|(x)
together with the fact that, by Lemma 2.5, m(z) C O.f(x). This completes the
proof. O

During the proof we have used the following simple lemma whose proof can be
found in the appendix.
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Lemma 2.11. Let X be a complete separable metric space with compact balls and
let g : X — R be an upper semicontinuous function bounded from above. Define,
Jor all x € X, Pig(x) = sup,ex {9(y) — ta(d(z,y)/t)} and let m(t,x) be the set
of points y € X where this supremum is attained. Then:

(1) The set m(t,x) is a non empty compact set of X.

(2) Let x, > x € X and t, — t > 0 be two converging sequences and consider
a sequence (Yn)nen such that y, € m(t,,xz,) for all n. Then (yn)nen is
bounded and all its limit points belong to m(t,x).

3. Proof of the Hamilton—Jacobi equations

This part is devoted to the proof of Theorems 1.1 and 1.2.

Proof of Theorem 1.2. By Lemma 2.11, m(¢,x) is a non empty compact set of X.
We treat the case of the right derivative; the other case is completely analogous.
Let t > 0 and z € X, and let (hy,)nen be a sequence of positive numbers converging
to 0. For all n € N, we consider z,, € m(t + hy,, z). Then,

h—ln (Prvn, f(x) — Pif ()

< [ @t o (B2 (e, ra(A)))

[1a("5) ~ e ma(F55)]

1
hn
Define D = limsup,,_, ., d(z, z) and take £ > 0. For all n large enough, d(z, z,) <
D +¢. For all h > 0 and all £ > 0, by the convexity assumption on «, the map

d»—)ta(%) - (tJrh)a(HLh)

is non-decreasing. Hence

lim sup hi [ta(id(mizn)) —(t+ hn) a(d(m’ Z"))}

n—oo n t + hn

< g g [1o(2F5) - e Z50)] = o(2)

where we recall that 8(h) = ha’/(h) — a(h), h > 0. Since « is of class C!, as & goes
to 0 we get

limsup 5 (P, /(@) ~ Pof(2)) < (7).

n—-+oo n

Applying Lemma 2.11, it is not difficult to check that

D = limsupd(z, z,) = max{d(z, Z) : Z limit point of (z,)nen} < max d(z,7).
n—00 gem(t,z)
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The conditions on « ensure that 8 is non-decreasing and therefore

(max'gém(t,m) d(xv y_) )

(3.1) lim sup hi (Pign, f(x) — Pif(x)) <P ;

n—-+o0o n
Analogously, if § € m(t,z) then

1

= (Peon, £(@) = Puf @) = 7 (10

d(z, y) d(z,y)
t

So, letting n go to co, and optimizing over g yields

(max'gém(t,m) d(xv y_) )
r .

n—oo

(32)  Tmint o (P, () - P () > B

We conclude from (3.1) and (3.2) that

(maxzjem(t,x) d(z,9) )

lim hl_n (Pesn, f(z) — Pef(x) =B t

n—oo

This completes the proof of Proposition 1.2. O

Proof of Theorem 1.1. By Theorem 1.2,

d

Eptf(x) :5(

maxz}ém(t,w) d(xv g) )
t )

with f(u) = ua/(u) — afu), for all u > 0. By the definition of c-convexity, the
function = — P, f(x) is c-convex for the cost ¢(z,y) = ta(d(x,y)/t). Applying
point (1) of Proposition 2.9, there holds

maxz}ém(t,w) d(xv g) >

[V Pl() < o ( t

Observing that 5(u) = o* (o’ (u)) gives the result. By point (3) of Proposition 2.9,
equality holds in the geodesic case. The proof of the inequality involving the left
derivative of P, f is similar. O

4. Log-Sobolev inequality and hypercontractivity on a metric
space

In this section, following [4], we show that log-Sobolev inequalities on metric spaces
are equivalent to some hypercontractivity property of the “semigroup” @;. The
proof of Theorem 1.3 relies on the differentiation of the left-hand side of (1.9). For
this purpose, we use the next technical proposition, whose proof is postponed to
the appendix.
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Proposition 4.1. Let f be a bounded and continuous function on X and let k :
(a,b) — (0,+00) be a function of class C* defined on an open interval (a,b) C
(0,00) and such that K'(t) # 0 for all t. Define, for allt € (a,b),

H(t) = ﬁ log (/ek(t)Qtf dﬂ)a and K(t) = ﬁlog (/ek(t)Ptf dﬂ)-

The functions H and K are continuous and differentiable on the right and on the
left on (a,b). Moreover, for allt € (a,b), there holds

daH . _ K(t) L wa.f 4 k®)? (1Q.
D = 5z TeFaT dp [Ent”(ek V) + (D) /(dt+Q f) e fd”}'

The same formula holds for dH/dt_, dK/dty and dK/dt_ (replacing Q. by P).

Proof of Theorem 1.3. Let us first show that the log-Sobolev inequality implies the
hypercontractivity property

(4.1) HthfHk ) = ||ef||k(o

for all bounded continuous function f : X — R, with

C1(t — t,)\pa-1 Cl(t —t,) 7!
(4.2) k(t) = (1 + ﬁ) 1<, + (1 + (7_1)> Lise,,

with the convention that k(t) = min (1; (1 + 1(7%”):0" ) if 7o = 1. The ex-
ponents r, and p, have the following properties (see the proof of Lemma A.3
n [12]):

of(sz) < s7aT a*(z), V& >0,Vse|0,1]

o (sz) < sta-Ta*(z), Vo >0,Vs> 1.

Let H(t) = log ||thf||k(t), with f : X — R bounded and continuous. According
to Proposition 4.1, we have, for all ¢ > 0,

ad k(1) 1 Kooy, B0 Q. f

i V= TFOQ:T dp [EnMe W)+ 70) /dt+Q fef 0% dul.

The function k(t)Q:f belongs to Fy. Indeed, if £ = lim,_,o a(z)/2 = 00, this
follows immediately from Lemma 4.2 (2) below and the definition of F,. On the
other hand, if ¢ < 400, then Lemma 4.2 (1) implies that r, = 1, which in turn
implies that k(t) < 1. By Lemma 4.2(2), Q+f € F,, which, in this case, means
that Lip(Q:f) < ¢. Therefore, Lip(k(t)Q+f) < £ and so k(t)Q:f € Fn. Applying
LSI_ (C) to the function k(t)Q.f, it follows that for all t > 0 (or all 0 < ¢ < ¢,
if ro, =1),

Entu( t)Qtf <C/ )|V~ Qq f|) KRS gy,

< C (k(t)7e™T Liaq, + k(1) 71 1) (IV-Quf]) FO9 gy

IA

Oé
d K(0Q S
—-C (k( )T’a—l 1t<t +k Ta—l 1t>t ) d— fe d,LL,
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where the last inequality follows from the Hamilton—Jacobi differential inequal-
ity (1.8). Therefore,

Qtfek(t)Qtf dp =0,

dH L— K (8) (k(1) 7 Loy, + k(8) 7T Lys,) / d
dt+ - f@k(t)Qtf d,u dt+

where the last equality is a consequence of the very definition of k. Hence H is
non-increasing on (0,4o00) (or on (0,%,] if ro, = 1). When «(h)/h — oo, when
h — oo, then by point (3) of Proposition A.1 and the dominated convergence
theorem, there holds

Qif — ; — !
logHe ¢ Hk(t) =H() < Slggh H(s) = logHe Hk(O)'
If a(h)/h — £ € RT, when h — oo, then by point (3) of Proposition A.1, the
same conclusion holds if Lip(f) < £. Consider now a bounded continuous function
f: X — R and fix ¢ € (0,1). Thanks to Lemma 4.2 below, Lip((1 — ¢)Qsf)

< (1 —eg)l for all s > 0.
Since Qs f < f, we conclude that

||6Qt((1—5)st) ||k(t) < ||e(1—€)st

’k(O) = He(l_s)fuk(o)'

Using Lebesgue’s Theorem and Lemma 4.2, as € — 0, we get

Hth(st < ||e

)Hk(t) f”k(o)'

Since Qi+sf < Q+(Qsf) and thanks to point (2) of Proposition A.1, we have
limgy0 Qrysf = Q+f so that (using Lebesgue’s theorem) the hypercontractivity
property (4.1) still holds when f is bounded and continuous, as expected.

Now we prove that if (4.1) holds for all bounded continuous f and all ¢ > 0
with %k defined by (4.2), then u satisfies LSI_ (C). Observe that in the case
a(h)/h — £ € R*, it is enough to show that LSI holds for functions with
Lip(f) < £.

Let H(t) = log||e“t!||y), for all ¢ > 0, with f € F, and Lip(f) < ¢ when
a(h)/h — £ € RT as h — co. By assumption, there holds

lim sup M

<0.
t—0t t

We choose t, < C(p, — 1) in the definition of k() so that k(0) and £'(0) > 0. Tt
is not difficult to check that

H(t) — +
Jim sup 20— H(O0T)
t—0+t t
k'(0) Ent,, (e¥©F) 1 RO _ k(DQuf
= — liminf/—d,u.
k(0)2 [ ekOf dy k(0) [ eFOF dp o+ t
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According to the mean value theorem, there exists a function ¢ : (0,00) x X — R
taking values in the interval [k(t)e*M@e/ (@), (1) f(®)] such that

ekWF _ kMQf £, f
t T

o(t,x), Vt>0,xz¢e€X.

Applying point (4) of Proposition A.1, we get

lim inf
t—0t

HOF _ h(DQuS HFOF _ k(DQuS
e [

dp < lim sup
t t—0+ t

< k(0) [ o (97 1) O dp.

Hence

Ent,, (") < k(0)? /a* (IV=f]) O ap.
! ~ k(0)
Since
C~ 1ty \Pa—l o e C~1t,\Pa
k(O)f(lfpa_J —1 and k(0) /k(O)fC<1fpa_1> 62

when ¢, — 0%, we conclude that LSI (C) holds. This completes the proof. O

In the proof above, we used the following technical lemma, whose proof is
postponed to the appendix to preserve the continuity of the exposition.

Lemma 4.2. Set ¢ =limp,_0o a(h)/h € RU{+o0}. Let f: X — R be a bounded
and continuous function. Then:

(1) If € < o0, then 1o = infysoxd/(z)/a(z) = 1.
(2) Forallt >0, Qif € Fa.
(3) Forallt>0 and all x € X, lime,0 Q:((1 — &) f)(z) = Qif ().

We are now in position to derive the Otto—Villani theorem from Theorem 1.3.
Recall that, according to Bobkov and Gotze’s characterization, [5], u satisfies
the transport-entropy inequality T, (C) if and only if

(4.3) /ec_lQlf dp < exp (Cil/fd/,l)

for all bounded continuous function f: X — R.

Proof of Theorem 1.4. Since p satisfies LS (C), it satisfies the hypercontractivity
property (1.9) of Theorem 1.3. Take t, = C(p, — 1) in the definition of k(t). The
hypercontractivity inequality (1.9) yields

/ek(t)Qtfdu < RGN fd#’ YVt >0
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for all bounded continuous function f. By (4.3), this means that p satisfies the
following family of transport-entropy inequalities:

1
7;(/15)(/1/,1/) S mH(Vl/},), Vv S P(X),

where a( - /t) denotes the function x — a(x/t). According to the proof of Lemma A.3
in [12],
alx) < max(t";tPe) a(z/t), V> 0.

Therefore, u satisfies T, (A), with the constant

ra—1.4pa—1
A — inf max(t it )
t>0 E(t)

Taking ¢t = C(po — 1) for which k(t) = 1, we see that
A < max (((pa — 1)O) "5 ((pa —1)C)P71),
which ends the proof. O

Proof of Proposition 1.5. Define for all ¢ > 0 the operators
. 1 . 1
Rif(@) = inf {{() + T0((x.y))} and Quf(x) = il {J(v) + P (wy)

According to Bobkov and Gotze’s dual formula (4.3) and by homogeneity, there
holds, for all ¢ > 0,

/ec*lthf dp < ec*ltffdu’

for all bounded continuous function f. Take a function f such that |f| < M and
Lip(f,r) < oo for some r > 0. If d(z,y) > a, and ¢t < a?/(2M), then there holds

1) + 0 = M+ B2 > ) 2 Ris(),

It follows that if ¢ < a?/2M, then

Rf@) > it {f)+ 20} 2 Qi)

~ yd(zy)<a
Hence the following inequality holds:
/ec_thff dp < O fdn oyt < a’/(2M).
Applying Taylor’s formula, we see that

1 —2 2
CTHRUI@ — 1 L 0O, f(x) + C—=(t QQtf) () P (h)
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where |p(t, )| <tC~*M, for all t and . So, for all t < a?/(2M),

— 2
et [ 0 E @t was)
eCTN S A 1 4O [ fdp
< 2 .
Letting ¢ go to 0 and using points (3) and (4) of Proposition A.1 together with the
dominated convergence theorem yields

CT_l/|V_f|2du+CT_2/f2d/~L§ CT_2</fd/~">2v

which is the claimed Poincaré inequality. O

5. Transport-entropy inequalities as restricted log-Sobolev
inequalities

In this section, we show that a transport-entropy inequality can be characterized
as a modified log-Sobolev inequality restricted to a class of c-convex functions.
Actually we will prove the following improved version of Theorem 1.6 which holds
even if the space is not geodesic.

Theorem 5.1. Let p be a probability measure on (X,d) and let p > 2. Define the
function B, by

u
Bplu) = [wl/=1) — 1]p—1’

(5.1) Vu > 1.

The following properties are equivalent:
(1) There is some C > 0 such that p satisfies Tp(C).

(2) There is some D > 0 such that u satisfies the following (T)-log-Sobolev in-
equality: for all bounded continuous f and all 0 < A < 1/D, there holds

Buty(e!) < 15 [ (F ~ @Dl du
where for all X > 0, Q*f(x) = infyex {f(y) + Aep(z,9)} .

(3) There is some E > 0 such that u satisfies the following restricted log-Sobolev
inequality: for all Kcp-convex function f, with 0 < K < 1/E there holds

Bp(u) — 1
(1 — KEu)pKa—1

Ent,(ef) < /|v;<cpf|qef du, Yue (1,1/(KE))

' (see

where ¢ = p/(p — 1) and [V, fl(z) = K (infpeog., s d@,7))"
Proposition 2.9).
Moreover, when the space (X,d) is geodesic these properties are equivalent to the

following:
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(3’) There is some F > 0 such that p satisfies the following restricted log-Sobolev
inequality: for all Kcp-convex function f, with 0 < K < 1/F, there holds

Bp(u) =1
Ent,,(ef) < (1= KFu)pKi 1

[Ivt et du. vue (1))

The optimal constants Copt, Dopt, Fopt and Fopy are related by
Fopt S Eopt S Dopt § Copt § KRp Fopt»

where Kk, is some universal constant depending only on p. For p =2, one can take

Ko = €2

5.1. From transport-entropy inequalities to (7)-log-Sobolev inequalities

We recall the following proposition from [11], whose proof relies on a simple Jensen
argument.

Lemma 5.2. If u satisfies the transport-entropy property T.(C), for some contin-
uous cost function ¢ on X2, then the following (7)-log-Sobolev property holds: for
all function f, for all 0 < XA < 1/C,

1
o [ @Dl

where for all z € X, Q*f(z) = inf{f(y) + Ae(z,9)}.
This proves the step (1) = (2) in Theorem 5.1.

(5.2) Ent,(ef) <

5.2. From (7)-log-Sobolev inequalities to log-Sobolev inequalities for
cp-convex functions

The general link between the (7)-log-Sobolev property and the restricted log-
Sobolev inequality is the following: if the function f is c-convex then the quantity
f — Q*f on the right-hand side of (5.2) can be bounded by a function of |V f|
(see Lemma 5.3 below).

From now on, we assume that ¢ = ¢, is the cost function defined by: for all
z,yin X, ¢p(z,y) = dP(z,y)/p, for some p > 1.

Lemma 5.3. Let A > 0. If f is a Kcp-convex function bounded from above, and
if 0 < K < A, then for all v € X and all § in the Kc,-subdifferential Ok, f(x)
of [ at point x,

fla) = QM (x) < K (B WK) = 1) ep(w,§),

where QM f(z) = inf e x {f(y)+Acp(x,y)} and for allu > 1, B,(u) = W
Equivalently, with the notation of Proposition 2.9,

F@) = @ 1(@) £ (BN K) = D Vi, f17(a),

where ¢ =p/(p — 1).
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Proof. By the definition (Definition 2.4) of Ok, f(x) and using the triangular
inequality we get, for all § € Ok, f(x),

fl@) = QN (x) = sup{f(2) = f(2) = Aep(z,2)}
jgg{ch(z,y) — Kep(z,y) — Aep(z,x) }

< Sgg{ch(z,y) —Aep(z,2)} — Kep(x, )
z

< L qp{K(d(z, ) + d(x, )P — AP (z,2)} — Kep(2,5)
P zex

IN

< })ggg{ff(r +d(, §)Y = M} — Keplw,5) = Keplw,5) (B, (VK) —1).

Thus optimizing over all possible 3 € Ok, f(x) yields the expected result

f@) = Q@ f(x) < (B WE) 1) _inf  Kep(w,p)

Y€Ky, f(T)

= (ByVE) = D= V5, F1(0)

O

From this lemma the (7)-log-Sobolev property (5.2) provides immediately the
first part of the following statement by setting u = A\/C.

Proposition 5.4. If ;1 satisfies the (7)-log-Sobolev (5.2) with the cost ¢ = ¢,
p > 2, then for all K € (0,1/C) and all functions f that are bounded from above
and Kcp-convex, there holds

Ent,, (e @) yde), Yue (1,1/(KC)).

)< (17KCu Kq 1/' e /11

Moreover, when (X, d) is geodesic, the same inequality holds with |V f| instead of
|V, f| on the right-hand side.

This proves the implications (2) = (3) and (2) = (3’) (in the geodesic case) in
Theorem 5.1.

Proof. Let us justify the statement in the geodesic case. According to Proposi-
tion 2.9 (applied with the function 6(z) = Ka?/p), there holds [V, f| < |V'}}Cpf|
and when the space is geodesic, |Vl+<cpf| = |V f|, which completes the proof. O

5.3. From log-Sobolev inequalities for c,-convex functions to transport-
entropy inequalities

In this part we prove that a modified log-Sobolev inequality restricted to the class
of Kcp-convex functions also implies a transport entropy-inequality. One of the
main ingredient of the proof is Theorem 1.2.
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Theorem 5.5. Let p > 2. Suppose that for all K € (0,1/C) and all Kcp-convex
functions f: X — R bounded from above, there holds

63) Buty(e)) < T E s VR 1700 /) o), e (1. 2).

Then v satisfies the inequality Tp(k,C), where K, is some numerical constant
depending only on p. For p = 2, ko = e?. Moreover, if the space is geodesic,
the same conclusion holds if |V;<cpf| is replaced by |V f| on the right-hand side
of (5.3).

This proves the implications (3) = (1) and (3’) = (1) (in the geodesic case)
and completes the proof of Theorem 5.1.

Proof. For any bounded continuous function g, we define the function P;g by

11 (T, y)}

P,g(x) = sup {g(y) m

yeX

Let £ : [a,1] — (0,4+0o0) be a decreasing C! function defined on some interval [a, 1]
with @ > 0 and such that ¢(1) = 0. For all bounded continuous g define

c —1
Hy(t) = @log (/ec tWhg du), tela,l).

If all the H,’s were non-decreasing, then it would hold that Hy(a) < lim, .- Hy(t) =
J Prgdp. Since g < P,g, we would get

/ec—wa)g dp < €7@ [ Prad

which in turn, according to Bobkov and Gotze characterization theorem, would
prove that p satisfies T),(C/4(a)).

Hence, our aim is to construct a function ¢ such that all the H,’s are non-
decreasing. Set f; = C~1{(t)P,g. According to Proposition 4.1, H, is continuous
and differentiable on the right and

d _crw N\, U)? [dPyg
@iy ) = @y Feran [Enty (") + & / ar, ¢ .

Since ¢/ < 0, all we have to show is that the term into brackets is non-positive.
For all ¢ > 0, the function f; is K (t)cp-convex, with K (t) = C‘;Efll Hence, for all ¢
such that £(t) < t*~1 and all u € (1, 1/(CK(t)),

I Bp(u) — Fi(x)
But, () € it [ Vi (@) ().
Since f is K (t)cp-convex, it follows from Proposition 2.9 (applied with a(h) =
K (t)h?/p) that

v K d ok d r
o = t 1 U < t
Ve, il (@) ()(geaﬁﬁﬁm (WJ)) < ()(yerglna(tfx) (z, y)) :
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where m(t, z) is the set of points § where the supremum defining P, g is attained.
As a result, there holds

T VR A7) < KO cy(e.5).
On the other hand, according to Proposition 1.2,
@) =T max (r.9)
dty P gem(te)
Therefore
64) Vi A1) < 05 ) = T @)

So, for all ¢ > 0 with £(t) < t*~!, there holds

E(t)2 dP;g
ft v ft
{Entu (e ) + A0 / 7t e du}

<0 (35) 7o ) [ et o

where the function 6, is defined by 6,(z) = infi.,<1/s {%}, for x < 1.
Observe that 6, is finite on [0, 1[. Consider the function

1 T 0,(s)
v, (r) = / P ds, Vre|0,1].
=50y S o
According to Lemma 5.6 below, since p > 2, the function W, is well defined,
increasing and of class C' on (0,1). Define v(t) = W (= 1In(t)), for all t € [a,,1],
with a, = exp(—¥,(1)). The function v is decreasing and v(t) € [0,1] for all

t € [ap, 1]. Finally, define £,(t) = tP~ 1o (t), for all ¢ € [ap, 1]. A simple calculation
shows that 00 ; 6
P p\t) _
(ot )=y * =0 Ve o).
We conclude that ;o satisfies the inequality T, with the constant

c L o)
e = ([ smir ) =0

In the particular case p = 2, one has 0y(x) = 4z/(1 — z)?, and it is easy to check
that ko = e2.
There remains to consider the geodesic case. In this case, the inequality (5.4)

is replaced by the equality

1 o\ K@)t dPyg
it =G

and the rest of the proof remains unchanged. O

(),
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Lemma 5.6. The function s — ¢(s) = %Sl—l)

over, ¢(s) goes to 1 as s goes to 1, and

is continuous on (0,1). More-

pp/(P=1) ]
o(s) = m(l +e(s)), withe(s) — 0 as s — 0.

Proof. After some computations, it is easy to check that for s € (0, 1), the infimum
0,(s) is attained at some unique point u = u(s) € (1,1/s) such that

By (u)(1 — su) + s(Bp(u) — 1) =0,

or equivalently
u(s)?/ D — (u(s)Y/ @D —1)P = 1/s.

It follows from this equality that u(s) is continuous on (0,1), u(s) — 1 as s — 1
and u(s) = +oo as s — 0. As a first consequence, ¢ is continuous on (0, 1).
By a Taylor expansion at 0, one has

1 1 P

W:“(l‘m) = s ()

with g(s) — 0 as s — 0. It follows that su(s) — 1/p as s — 0. From these
observations, we get

1— (1 —u(s)~ Y@=y pp/ (=)
) = s(1—su(s) (1 - u(s)*l/(;:fl))p_l) = s0-2/-D) (1+2(s)).

with £(s) — 0 as s — 0. Since u(s) — 1 as s — 1 we easily get that ¢(s) — 1 as
s — 1. O

A. Proofs of Lemma 2.8, Lemma 2.11, Proposition 4.1 and
Lemma 4.2

In this appendix we give the technical proofs of Lemmas 2.8, 2.11 and 4.2, and of
Proposition 4.1.

Proof of Lemma 2.8. Let § € O.f(x). According to the definition of the c-subdiff-
erential,
f(z) = f(z) > Lz —9) — L(z — §), VYz€R™.

Let z = ¢ + eu with e > 0 and u € R™. Since L and f are smooth at z, we get
that, as € tends to 0, for all u € R™,

u-Vf(r) > —u-VL(z -y),

and therefore Vf(z) = —VL(z — 7). Let v, = 2 — § and u, = VL(vg). By the
convexity property of L,

(A1) L(v) > L(ve) + to - (v —1,), Vv eR™,
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or equivalently L(v,) < uo- v, — L*(o). Since L(v,) = sup,epm{w- v, — L*(u)}, it
follows that the derivative of v — u-v,—L*(u) vanishes at u,, and so v, = V.L*(u,).
Finally, x — § = VL*(u,) = VL*(=V f(z)), which completes the proof. O

Proof of Lemma 2.11. (1) The function h : y — g(y) — ta(d(x,y)/t) is upper
semicontinuous, bounded from above and its level sets {h > r} r € R are compact.
Tt follows that h attains its supremum and so m(t,z) = {h > sup h} is not empty
and compact.

(2) Let hy(y) = g(y) — tn a(d(xn,y)/tn), y € X. The sequence of functions h,
converges pointwise to the function A, and the convergence is uniform on each
bounded set. Since g is bounded from above by some constant r € R, there holds

d d

tn 128
d(zy,
>9(y) - tna(w)
128
Since (2, )nen is bounded and lim,,_,o t, =t > 0, we conclude that (y,)nen is a
bounded sequence. As balls are supposed to be compact, (y,)nen has converging
subsequences. Passing to the limit in the inequality (A.2) along a converging
subsequence of (yn)nen yields the conclusion that any limit point § of (yn)nen
belongs to m(t, ). O

, VyeX.

We turn to the proof of Proposition 4.1. The proof requires some regularity
properties of Q;f in the t variable that are gathered in the following proposition.

Proposition A.1. Let f be a bounded lower semicontinuous function on X ; define,
forallt >0 and z € X,

Quf () =it { 1) + ta( L22)],

and let m(t,z) denote the set of points where this infimum is attained. The follow-
ing properties hold:
(1) Forallx € X,
m(t,z) C B (z,ta”" (Osc(f)/t))-

(2) For allt,h >0,

- sup [Quan f(#) — QI ()] < B (07 (Ose(f)/1)
zeX
(3) If a(h)/h — oo, when h — oo, then for all bounded continuous functions f

and for all x € X,
lim Q.f(x) = f(x).

t—0+

tmint IO 9= 1)),

If a(h)/h — £ € RY, when h — oo, the same conclusions hold for all func-
tions [ with Lip(f) < ¢.

and
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(4) Let p be a probability measure and let ¢ : (0,400) x X — R be such that
lp] < M for some M > 0 and limy_,o4 ©(t,2) = (x) for all v € X. If
a(h)/h — oo when h — oo and if f is such that Lip(f,r) < +oo for some
r >0, then

imsup [ =2 (0 0ydu < [0 (97 1)) dn

t—0

The same conclusion holds if a(h)/h — £ € RT when h — oo and Lip(f) < ¢.

Proof of Proposition A.1. (1) Let M = sup(f) and m = inf(f). If g € m(¢,x),
there holds

m+ta(T00) < pig) 1 1a( T2 = Qi) < a1

which proves the first claim.

(2) Since ¢ — Quf(z) is non-increasing, |Quinf(z) — Quf(z)| = Quf(x) —
Qisnf(x). If y € m(t + h,z), then

- _ < = _

5 (Qif@) = Qunf(@) < 5 (ta(F58) — e+ ma(T55))
< B (a™t (Osc(f)/1))
where the last inequality comes from the mean value theorem, the monotonicity

of the function g, and point (1).

(3) Let us first assume that «(h)/h — 400, when h — +oo. In this case,
ta~1(Osc(f)/t) — 0 when t — 0, and so, according to (1),

inf {fW)} < Quf(z) < fla).

yEB(z,ta™1(Osc(f)/t))

Since f is lower semicontinuous, the limit when ¢ goes to 0 of the left-hand side
is greater than or equal to f(x). This guarantees that lim; .o+ Qi f(z) = f(x).
Moreover, for all 5, € m(t, z), f(9:) < f(z) and therefore

f@) = Qif(x) _ flz) - f(@) _a<d(xvﬂt)>
t

t t
_ @) — f(=@)]- d(z, ) d(z, 7:) (L @G) — f )]
(A.3) = A Fea(T) se ()
Arguing as before, we see that 3, — x as t — 0 so that

lim sup —f(:c) 7tQtf(m) <a*
t—0+

IV~ fl(x)) -

Now we assume that a(h)/h — ¢ € RT when h — co. According to what precedes,
it is enough to show that there is a constant » > 0 such that

m(t,x) C B(xz;rt), Vi>0,2€ X.
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Let § € m(t,z). Then there holds f(y) — f(z) + ta(d(z,y)/t) < 0. Since f is
assumed to be Lipschitz, we conclude that Lip(f)d(x,y)/t > a(d(x,g)/t). Since
Lip(f) < £ = limp— 400 @(h)/h, this implies that d(x,y) < rt where r = sup{h :

a(h)/h < Lip(f)} < 400, which proves the claim.
(4) We already know, by point (3), that

T@ = QD) < o (9= fl(w)).

lim sup
t—0+

Hence the result of point (4) will follow from Fatou’s Lemma (in its limsup version)
as soon as for some ty > 0, there holds

f(@) = Quf(x)

sup sup ——— < Q.
z te(0,to) t

Assume first that limj, o, a(h)/h = oo and let r > 0 be such that Lip(f,r) < oco.
Observe that lim;_,ot a~1(Osc(f)/t) = 0 so that, by point (1), there exists ¢, > 0
such that, for all t € (0,%,), all z € X and all g € m(t,x), d(z,g:) < r. Us-
ing (A.3), we conclude that

sup sup /@) = Q@) < o" (Lip(f,7)) < oo.
z te€(0,t0) t

Assume now that a(h)/h — ¢ € RT, when h — oo. Then, since Lip(f) < ¢,
(A.3) implies that

sup w < o" (Lip(f)) < oo.

This ends the proof of point (4) and of the proposition. O

Proof of Proposition 4.1. We will prove that H is right differentiable, the proof of
the left-differentiability being similar. Formally differentiating under the integral
sign yields, for all ¢ > 0,

)= Do ([ k0t au)

1 , d
(A.4) + k() [ O T g {/k (t)Qtfek(t)Qtf du +/k(t)mQtfek(t)Qtf du},

which easily gives the desired identity. Hence, there remains to justify the above
calculation. Define F'(t fek(t Q:if dy. To obtain (A.4), it is enough to show
that F' is right dlfferentlable and that

dF

—(t) = /k/(t)Qtfek(t)Q‘f dﬂ+/k(t)iQtf€k(t)Qtf dp.
di a
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Foralls >0, 2 (F(t+s) — F(t)) = [ Gydp, with G, = L (eF(tF9)Quref — ch(QuF)
Since t — Q¢ f(x) is right differentiable for ¢ > 0,

Ga() — K (OQuf () 0@ 4 k(1) L0, f(a)eH D),
s—0 dt+

For a given t € (a,b), let 5, > 0 be any number such that ¢t + n; < b. Then,
using the mean value theorem together with point (2) of Proposition A.1, it is
not difficult to prove that sup, ¢ x supy<,, |Gs|(r) < +oc. Applying the dominated
convergence theorem completes the proof. O

Proof of Lemma 4.2. Let f: X — R be a bounded and continuous function and
fix t > 0.

(2) First, following Lemma 3.8 in [12], we will prove that there exists » > 0 such
that Lip(Q.f,r) < oo. Set r = ta~!(Osc(f)/t). By point (1) of Proposition A.1,
there holds

Qif(u) = inf_{f(y) +tald(u,y)/t)}, VueX.

d(y,u)<r

Fix u,v € X with d(u,v) < r. Then, given y, € X such that d(v,y,) < r, it follows
from the mean value theorem that

|t od(u,yo)/t) — ta(d(v,y,)/t)]
< d(v, yo) — d(u, yo)| Joax o ([sd(u, yo) + (1 = 5)d(v,y0)] /1)

)

<o (2r/t)d(u,v).

Now, let y, be such that Q:f(v) = f(yo) +t a(d(v,y,)/t) and observe that, thanks
to the previous observation, d(v,y9) < r. It follows that (choosing y = y,),

Qif(u) = Qif(v) = inf {f(y) +taldu,y)/t)} = f(yo) — ta(d(v, yo)/t)
< tald(u,yo)/t) — ta(d(v,yo)/t) < o (2r/t)d(u,v),

which proves that Lip(Q;f,r) < oco.
Now assume that a(h)/h — ¢ € RT, when h — oo and let us prove that Q. f is
£-Lipschitz. The convexity of « implies that

h 2h) — a(h
(A.5) o) _ my < QBRI Zalh) gy
h h
So supy, @' (h) = limp_,o0 @’(h) = ¢ and it follows that Q.f is ¢-Lipschitz as an
infimum of ¢-Lipschitz functions.
(1) The inequality (A.5) above also proves that r, = 1 when ¢ < 4o0.

(3) Let (An)n>0 be a sequence of real numbers converging to 1. For any = € X,
let m(t,x) be the set of points y € X such that

Quf(z) = inf {f(2) +tald(z,2)/t)} = f(y) + taldz,y)/?).
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For any n, let v, be such that Q¢(A\n f)(x) = A\ f(yn) + ta(d(z,y,)/t). We have,
for all z € X,

Aninf f+ta(d(x,yn)/t) < A f(yn) + tald(x,yn)/t) < A f(2) + ta(d(x, 2)/t).

Since (Ay,), converges, we deduce that the sequence (y,,)n is bounded. Let y be a
limit point of a converging subsequence of (y,,),. Passing to the limit leads to

Fy) +ta(d(z,y)/t) < f(z) +tald(z,2)/t) Vze X.

Hence, y € m(t,x). In turn, after easy considerations left to the reader, one sees
that Q:(A\n f)(x) = Qif(z), when n — oo as expected. The conclusion of point (2)
follows and the proof is complete. O
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