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Bubbling solutions for nonlocal elliptic problems

Juan Davila, Luis Lopez Rios and Yannick Sire

Abstract. We investigate bubbling solutions for the nonlocal equation
Agu=uP, u>0 inQ,

under homogeneous Dirichlet conditions, where 2 is a bounded and smooth
domain. The operator A, stands for two types of nonlocal operators
that we treat in a unified way: either the spectral fractional Laplacian
or the restricted fractional Laplacian. In both cases s € (0,1), and the
Dirichlet conditions are different: for the spectral fractional Laplacian,
we prescribe u = 0 on 02, and for the restricted fractional Laplacian,
we prescribe u = 0 on R™\2. We construct solutions when the exponent
p = (n+2s)/(n—2s)+*e is close to the critical one, concentrating as e — 0
near critical points of a reduced function involving the Green and Robin
functions of the domain.

1. Introduction

This paper studies the existence of bubbling solutions for the problem

(1.1)

Ajdu=uP, u>0 inQ,
u=0 on X,

where Q is a smooth bounded domain in R", s € (0,1), n > 2s, p = Ztgi +e
(e > 0 small) and A, is an operator of fractional order with suitable boundary
conditions on ¥ (see below).

For the usual Laplacian s = 1, problem (1.1) was extensively studied when the
exponent p approaches the critical one from below, namely p = (n+2s)/(n—2s)—¢,
see Brézis and Peletier [5], Rey [26], [27], [28], Han [22] and Bahri, Li and Rey [2].
In the latter reference, bubbling solutions are found for n > 4, concentrating

around nondegenerate critical points of certain objects which involve the Green’s
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and Robin’s function of €. On the other hand, the supercritical case p = (n +
2s)/(n —2s)+ ¢ was studied by del Pino, Felmer and Musso [15], [16]; in particular
they showed a concentration phenomena for bubbling solutions to this problem
when the domain satisfies certain “topological conditions” —for instance a domain
exhibiting multiple holes.

The purpose of the present work is to develop such a theory for equations in-
volving fractional order operators with an almost critical exponent. The fractional
equation with the critical exponent (n 4 2s)/(n — 2s), an Euclidean version of the
fractional Yamabe problem, appears naturally in conformal geometry. Indeed,
Graham and Zworski [21] constructed a class of conformally covariant operators
that include the classical conformal Laplacian and the Paneitz operators, and is
parametrized by a real number. These operators are relevant as they contain geo-
metric information on the underlying manifold. See [11], [20] and their references
for recent results on the fractional Yamabe problem. More precisely, out of the
construction of Graham and Zworski, one can naturally define conformally covari-
ant operators of fractional order, giving in the flat metric the fractional Laplacian
in R™. Concentration phenomena in (1.1) for p = (n+2s)/(n —2s) £ (¢ > 0
small), are relevant in this context since it should provide insight to the role of
geometric quantities.

In the last decade, several works have been devoted to equations involving
fractional operators. The canonical example is the so-called fractional Laplacian
(—A)*, s € (0,1) in R™, the Fourier multiplier of symbol |¢[?%. In this respect, the
semi-linear equation

(—A)*u=f(u) in RY,

for a certain function f:R™ — R attracted a lot of attention (see for instance [8],
[31], [6], [7], [30], [18], [4], and references therein).

Coming back to the problem under consideration, for the subcritical case,
Choi, Kim and Lee [13] developed a nonlocal analog of the results by Han [22]
and Rey [27] above mentioned. They also proved Theorem 1.2 below in the case
p = p* —e. With a new framework in the spirit of [15], [16], we will be able to
generalize the work by Choi, Kim and Lee, and consider both the subcritical and
supercritical cases.

Furthermore, we treat in a unified way two types of operators, denoted here Ag,:
the spectral fractional Laplacian and the restricted fractional Laplacian. We now
describe them more thoroughly.

The spectral Laplacian. Consider the classical Dirichlet Laplacian Ag on the
domain §2; then the spectral definition of the fractional powers of Aq relies on the
following formula in terms of the semigroup associated to the Laplacian, namely

= ... 1 > dt
(12) (-8 ule) = >Nt 05(0) = s [ (27ulo) —u(o) i
= F(—S) 0 t
where I' is the gamma function and A\; > 0, j = 1,2, ... are the eigenvalues of the

Dirichlet Laplacian on 2, written in increasing order and repeated according to
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their multiplicity and ¢; are the corresponding normalized eigenfunctions, namely

i = /Qu(x)¢j(3:) dr,  with |[¢jllL2@) =1.

We will denote the operator defined in such a way as Ay, = (—=Aq)®, and call it
the spectral fractional Laplacian.

The restricted fractional Laplacian. For s € (0, 1), one can define a fractional
Laplacian operator by using the integral representation in terms of hypersingular
kernels

u(zr) —u(z

(1.3) (—A) u(z) = ¢y 5 P.V. /Rn % dz,

where ¢,, s > 0 is a normalization constant. One can “restrict” the operator to
functions that are zero outside {2: we will denote the operator defined in such a
way as Ag, = (—A|q)*, and call it the restricted fractional Laplacian. In this case
the operator (—A|g)* is a selfadjoint operator on L*(£2), with a discrete spectrum:
we will denote by As; > 0, j = 1,2,... its eigenvalues written in increasing
order and repeated according to their multiplicity and we will denote by ¢s ; the
corresponding normalized eigenfunctions.

In view of the previous discussion, the boundary conditions in (1.1) have to be
interpreted in the following way:

e u =0 on X =00 for the spectral fractional Laplacian,
e u=0onX=R"Q for the restricted fractional Laplacian.

In the entire space, the operator in (1.3), denoted (—A)®, can be defined
through the Fourier transform F by

FU=A)*u] () = [¢1* Flu](¢)-

We treat in a unified way both operators, the spectral and the restricted
Laplacian. The difficulties are due to the nonlocality of the operators under
consideration, which is a major point of our analysis. To overcome this prob-
lem, we use several techniques developed over the years. Throughout the paper,
p* = (n+2s)/(n—2s) represents the critical Sobolev exponent. For this exponent,
the corresponding equation in R™,

(1.4) (=AY u=ul",
has an explicit family of solutions of the form

wae(w) = A" 2w (@ - €))
with £ € R™ and A > 0, where

bn,s
(]_ + |1.|2)(n72s)/2

w(z) =

and b, s is a positive constant (see [12] for classification results).
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We construct solutions of (1.1) that concentrate at certain points in {2 as ¢ — 0.
These concentration points are determined by the critical points of a map which
involves the Green’s function of the operator Ag, and its regular part. Let G denote
the Green’s function for A§, in €, that is, for any £ € Q, G(-, ) satisfies

AnG(8) =0e() I Q,

(15) G(,¢ =0 on X,

where d¢ denotes the Dirac mass at the point £. In the entire space, we denote the
Green function by I', which satisfies

(=AY’ I'(z,8) = 0¢(x) for all x € R™,

|z]— o0

for each fixed £ € R™. The function I" is explicitly given by
Qn,s
1.6 I'z,§) = ————,
( ) ( ) |$ _ £|n72s
where a, s is a positive constant. We also define the regular part of the Green
function G of Q by
(1.7) H(z,8) =T(x,&) — G(x,&) forx,£€Q, x#E&.

Given m € N, the following function will prove to be very important for con-
structing solutions of (1.1):

1 m
(L8)  W(EA) = F{ D HE €A =2 G(& &N, | £log(Ar -+ Ar),
i=1 1<y
E=(&,...,&m) € Q™ and A = (Ay,...,Ap) € (0,00)™ (see (3.17)).
We recall the definition of stable critical set introduced by Y.Y. Li [24].

Definition 1.1 (Stable critical set). Let A be a bounded set of critical points
of W. We say that A is a stable critical set if for all ;1 > 0 there is a number § > 0
such that if ® € C*(Q) and

dis&?%gqug) —P(9)[+[VE(E) = VR(§)]) <9,

then @ has at least one critical point &, with dist(¢,.A) < p.

We will now state the main results of this paper. Let us start with a concen-
tration result of multiple bubble solutions.

Theorem 1.2. Suppose that VU in (1.8) has a stable critical set A. Then, for
every point (1, ..., &m, A1, ..., Ap) € A there exists a family of solutions of prob-
lem (1.1) which blow up and concentrate at each point &, i=1,...,m, as € tends
to zero.
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Actually, the proof will provide much finer information on the asymptotic profile
of the blow up of these solutions as € — 0. Up to a scaling and translation, the
solutions look around each &; like a bubble, which is a solution in the entire R™ of
the equation at the critical exponent. More precisely, we will find

m

(1L9)  we@) = by Y (

i=1 [(ﬁn,s AiEE)Q/n_QS + |l‘ - §i5|2]

1/2 y9 1—gem—rt o
s Ai55 2sfe(n—2s)/2

(n—2s)/2 ) +0=(),

where 0.(z) — 0 uniformly as ¢ — 0, & — &, and A;e — A; up to subsequences.
The positive constant /3, s will be defined in Section 3.

There is not a general method to find stable critical points of ¥ in (1.8). How-
ever, in some special domains depending on the criticality of the exponent p, we
shall show how to find some of these points and then prove the existence of a
concentrating family of solutions to (1.1).

The supercritical case, two-bubble solutions. In the supercritical case, i.e.,
p = p* +e, if we look for two-bubble solutions (m = 2) to (1.1), the criticality with
respect to A in (1.8) can be reduced and the following function will play a crucial
role:

(1.10) p(&1,&) = HY?(&,6) HY?(&, &) — G(&1, &).

A min-max argument shall be used to find suitable critical points of the previ-
ous function. We will show then a blowing up and concentration phenomenon at
exactly two points &1, &2, as € — 0, provided that the set where ¢ < 0 is “topo-
logically nontrivial” in a sense specified below. The pair (£1,&2) will be a critical
point of ¢ with ¢(&1,&) < 0.

Given B C Q, we will denote by H¢(B) its d-th cohomology group with integral
coefficients and by ¢* the homomorphism *: H%(Q) — H*(B), induced by the
inclusion ¢: B — .

Theorem 1.3. Consider the supercritical case in problem (1.1), i.e., p = p* + ¢.
Assume that © is a smooth bounded domain in R™ that satisfies the following
property: there exist a compact manifold M C Q and an integer d > 1 such that,
© < 0on Mx M, H(Q) — HM) is nontrivial and either d is odd or
H?4(Q) = 0. Then there exists ¢g > 0 such that, for any 0 < ¢ < &g, problem (1.1)
has at least one solution u.. Moreover, let N be the component of the set where
¢ < 0 which contains M x M. Then, given any sequence € = €; — 0, there is a
subsequence, which we denote in the same way, and a critical point (£1,&2) € N
of the function ¢ such that u. — 0 on compact subsets of Q\{&1, &2} and such that
for any 6 > 0,

sup  ue(x) — o0, i=1,2,

as € — 0.
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The asymptotic profile of the blow up of the solutions is like (1.9), but this
time one can identify the limits as

H(&,6)'? H(6,6)"?
H(§1751)1/2<P(51,§2) H(£2,£2)1/230(£17£2)-

To clarify the meaning of Theorem 1.3, we mention two examples under the
scope of this result. The first one is a domain D with an excised subdomain w
contained in a ball of sufficiently small radius. The second example is a domain
D C R3 from which one takes away a solid torus with sufficiently small cross-
section. For more details we refer the reader to [16].

A%Z— and A%:—

The subcritical case, one-bubble solutions. In the subcritical case, i.e., p =
p* — &, if we look for one-bubble solutions (m = 1) to (1.1), the function ¥ in (1.8)
takes the simple form

W(EA) = SH(EON —logh, £€QA>0.

H(E,€) is called the Robin’s function of 2. In Section 6 we will show that
c1d(€)* " < H(E,€) < cpd(€)? " forall € €9,

where d(&) := dist(&,0Q) and ¢1,¢2 > 0, see Lemma 6.5. Therefore H (&, &) blows
up at the boundary, which implies that its absolute minima are stable under small
variations of it.

Theorem 1.4. Consider the subcritical case in problem (1.1), that is p = p* — ¢.
Then, there exists a family of solutions which blow up and concentrate, as € tends
to zero, at an absolute minimum of the Robin’s function of §2.

The paper is organized as follows. In order to keep it easy to read, we have
chosen to concentrate in Sections 2—6 on the results dealing with the spectral frac-
tional Laplacian. In Section 7, the details which have to be changed in the theory
from the spectral fractional Laplacian to the restricted fractional Laplacian will
be explained. We refer the reader to the paper [3] (see also [25]) where a thor-
ough analysis of the differences between the spectral fractional Laplacian and the
restricted fractional Laplacian is performed; in particular, as far as their domains
are concerned and several other properties of their eigen-elements. In Section 2 we
recall the definition and basic properties of the fractional Laplacian in bounded
domains and in the whole R™. In Section 3 we shall develop the analytical tools
toward the main results. We study the linearization around special entire solutions
of (1.4); an initial approximation will be done as well. Sections 4 and 5 contain
the reduction to a finite dimensional functional and its relation with the original
problem (1.1); these sections contain the final tools to prove Theorems 1.2-1.4 in
Section 6. Finally, in Section 7 we complete the proof of the previous theorems by
studying the corresponding properties for the restricted fractional Laplacian.
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2. Preliminary results

In this section we recall some basic properties of the spectral fractional Laplacian.
The notations used throughout this paper are settled down as well.
On a smooth bounded domain €2, we consider

(~Aq)* =) A B,
i=1

where {\;, ¢;}5°, are the eigenvalues and the corresponding eigenvectors of —Agq
on H}(Q), and P; is the orthogonal projection on the eigenspace corresponding
to A;. Denote

H(Q) = {u = iai(bi € L*(Q): ia?/\f < oo}.
i=1 i=1

The operator (—Agq)?® is an isomorphism between H(2) and its dual. This space
can be characterized more explicitly, see [3], [10].

As it is now well known, the Caffarelli-Silvestre extension [9] provides a pow-
erful tool to handle problems (and do computations) involving nonlocal operators
modeled on the fractional Laplacian, which is our case here. We now describe this
extension in our context (see [8], [31], [10]). These two description are actually
equivalent once a suitable functional setting is defined.

The extension problem is set in the cylinder Q x (0, 00) and it will be conve-
nient to use the following notation: € R™, y > 0, and X = (z,y) € RT‘l =
R™ x (0,00); likewise, we denote by C the cylinder Q x (0,00) and by 9.C its
lateral boundary, i.e., 9Q x (0,00). The ambient space Hg 1 (C) is defined as the
completion of

C5..(C):={UeC>®(C):U=00ndLC}

with respect to the norm

o 1/2
(2.1) 0l = ([ = vvR)".

This is a Hilbert space endowed with the following inner product:

(U, V) = / Y723 VU -VV forall UV e H;§ (C).
c

In the entire space, we denote by D*(R’™!) the completion of C§°(R*") with
respect to the norm || - [|gn+1 defined as in (2.1). We point out that if Q is a
+

smooth bounded domain, then

H(Q) = {u=tr|gxoU:U € Hj 1 (C)}.

The extension problem is the following: given u € H(2), we solve
div(y'7?*VU) =0 inC,
(2.2) U=0 on 0rC,
U=u on €,
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for U € Hg 1 (C), where divergence and V are operators acting on all variables
X = (z,y). Then, up to a multiplicative constant,

(2.3) (—Ag)’u=— z}li% y' =% 9,U,

See [9] and [10] for the entire and bounded domain case, respectively.

Regarding this extension procedure, the Green function defined in (1.5) can be
seen, up to a positive constant, as the trace of the solution G for the following
extended Dirichlet—-Neumann problem:

div(y' = VG(-,€)) =0 inC,
(2.4) G(§ =0 on 9rC,
—lim y' 72 9,G(-,€) = d¢(*) on Q,

y—0

¢ € Q (we denote the Green function, as well as its extension, by G). Moreover,
we have the following representation formula:

(2.5) mazéagagmwmaﬁ for all 2 € C,

where u = tr|oxo3U. Likewise, the regular part of the Green function defined
in (1.7) can be extended in Hg ; (C) as the unique solution of

div(y' "2 VH(z,£)) =0, z€C,
(2.6) H(z,8) =I'(z—¢), 2 € drC,
: 1-2s _
lim y OyH(2,§) =0, z€Q,

¢ € Q (we denote the regular part of the Green function, as well as its extension,
by H).

In the next sections, given a a function v € H()), when we speak of its
s-harmonic extension to € x (0,00) we will always refer to the solution of (2.2).
This extension process depends on the domain, and we include the possibility that
the domain is R™, in which case U can be written as a convolution of v and an
explicit kernel

(2.7) Ulz,y) = Pz —t,y)u(t)dt
R’n
where
y2s
P(.Z‘,y) = C"vs (|J)|2 + y2)(n+28)/2

(see [9]). Then, the s-harmonic extension of the fundamental solution (1.6) to
R% :=R" x (0, 00) is given just by

an,s

Plaz) = i

for z1,20 € R, 21 # 2o.

We end this section with the following maximum principle.
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Lemma 2.1 (Maximum principle). Suppose that U is a weak solution of the prob-

lem
div(y'=?*VU) =0 inC,

U=g ondyC,

;13%) y'"#9,U =0 onQ,
for some function g : 9r.C — R. Then

sup [U(2)] < sup |g(2)].
zeC z€0rC

Proof. Let U = sup,¢g, ¢ 9(z), and consider the function V(z) = U — U(z) which

satisfies
div(y'™?*VV) =0 inC,

V>0 ondC,
;13% y'7?*9,V =0 onQ.

Note that V'~ =0 on 9;C. Then, we deduce that
0= / y' TEVV VYT = — / TR AVA T
c c

This implies that V~ = 0, and then U < U in C. By a similar argument, we can
deduce that inf,ep, ¢ g(z) < U in C, which completes the proof. O

3. Initial approximation and reduced energy

Let € be a bounded domain with smooth boundary in R™. It will be convenient
to work with the enlarged domain

Q. = V2,
e > 0 small, that, after the change of variables
v(z) = eTEG=T72 (/"2 g) |z e Q,
transforms equation (1.1) into

(3.1) {(‘Aﬂe)% =" >0 inQ,

v=0 on 0f,
(recall that p* := (n+ 2s)/(n — 2s)).

As € > 0 is small, we shall develop an initial approximation based on solutions
of the equation

(3.2) (=A)*v =" inR™
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Specifically, the family generated by

. bn,s
w(z) = (1+ |z2)(n—25)/2

in the following way:

A (n—2s)/2
AN+ |z—¢ |2)
with A > 0 and £ € R". Here b,  is a positive constant (see [12] for classification
results).

Let W) ¢ denote the s-harmonic extension of wy ¢ to Rﬁ“ given by the for-
mula (2.7), so that Wy ¢ satisfies

(33)  waele) =AW @ - €) = bus (

)

5.4 { div(y' =2 VWae) =0 in R7H

W)\,g = Wx¢ on R".

To deal with the zero Dirichlet condition in (1.1), we introduce the function vy ¢
to be the H({2.)-projection of wy ¢, namely the unique solution of the equation

9 R
U)e = 0 on GQE.

The functions vy ¢ can be expressed as
Ung = Wag — pag in ke,

where @) ¢ is the trace on ). of the unique solution @, ¢ of

div(y' "2V, ) =0 in Ce,
(3.6) @)“E = W,\é on ach,

li 1-2s 1)) — 0]

yli%y 0yPre =0 on .
(recall that that C. is the enlarged cylinder Q. x (0,00) and 9.C. is its lateral
boundary).

We develop an initial approximation with concentration at certain m points
&, ..., &n € Q. To this end, we consider the properly scaled points

(3.7) g =02 € Q.

and, for parameters Aj,..., A, > 0, look for a solution of problem (3.1) of the
form

(3.8) v =17+ 9,

where

v =

I

Vi, with Vi = Ux,; ¢l

i=1

The points and parameters {£;, A; }7*, shall be suitable chosen to made the term ¢
of “small order” all over ..
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As we pointed out in the previous section (see (2.2) and (2.3)), solutions of (3.1)
are closely related to those of

div(y' = VV) =0 in Ce,
V>0 in Ce,
(3.9) V=0 on 0rC.,

— lim 72 0,V = P on Q..
y—0
These functions correspond, in turn, to stationary points of the energy functional

1 1 x
1 e = — 1-2s 2 _ / erl:l:E'
i) s =g [ v e [

We remark that in the subcritical case these functionals are well defined and C*!
in the Hilbert space Hg  (C).

If a solution of the form (3.8) exists, we should have Jo. (V) ~ Jio(V), where V
and V denote the s-harmonic extension of v and o, respectively. Then the cor-
responding points (&1,...,&m, A1, ..., Am) in the definition of ¥ are also “approxi-
mately stationary” for the finite dimensional functional (&1,...,&m, A1,y Am) —
Jio(V). Tt is then necessary to understand the structure of this functional and
find critical points that survive small perturbations. A first approximation is the
following: if the points &; are taken far apart from each other and far away from
the boundary,

m
Jis(‘?) ~ Z Jis(‘/z) ~ an,sa
=1

where

p*+1
b

1 1
C =2 1-2s 171772 —
L) /Riﬂ 4 VWi p*+1 Jgn [w

and V; and W are the s-harmonic extension of v; and w, respectively.
To work out a more precise expansion, it will be convenient to recast the vari-
ables \; into the A;’s given by

(3.11) An2/2 g A2
with

fR" wP 1
(p* + D) (Jgn wP)?"

In order to get good estimates of Ji.(V), we take the concentration points uni-
formly separated in €2 and away from the boundary. Let us fix a small § > 0 and
work with &1,...,&, € Q, and Aq,..., A\, > 0, such that

ﬁn,s =

(3.12) |& —¢&| >¢6 foralli#j and dist(&,00)>6 for all 4;
(3.13) A; € (6,671 for all 4.

In order to find and expansion of J1.(V), let us find before one for ¢y ¢ and vy ¢r.
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Lemma 3.1. Given £ € Q and X\ > 0, we have that

(3.14) ore (6729 1) = a N 292 H (g €) e + o(e),
uniformly for x € Q. And

(3.15) ox e (€772 ) = a A T29/2 G, €) € + o(e),

uniformly for x on each compact subset of Q\ {¢}. Here o = a(n,s) = [, wP”,
and G and H are respectively the Green function of the fractional Laplacian with
Dirichlet boundary condition on Q0 and its reqular part.

Proof. Using (2.5) and then (3.3), the function Wy ¢ in (3.4) can be written as

W)\»E’(’Z) = / F(Z,T) ’Ll)i;/(’r) dT
= \(nt29)/2 / L(z,7)w? A Hr—¢))dr forall z = (z,y) € R

Regarding (2.6) and (3.6), let us now consider the functions
H.(z) = oA 22 H(z, 6)e and &.(z) = Dy e (e=1/(n=29) 2,

both defined in C. Using the previous identity, we have that,

@E(z) — W)\,f’ (E—l/(n—Qs) Z) — /\—(7L+2s)/2 / F(E—l/('rl—Qs) Z,T) wp* (/\_1(7__§/)) dr

n

— /\(n—23)/2/ F(E—l/(n—2s) Z,fl + /\7_) U}p* (T) dr

= \(n=29)/2 5/ I'(z,&+ Ael/(n=29) T) wP (r)dr
= a X292 (2 €) e + o(e),
uniformly for z € 9;,C. Therefore,

sup |¢€(Z) - HE(Z)| = 0(5)'
z€0LC

By the maximum principle in the previous section, we deduce that

sup |¢5(Z) - HE(Z)| = 0(5)'
zel

This establishes (3.14). A similar argument can be used to state (3.15). O
Lemma 3.2. The following expansion holds:
(3.16) Jee(V) =mChs + [Yn.s +wns ¥(E,A)] e+ o(e)

uniformly with respect to (&, A) satisfying (3.12) and (3.13).
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Here,
1 m
(3.17) V(L A) = 5{ > H(&,&)AT - QZG(&,@)AiAj} +log(A1-An),
i=1 1<J
m m m .
Tn,s = { + p*—+1 Wn,s £ D) Wn,s 108 Bn,s F p*—+1 /n w? logw}
p"+1
and Wy s = Jpn” T
» p* + 1

Proof. Consider the energy functional

1 1 .

Jo(V) = = 1=2s \yv|? — / VPt
W)= [ v rivE - g [ vl

In order to prove (3.16), let us first estimate Jo(V). Recall that v = 31" | v;, and
then V = Z:’ll V; where V and V; represent the s-harmonic extension of v and v;,
respectively. We have

Jo(V) = Jo(D_Vi)
1=1
— - 1 1-2s 12 1 "1
ZQ/Cy vVl p*+1/gf’f
m

SR Y R A Sl AR X

i£j s =1

Now, recall that, by (3.5), V; satisfies up to a constant
div(y'=?*VV;) =0  inC.,
(319) V; =0 on aLCE,

- liir%) y' 72 0,V; =w!  on Q.
y

where w; = wy, ¢/. Integrating by parts, we deduce that

1-2 2 _ p* P +1 p*
/ y |V —/ w; Ui—/ w; — Wy @i-
CE Qa QE

This and the previous lemma imply

* * 2
/ Y2 [TV = / w1 = g, / W) H(&, &) A2 e + ofe)
n Rn

€

(3.20) = [ IIWE =B ([ w) H ) AT ofe),

where the last equality is due to W is the s-harmonic extension of w, which satisfies
equation (3.2).
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By a similar argument, we see that
o\ 2
ga) [ vy = ([ o) G g e oo
* * * 2
G2 [ = [ w0 ([ o) HEE A o)
Qe Rn R~

and

il (iw > ]

1=

—

(3.23) = (/ ) G(&, &) AiAje+o(e).

i#]
Putting (3.20)—(3.23) in (3.18), we conclude that

m

S Do H 6 AT 23066 6) Ak e+ ofe)

i<j

wn S

Jo(‘_/) = mC’ms +

On the other hand,

Jee (V) = Jo(V) = iL/ priHl
Q.

1
12 /QE 1% log V' + o(e).

p*+1

The right hand side can be computed as in [15, Lemma 2.1] and [16], it gives us
the following expansion:

Jic(V) = Jo(V) = {i ﬁ /Rn w? T+ mbgﬂn s(/n wp*“)

f ; wP 1 .
e — / wP T logw} e+ o(e),
R

P log(Aq---Ap) F

m
pr+1
which concludes the proof. O

Remark 3.3. The quantity o(¢) in the expansion above is actually also of that
size in the Cl-norm as a function of ¢ and A satisfying (3.12) and (3.13).

4. The finite-dimensional reduction

In this section we introduce a linear problem in a suitable functional setting which
is the basis for the reduction of problem (1.1) to the study of a finite dimensional
problem. Fix a small number ¢ > 0 and consider points & € Q. and numbers
A; >0,i=1,...,m, such that

€ — &) > e V29§ for all i # ,

(4.1)
dist(¢),0Q.) > e V(=25 and §< A; <! for all i.
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As we mentioned in the previous section, we look for solutions to problem (3.1)
of the form v = v+ ¢, see (3.8). So we consider the intermediate problem of finding
¢ and c;; such that

(—Aq. ) (v+¢) = (v + (b)lfis + Zi,j cijwp*_lzij in Q,

(4.2) »=0 on 0f),,
/ duw Lz =0 for all 4, 7,

Qe
where z;; are defined as follows: consider the functions

aw/\i»f{ . .
(43) Zj=-—5 1<i<m, 1<j<n,

o€
_ Owy,er  n—2s , .

and then define the z;;’s to be their respective H (). )-projection, i.e., the unique
solutions of

(7AQE)SZij = (*AQE)SZM n Qa,
25 =0 on 09)..

Remark 4.1. i) In order to find solutions of (3.1), we have to solve (4.2) and then
find points & and scalars A; such that the associated ¢;; are all zero.

ii) Observe that for ¢ € L>°(R™) the integral

.
-1
pwP Tz
R™

is well defined because w? ~!(x) < C(1 + |z|)~** and |z;;(z)| < C(1 + |z])~"F25,

iii) The role of the functions z;; will be clarified in Proposition 4.3.

The first equation of (4.2) can be rewritten in the following form:
(~Aq.)%¢ — (p" £) 07 T H G = R+ N(6) + Y ciju?” 2y
.3
where
Ro=0""% =3 w!” and N.(¢) = (0+ ) == — " % — (p* £ o) 7" ",
i=1

Then we need to understand the following linear problem: given h € C*(€).), find

a function ¢ such that for certain constants ¢;;, i =1,...,m, j =0,...,n one has
(~Aa.)¢— (" £e) " o =h+)y ) cijwP” 1z in Q.
(4.5) ¢=0 on 99,

/Q qﬁw”**lzij =0 for all i, j.
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To solve this problem, we consider appropriate weighted L°°-norms. For a
given v > 0, let us define the following norm of a function h: Q. — R:

|h(2)]
hllo = sup = v .
I veQ. Qi (1 + |2 = &)~

With these norms, we have the following a priori estimate for bounded solutions
of (4.5).

Lemma 4.2. Let o > 2s and assume constraints (4.1) hold. Assume also that
¢ € L>®(Q) is a solution of (4.5) for a function h € C*(§2.). Then there is C
such that, for e > 0 sufficiently small,

(4.6) [l < Cllhlla
and
(4.7) lcij| < C||h|a-

From now on, we denote by C a generic constant which is independent of &
and the particulars &, A; satisfying (4.1). The proof of this lemma is based on the
following non-degeneracy property of the solutions wy ¢ (see [14]).

Proposition 4.3. Any bounded solution ¢ of equation
(-A)y¢p=puls'e inR"
s a linear combinations of the functions

n—2s aw&g

(48) W, ¢ + (IL’ — fl) . Vw)“gz,

1<y <n.

We will also need the following elementary convolution estimate.
Lemma 4.4. For 2s < a < n there is C' such that
(L + &) (I # h) || oo my < C (L + [2])* P Lo @n),
where I' is defined in (1.6).
Proof of Lemma 4.2. Let & = e /n=29) ¢, e Q. N\ >0,i=1,...,m, denote the
properly scaled points and the parameters, respectively. Let us first estimate the

constants ¢;;. Testing the first equation in (4.5) against zj; and then integrating
by parts twice, we deduce that

Zcij/ wp*ilzijzlk:/ [(*AQE)SZUC*(P*i@ﬁptligzzk](?*/ hzig, €>0.
7 Q. Q. Q.
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This defines a linear system in the c¢;;’s which is almost diagonal as € approaches
to zero; indeed, for k =1,...,n,

. . 811))\1_’0 2
/ w ~ zij 2 = O 5ﬂ€/ wf o' (a—> +o(l)
Qe n ? T

and for k = 0,
. «_1/m—2s 2
/ wh 1 Zij 210 = 03l (53'0/ wii’ol (T wy;,0 + T - VU}A“()) + o(1).
QE n
On the other hand, we deduce that, for [ =1,...,m,

/Q (A, ) 21 — (p* £2) 07 7 2] ¢ = 0(1) ||| = (02,

after noticing that (—A)*z;, — p*wijalzlk = 0 (recall the definition of z, in (4.3)
and (4.4)), and then applying the dominated convergence theorem. It is also easy

to see that
’/ hzlk‘ < C A
Qe

Therefore, the constants c;; satisfy the estimate
(4.9) leigl < Cllhlla + 0(1) [l as e 0.

We proceed by contradiction to prove (4.6). By abuse of notation, assume that
there are a sequence € — 0 and functions ¢. € L>(€.), which are solution of (4.5)
for some h., and such that

fclloey =1, [lhella =0 ase—0.

Let us denote by &/, = e~/("=29) ¢, € Q. and \i. the corresponding points and
scalars associated to the previous sequence. Observe that, by (4.9),

(4.10) leisl < Cllhclla + o(1) ell =) = o(1) a5 & — 0.
We shall prove that

(4.11) lim [|¢<[|, = 0,

for any v = min{a, f} — 2s, where § is any number in the interval (2s,4s). In
particular ||¢.|[ ;e .) — 0 as € — 0, which is a contradiction.
To show (4.11), we first prove that for any R > 0,

(4.12) ¢ — 0 uniformly on Bg(&},).

Suppose that this is not true and translate the system of coordinates so that &/, = 0.
Then there is some point z. € Br(0) such that

(4.13) |pe(2e)| >
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By passing to a subsequence we can assume that ¢. converges uniformly on com-
pact sets of R to a bounded solution ¢ of the problem

(—A)¢ =p*ulh s '¢ inR"
for some A > 0 (recall that \;. stay bounded and bounded away from zero by (4.1)).
By Proposition 4.3, ¢ is a linear combination of the z;;’s. We can take the limit in

the third equation of (4.5) and use the Lebesgue dominated convergence theorem
to find that ¢ satisfies

/wito_lzij(bzo forall1<i<m,0<j<n,

and we deduce from this that ¢ = 0. But due to (4.13) there must be a point x
such that |¢(z)| > 1/2, which is a contradiction.

On the other hand, we claim that for any 2s < § < 4s,
(4.14) lim || (p* £ ¢) P g g =0.

Indeed, observe that 0 < (p* +¢)o? ~1* < CY " (14 |z —&.)~*, so
i (Lt |e =& )"

(S g )

Let € > 0 be given. Then there exists R > 0 large so that

S (L +]z - )"
i (U =& )P

By (4.12), there is ¢ such that for all € < gq

[(p* £e) ¥ e g.flp < C sup
TEN:

<& VYreQ.\U Br(.).

sup |¢:| < é.
Br(&l,)

It follows that for e < g,

m T — 4s
Lot &l o)<

sup
z€Q. i= 1(1 + |J) |)

and this proves (4.14).
Let us now consider

(L+Jz—& I)‘ﬁ

fis(-r) = Zm (1+ |.Z‘ ) |(p* iE) gP —iEe ¢g(l‘)|,
(e e .

hie() ZT=1(1+|96*§" ) Ihel)]

Lie(z) = (14| — ‘ch’wp 2k |,

Y (1 Iw—ﬁ

and observe that Yo fie = |(p*F £e)vP TolEeg, [, >, hic = |he| and Y tie =
Dok cpwP” "1z, We extend the functions fic, hie and t;. by zero outside ..
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Let 9;. be the solution to
(=A)*tic = fie + hic +t;e inR",

with ;. (x) — 0 as |z| — oo, obtained by convolution with I'.
Let ¥ = Zl ;- and observe that 1. satisfies

(=A)*e =g inR"

where i
((p* &) 0(x)” ~ ¢ (2)] + |he ()]
ge(x) = + | th clkw(x)p*_lzlk(mﬂ if v € Q.,
0 g,

Using the maximum principle for the extended problem in Q. x (0, c0), Lemma 2.1,
we find

(4.15) |¢e| < ¥ in Q..

Therefore we can get weighted L™ estimates for ¢. by establishing these for ..
Note that centering at &/, =

H(l + |m|)ahi€HL°° § ||h€Ha

and therefore, by the previous lemma,

(4.16) (1 + 2)* 72T * hic|| oo mn) < |lhella-

Similarly,

(4.17) (L + )2 T ticl ooy < Y le] lw?” ™ 21k
Ik

Finally, if 2s < 8 < 4s, using again the previous lemma we find that
(4.18) (L + [2)P72T * fie|lpoony < (1 + [2])? ficll oo (rr)
<|I(p* £ ) 07 1 Gl
Hence, by (4.16)—(4.18)
[¥elly < C UG )24 bulla+ el + 3 el o~ 20e]),
1k
where v = min{f — 2s, « — 2s}. Using (4.15) we get that
el < € (10" 208 7 6+ el + 3 leael " zuel).
1k

But [|(p*+e) 5P~ ¢, 5+ [ hella+22 5 leuwl w1 zi]|a — 0 as e — 0 by (4.10)
and (4.14). This proves (4.11).
Finally, (4.7) is a consequence of (4.6) and (4.9). O
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As a consequence of Lemma 4.2, we deduce the following proposition.

Proposition 4.5. Let o € (2s,4s) and assume constraints (4.1) hold. Then there
are numbers eg > 0, C' > 0, such that for all 0 < & < g9 and all h € C*(Q),
problem (4.5) admits a unique solution ¢ = L.(h), and

(4.19) [Le(M)lla—2s < Cl[hlla, and ezl < Chlla-

Proof. Let us consider the space
H= {(,ZS € H(Q.): / QSwp**lzij =0 Vi,j}
Qe

endowed with the usual inner product. The weak formulation of problem (4.5) is
the following: find ¢ € H such that

< @, >= / (pte) oP T1EE G +/ (thZcijwp*’lzij) ¢ for all v € H.
Q. Q. i

With the aid of the Riesz representation theorem, this equation takes the form
(4.20) ¢ = Fe(¢) + h,
where F. and h are operators defined in L2(2) by

F.=(-Ag.)%oly, and h=(-Aq.) %ol

I and [y are the functions defined in L?(Q.) given by

nw) = |

and (—Agq_)~® represents the inverse of the fractional Laplacian operator.

Using the compactness of the embedding of H(£).) into L?*(Q.), we deduce
that F. is compact (see for instance Ch. VII of [1], and [17], [3]). Fredholm’s
alternative guarantees unique solvability of this problem for any h provided that
the homogeneous equation

£ 0 ad ()= [ (he Y egur ) v,
Qe i,j

€

¢:FE(¢)

has only the zero solution in H. Lemma 4.2 guarantees that this is true provided
that € > 0 is small enough.

Finally, estimate (4.19) is a consequence of (4.6) and a simple argument by
contradiction. O

It is important for later purposes to understand the differentiability of L. on
the variables £, and A;. To this end, given o € (2s,4s), we define the space

L () = {h € L) : [[Pfla < 00},
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and consider the map
(&',A,h) — S(&' A h) = L.(h),

as a map with values in L3° N H(€,).
The proof of the next results are similar to that found in [16] for the case m = 2
(see also [15]). We omit the details.

Proposition 4.6. Under the conditions of the previous proposition, the map S is
of class C* and
”vEHAS(g,vAah)”a—Qs <C HhHa

Proposition 4.7. Assume the conditions of Proposition 4.5 are satisfied. Then,
there is a constant C' > 0 such that, for all € > 0 small enough, there ezists a
unique solution

¢ =&, N) =+
to problem (4.2) with v defined by 1 = L.(Rc) and for points &', A satisfying (4.1).
Moreover, the map (£',A) — ¢(&', A) is of class C* for the || - ||a—2s-norm, and

QE a—2s S Cemin{p*,2}7 Ve A(Z~S a—2s § Cgmin{p*,2}'
38

5. The reduced functional

Let us consider points (£, A) which satisfy constraints (4.1) for some § > 0, and
recall that ¢ = e~/ ("=29) ¢ Let ¢(x) = ¢(¢', A)(x) be the unique solution of (4.2)
given by Proposition 4.7. Let ® the s-harmonic extension of ¢ (recall (2.2)) and
consider the functional

Jee(€A) = J:I:E(‘7 + @),
where Ji. is defined in (3.10). The definition of ® yields that

Ji.(V+®)[0] =0 forall®e Hj ()

pr—1,
/ Ow Zijs
QE

such that

where 0 = tr |o_x {0} ©.
It is easy to check that

Oz, vi = zij +0(1),  Op;vi = zio + o(1),

as € — 0. The last part of Proposition 4.7 gives the validity of the following result,
see [15], [16] for details.

Lemma 5.1. v = 0 + ¢ is a solution of problem (3.1) if and only if (§,A) is a
critical point of Ji..
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Next step is then to give an asymptotic estimate for Ji.(§, A). As we expected,

this functional and J.(V') coincide up to order o(e). The steps to prove this result
are basically contained in [15], Section 4, and [16], Section 6; we omit the details.

Proposition 5.2. We have the expansion
(51) \7:&5(57 A) = mcn,s + [’Yn,s + wn,s\I}(f, A)]€ + 0(5)7

where o(e) — 0 as ¢ — 0 in the uniform C'-sense with respect to (&, \) satisfy-
ing (3.12) and (3.13). The constants in (5.1) are those in Lemma 3.2, and

1 m
U(EA) = 5 { D H(E &) A -2 ) G &) A A £ log(Ar -+ An).
i=1 i<j
This result together with Lemma 3.2 and and Remark 3.3 imply
(5.2) VIre(&A) = wn s VI(E,AN) e+ o(e).

Lemma 5.1 and this estimate show up the importance of the stable critical points
of ¥ to find solutions of (3.1), and thereby to (1.1).

6. Proof of the main results

We will now show how the results of previous sections imply the validity of the
theorems stated in Section 1 (in the spectral fractional Laplacian case). Let us first
note that Theorem 1.2 is a direct consequence of Lemma 5.1 together with (5.2)
and the stability of the set A of critical points of .

6.1. The supercritical case, two-bubble solutions

In this subsection we prove Theorem 1.3. So we consider the supercritical case,
p = p*+e¢, in (3.1), and look for a two-bubble solution. We set up a min-max
scheme to find a critical point of the function ¥ that will be used to find a critical
point for the reduced functional J.., according to Proposition 5.2 and posterior
comments.

In this setting the function ¥ takes the form

(61) WEA) =+ {H(E.E)AT + H(E&)A3  26(6. E)MAs)} + log(Aihs),

where & = (£1,6) € Q% and A = (A1, A2) € (0,00)? satisfy (3.12) and (3.13),
respectively. This function is well defined in (2% \ A) x (0,00)?, where A is the
diagonal A = {(&1,&) € Q2 : & = &} We avoid the singularities of ¥ over A by
truncating the Green function as follows. For M > 0, define

_JG©) G <M,
Gule) = {M if G(&) > M,
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and consider Wyy , : Q% x (0,00)% — R given by
(6.2) Uarp(€A) = W(EA) = 2Gn(§) A1 A2 + 2Gn (§) A1 Az,

where p > 0 and Q, = {£{ € Q : dist(§,0Q) > p}. The quantities M and p will be
chosen later, and we still denote by ¥ the modified function Wy ,.

For every ¢ € M? we choose A(£) = (A1(€),A2(€)) to be a vector defining a
negative direction of the quadratic form associated with ¥. Such a direction exists
since, by hypothesis, the function defined in (1.10),

o(&1,&) = HY2(&1,&) HY?(&,&) — G(&1, &),

is negative over M2. More precisely, fixed ¢ = (£1,&) € Q2 and considering 1
in (6.1) as a function of A = (A1, Az), we have a unique critical point A(§) =

(A1(€), A2()) given by

_ H(§2a§2)1/2
H(&,6)Y%0(61,6)

In particular, we have that

H(gla §1)1/2

2 _
(6.3) A= H(&,&2)120(61,&2)

and A% =—

H(&,&)AT + H(&,&)A5 — 2G (&, &) A Ay = —1

and

B(E,A®)) = — = + log

1
2 ()1

In order to define the min-max class, we consider the set D = {(¢,A) € Q2 x
(0,00)% : p(£) < —po}, where po = min {3 exp(—2C; — 1), —3 max{¢p : in M?}},
with

Co= sup V(£ 0);
(&o0)eM?2xT
I is the interval (0g, 05 ') where op is a small number to be chosen later. With the

previous choice of constants, we necessary verify that M? x (0,00)? C D. Now,
let Z be the class of continuous functions ¢ : M? x I x [0,1] — D, such that

(l) C(g,O'O,t) = (§>UOA(§))7 and C(gvo-()_lat) = (gaa()_lA(g)) for all § S Mza
t €10,1], and

(i) ¢(€,0,0) = (&, 0A(©)) for all (£,0) € M2 x I.

Then we define the min-max value

(6.4) c(§)) = inf s (¢ a,1))

and we will prove that ¢(2) is a critical value of W.

To prove that ¢(£2) is well-defined, it is necessary an intersection lemma that
depends on a topological continuation of the set of solutions of an equation. The
idea behind is based on the work of Fitzpatrick, Massabo and Pejsachowicz [19]
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(see Corollary 7.1 in [16]). For the “fractional U”, the proof of the next related
result is similar and we omit the details. We point out that the hypothesis in
Theorem 1.3 about the topological nontriviality of the set ¢ < 0 is used precisely
here.

Lemma 6.1. There is a positive constant K, independent of og, such that

(6.5) sup  W(((§,0,1)) > —K forall(eZ.
(&0)eM2xT

The next step is to show that the domain in which ¥ is defined is closed for
the gradient flow of this function. The following lemma supports this claim.

Lemma 6.2. Given ¢ < 0, there exists a sufficiently small number p > 0 satisfying
the following: If (&1,&) € 0(Q, x Q) is such that p(&1,&2) = ¢, then there is a
vector T, tangent to 0(Q, x §,) at the point (&1,&2), so that

(6.6) V(&r,&) -7 #0.

The number p does not depend on c.

Proof. Fix ¢ < 0 and, for p > 0 small, suppose that &, € 99,, {&, € Q, and
©(&1p,&2p) = c. After a rotation and a translation, we can assume that &, =
(Ogn-1, p) and that the closest point of 0N to &, is the origin. To analyze the
behavior of Vi (&1,,82,) as p — 0, is convenient to consider the enlarged domain

0 =p10

)

and use the notation £ = p~¢ € QF for £ € Q. Observe that the associated Green
function of Qf and its regular part are given by

Gﬂ(gth) = pn72G(£17£2) and Hﬂ(glng) = pn72H(£17£2)7

and then o
Pp(€1,&) = p" (&1, &),
where
0p(61,6) = Hy?(&1,6)H) ? (&, &2) — (&1, &)

We denote by &; the point &, = (Ogn-1,1). We claim that |& — &, = O(1) as
p — 0. Indeed, by contradiction, suppose the this is not true. Arguing as in the
proof of Lemma 6.5, we deduce that there exists a constant C' > 0 such that

Hp1/2(51>g1)H;/2(52m§*2p) > Cé — £2p|—(n—2)/2’
Gp(glngp) S C |51 — 52p|*(n72)'
Therefore, for p > 0 sufficiently small,
Cl& — &, " "D/2 < (&, &,) = cp" 2,

which is a contradiction since ¢ < 0. We note that this conclusion only depends
on the fact that ¢ is negative.
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Then we can assume that &, — & as p — 0, for certain & = (€, &%), where
&Y > 1. Observe that as p — 0 the domain 2” becomes the half-space R} =
{&€=(&4...,€") € R : " > 0}. Arguing again as in the proof of Lemma 6.5,
the functions H, and G, converge to the corresponding ones H; and G in the
half-space R’ , namely

n,s 1 1
Hy(6,6) = m and G4 (1,&) = an,s(|£17£2|n,28 - |£1_£2|n_28>,

where & = (&, —€5), for & = (&,&5). Similarly ¢, and its gradient converge
to ¢4 and its gradient, respectively, where

04+ (61,&2) = Hi/z(&,fl) Hi/2(€2,§2) — G4 (61,82)-

Now, since ¢,(£1,&2,) = ¢p" 2, we have

(6.7) oy (&1,&) = 0.
Assume first that & # 0. Then, for the direction 7 = (Og», &5, 0),
1 1

6 — &[22 g g2t

Vi (,6) 7= —(n = 28)anq( )I&s12 # 0,

since |& — &| < & — §2| Observe that for p sufficiently small, 7 = (Ogn,&3,0)
is tangent to 9(Q, x Q,) in (&1p,82,). Assume now that & = 0, and suppose

that & = (0,6p) with 6 > 1. Consider the function ¢, (0) = ¢4 (&1,0gn—1,0) =
@4 (Ogn-1,1,0gn-1,0); let us prove that ¢/, (6p) # 0. Indeed,

Lo (0) = 1 I D
n,s P+ - on—2s0(n—2s)/2 (0 _ 1)n72s (9 + 1)n72s’

and thereby

a, @'y (0o)
(6.8)

1 1 1
= (n - 28) [(90 _ 1)n+172s o (00 + 1)n+1725 + 2n+1—2s9(()"+2_2s)/2}

On the other hand, (6.7) implies ¢4 (0y) = 0. Thus
1 1 1

on—2s 9(()71728)/2 (90 _ 1)n—23 B (90 + 1)n—2s’

and putting this in (6.8), we deduce that ¢’ (6p) > 0, as claimed. And then we
find that

V(&) 7> 0,

where 7 = (Ogn,Ogn-1,1). Observe that 7 is tangent to (2, x Q,) in (&1,,&2,),
and the proof is complete. O
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Finally, we have a critical value for .
Proposition 6.3. The number c¢(§2) in (6.4) is a critical value for ¥ in D.

Proof. Let us first prove that for every sequence {&;, A;}; C D such that (§;,A;) —
(&0, Ao) € 0D and ¥(&j,A;) — ¢(Q) there is a vector T, tangent to 0D at (£, Ao),
such that

(6.9) Vi) (€0, o) - T # 0.

Now, since the function (£, A) tends to —oo as A is close to 9(0,00)2, we can
assume that Ag € (0,00)%, & € Q, x Q, and p(Ag) < —po. If Varh(&,Ao) # 0,
choose T' = (Ogzn, Va1)(&o, Ap)). Otherwise, if Vath(€o, Ao) = 0 then Ay = A(&)
according to (6.3), and

1 1

(6.10) (&0, Ao) 5 + log G

Thus, ¢(&) = —exp(—2¢(Q) —1) < —2pg < po, so that & € (2, xQ,). Choosing
p > 0 as in the previous lemma and then applying (6.6), we deduce (6.9) for certain
direction T'. To conclude, we choose M > 0 big enough: let M, = max{H (¢,¢) :
& € Q,}, and consider M > exp(2K — 1) + M,, where K is the number found in
Lemma 6.1. Using (6.5) and (6.10), we deduce that G(&) < M and thus Gy = G
near to &.

We can now define an appropriate gradient flow that will remain in D at level
¢(). Finally, we check the Palais—Smale condition in D at level ¢(£2). Indeed,
given the sequence {{;,A;},; C D satisfying 1(&;, A;) — ¢(2) and Vi (&, A;) — 0,
we have that {{;, A;}; has a convergent subsequence since {A;}, is in fact bounded.

O

Proof of Theorem 1.3. The spectral fractional Laplacian case. To complete the
proof of the theorem, let us show how to find a critical value for J4. from the one
for U, namely ¢(£2). We consider the domain D, p = Q, x Q, x [r, RN D. As we
did with ¥ at the beginning of this subsection, the functional J4. can be extended
to all D, r keeping the relations (5.1) and (5.2) over D, g.

By the Palais—Smale condition for ¥ proved in Proposition 6.3, there are num-
bers R > 0, ¢ > 0 and ap > 0 such that for all 0 < a < ag, and (§,A) € D, g
satisfying A > R and ¢(2) —2a < ¥(£, A) < ¢(Q) 4 2 we have [VE(E, A)| > ¢. On
the other hand, the min-max characterization of ¢(2) provides the existence of a
¢ € Z such that

d) < sup W(CE 1) < () + o
(§0)eM2XT

Choosing r small and R large, if necessary, we can assume that
¢(&,0,1) € Dyyo gy2 C Dyg for all (§,0) € M? x 1.

We define a min-max value for J4. in the following way: Consider n: D, r x
[0,00] = D, r being the solution of the equation 7 = —h(n)VJx(n) with ini-
tial condition n(&, A,0) = (£, A). Here the function h is defined in D, r so that
h(&,A) = 0 for all (§,A) with ¥(£,A) < ¢(2) — 2a and h(§,A) = 1if U(E,A) >
¢(Q) —a, satisfying 0 < h < 1. Since the choice of r and R and (5.1), (5.2), we have
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that n(¢, A, t) € D, g for all t > 0. Then the number

C(@)=inf sup  Tec(n(C(€,0,1),1))
=V (§,0)eM2XT

is a critical value for J4., and the proof is complete. O

6.2. The subcritical case, one-bubble solutions

In this subsection we prove Theorem 1.4. Let us then suppose that p =p* —¢
in (3.1) and m = 1, that is, we consider the subcritical case and study the concen-
tration phenomena for just one bubble. In this case the function ¥ in (3.17) takes
the form

T(EN) = %H(g,g)zﬁ —logA, £€Q,A>0.

Thanks to the coercivity of ¥ in A, in order to find a critical point of U(£, A), we
have to find one to R(£) = H(§,€), that is, the Robin’s function of the domain €.

The next result shows that the Robin’s function blows up at the boundary,
which implies that its absolute minimums are somehow stable under small varia-
tions of it. Before the precise statement of the result, let us review a fractional
version of the Kelvin transform (see Appendix A in [29]).

Lemma 6.4 (Fractional Kelvin transform). Let u be a smooth bounded function
in R\ {0}. Let £ = £/|€|? be the inversion with respect to the unit sphere. Define

u*(§) = [€[**7"u(&*). Then,
(=A)"u(€) = €72 (= A) u(€"),

for all € # 0.
Recall also the following identity:
P S 1
6.11 — ==
( ) |£1 €2| |£1||£2|

Lemma 6.5. Given £ € Q, we define the function d(§) := dist(§, 02). Then, there
exist positive constants c¢; and co such that

(6.12) c1d(€)*™" < R(E) < c2d(&)*™™  for all £ € Q.

Proof. Let & = (&5, ...,&)) € 09, and consider the ball B := By,5(1/2,0,...,0)
C R™. After a rearrangement of variables, we can assume that & = (1,...,0) and
B C Q¢ We shall use the Green function of S_ = {(£%,...,") € R™ : ¢! < 1}
and the Kelvin transform to bound from above the Green function of €2, which we
denote by G.

Notice that the fractional Green function of the half-space S_ (recall (2.4)) is
given by

Gs (Z,Y)=TI(Z-Y)-T(Z-Y), Z,YecS8S_ x[0,00),7Z#Y,



536 J. DAviLa, L. LOpEz Rfos AND Y. SIRE

where Y is the reflection of Y with respect to the half-plane 9S_ x [0, 00). Observe
that 2 x (0,00) C B¢ x (0,00) C S*. Then, we consider the (n + 1)-dimensional
Kelvin transform of the Green function of S_ and define

F(Z,6) = g2 [1(Z2" - €) - (2" = €)], Z € B°x(0,00),§ € B°.

Tt is easy to check that F/(Z,£) > 0 on 9 x (0,00), and after using (6.11), F can
be written as _
é’*

Z|ér*|*@

The function F satisfies, up to a positive constant,

2s—n

F(ng) :F(ng)fan,s

div(y' 2 VF(-,£) =0 in Q x (0, 00),
(6.13) F(, 0 on 9 x (0, 0),
) =0¢(-) omn

Then, by a minor variant of the maximum principle (Lemma 2.1), we deduce that
G(Z,6) < F(Z,¢) forall ZeQx(0,00), £€.

This implies that

cx 12s—m
|§*| for all Z € Q x (0,00), & € Q.

Thus, there exists a positive constant ¢; > 0 such that for all £ € Q close to &,

R(§) = H(&,€) > c1€ — &l

Therefore, taking into account that £ € 0 is arbitrary, we conclude that in a
neighborhood of 9€) there exist a constant ¢; > 0 such that R(¢) > c1d(€)*™.
The smoothness of H in € allows us to extend this inequality to the whole domain.

The other inequality in (6.12) can be proven by a similar argument using an
interior ball instead. o

H(Z,§) > an,s Z|£*| -

Proof of Theorem 1.4. The spectral fractional Laplacian case. Thanks to the pre-
vious lemma, there still exist absolute minimums of small perturbations of R(§) =
H(&,€). Theorem 1.4 is then a consequence of this fact together with Lemma 5.1
and (5.2). O

7. The case of the restricted fractional Laplacian

This section is devoted to the restricted fractional Laplacian and the necessary
changes compared to the case of the spectral fractional Laplacian to handle it.
The main changes will be in the stability of the critical points of W. Most of the
computations are however very similar and we leave some details to the reader.
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Let us start recalling the definition of the restricted fractional Laplacian:

u(x) — a(z)

(—A‘Q)Su = Cn,s P.V. o Z|’I’L+28

)

R™

With this operator, problem (1.1) reads as follows:

(7.1) { (~A)u=u"* u>0 inQ,

u=0 in R"\ Q,
where p* = (n+2s)/(n — 2s).

We recall Section 1 and denote by G the Green function related to the restricted
fractional Laplacian, namely the unique solution to

{ (—A10)°G(-,€) = d¢() inQ,

(7.2) G, =0  inR"\Q.

The regular part of the Green function is defined by
H(z,8) =T(x,&) — G(x,&) forx,&€Q, x#E,

where

I'(z, &)= ujg%

is the Green function in the entire space R™.
As already noticed, the restricted fractional Laplacian is a self-adjoint operator

on L?(2) with discrete spectrum )y s and eigenfunctions ¢y 5. Denote, as before,
the Hilbert space

H(Q) = {u =Y wden € LXQ) ¢ fully =3 Arlual? < +oo} c L2 ().
k=1 k=1

See [3] for an explicit identification of this space.

As for the spectral fractional Laplacian, a crucial tool is the Caffarelli-Silvestre
extension, which in this case is simpler to state since it holds in all of Rﬁ“ and
not on the cylinder C. Then problem (7.1) writes

div(y'=?*VU) =0 in R},
U=u on €,
U=0 on R™\Q,

for U € H*(R’™), the completion of C§°(R’™) with respect to the semi-norm

(oot

In this setting, up to a multiplicative constant,

_ S, — 13 1-2s
(—AQ)’u g}lg%) Y o,U.
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7.1. Main preliminary results

Let € be a bounded domain with smooth boundary in R™. As in Section 3, it is
convenient to work with the enlarged domain

Q.= V=29 Q  £> 0 small,
that, after the change of variables
v(x) = e TEG T u(e/ =29 z), x e Q.

transforms equation (7.1) into

(7.3) { (—Aj ) v=2v"* v>0 inQ,

v=20 in R™\ Q..

We develop again an initial approximation with concentration at certain m
points &1, ..., &, € £, uniformly separated and away from the boundary of Q as
in (3.12); this construction is based on the functions wjy ¢ in (3.3). To this end, we
consider the properly scaled points

G=c/" g eq,

and, for parameters Aj,..., A\, > 0, look for a solution of problem (7.3) of the
form
m
v="0+¢, where U= Zvi, with v; = vy, ¢
i=1
(the functions vy, ¢/ are the H({)-projection of wy, ¢, as in (3.5)).

Thereby, our problem appears to be a critical point of the energy functional

1

1 .
7. V)= = 1-2s V2_ / V1P +1i€-
is( ) Q/R:_Jrly |v | p*+1:|:€ Qal |

Since V' vanishes outside of (), the same integration by parts arguments give the
same result as in the expansion in Lemma 3.2 that we reproduce here for sake of
completeness.

Lemma 7.1. The following expansion holds:

(7.4) J1(V) =mCp s + [Yn,s + wn,s (€, A)]e + o(e)
uniformly with respect to (£, A) satisfying (3.12) and (3.13). Here,

1¢
(75) V(A = 5{ D> H(&,&)AT -2 ZG(&,@)AM;} +log(Ar -+ Am),
i=1 1<y
- _m_ m _m P+l
Tn,s { + e 1wn,s + D) Wn,s 10g ﬁn,s + P+ 1 /n w Ing}

1 "
and  Wp.s = wP L.
o=t Lo
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The finite-dimensional reduction is completely similar to Sections 4 and 5: for
e > 0 small one can solve (7.3) in suitable weighted spaces and find a result
analogous to Proposition 4.7. In this way, we define the reduced function

jis(gaA) = Jis(v)a

where V is the s-harmonic extension of the m-bubble solution of (7.3) just found.
The next results show that this reduced functional is the connection between the
existence of solutions of (7.3) and the existence of stable critical points of W.

Lemma 7.2. v = 0 + ¢ is a solution of problem (7.3) if and only if (§,A) is a
critical point of Jic.

Proposition 7.3. We have the expansion
\7:&5(57 A) = mcn,s + [’Yn,s + wn,s\I}(f, A)]€ + 0(5)7

where o(e) — 0 as ¢ — 0 in the uniform C'-sense with respect to (&, \) satisfy-
ing (3.12) and (3.13). Moreover,

(7.6) VTie(€,A) = wn VI(E, Az + o(c).

This reduction scheme used to study the concentration phenomenon of solutions
to (7.1) makes clear the importance of finding stable critical sets (see Definition 1.1)
of U(&,A), where & = (&1,...,&m) € Q™ and A = (Ay,...,Ap) € (0,00)™. In fact,
observe that Theorem 1.2 is a direct consequence of Lemma 7.2 together with (7.6)
and the stability of the set A of critical points of .

7.2. The supercritical case, two-bubble solutions

In this subsection we prove Theorem 1.3 using a min-max argument, as in Section 6.
So we consider the supercritical case p* + ¢ in (7.1) and look for a two-bubble
solution.

In this setting the function ¥ in (7.5) takes the form

(77) WEA) = L {H(E.E)A + H(En&)A3 — 26(E6. E)MAs)} + log(Aihs),

where € = (£1,&) € Q% and A = (A1,A2) € (0,00)? satisfy (3.12) and (3.13),
respectively. We develop a min-max scheme analog to that in the previous section,
and define for p > 0 the set Q, = {& € Q : dist(§,0Q) > p}. ¥ should be properly
modified, as in (6.2), to avoid its singularities.

Recall the function defined in (1.10),

o(&1,&) = HY?(&1,&) HY?(&,&) — G(&1, &),

and with it construct a min-max class of functions Z as in Section 6.1. Then define
the value

(7.8) “Q) =l s WD),

This quantity turns out to be a critical value of V.
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The following lemma proves that ¢(2) is well-defined. Its proof is similar to
the one of Corollary 7.1 in [16]; we omit the details.

Lemma 7.4. There is a positive constant K, independent of oq, such that

sup  U(¢(&,0,1)) > —K forallCeZ.
(&,0)eM2XT

On the other hand, the domain in which W is defined is closed for the gradient
flow of this function. This is a consequence of the following lemma, which is similar
to Lemma 6.2.

Lemma 7.5. Given ¢ < 0, there exists a sufficiently small number p > 0 satisfying
the following: If (&1,&) € 0(2, x Q,) is such that ¢(&1,82) = ¢, then there is a
vector T, tangent to 0(Q, x ,) at the point (&1,&2), so that

v@(£1a§2) " T 7é 0.
The number p does not depend on c.

Proof. Fix ¢ < 0 and, for p > 0 small, suppose that &, € 99,, {&, € Q, and
©(&1p,&2p) = c. After a rotation and a translation, we can assume that &, =
(Ogn-1, p) and that the closest point of 0N to &, is the origin. To analyze the
behavior of Vi (&1,,82,) as p — 0, is convenient to consider the enlarged domain

O =p1Q,

and use the notation £ = p~1¢ € QF for £ € Q. Observe that the associated Green
function of Qf and its regular part are given by

Gp(gl,EQ) = pn_Q G(£17£2)7 Hp(éhé?) = pn_QH(£17£2)7

and then o
Sop(ghéé) = pn72 @(51752)7

where

0p(€1, &) = HY?(&,&) H)?(6,&) — G,p(61,&).

We denote by & the point &, = (Ogn-1,1). Arguing as in the proof of
Lemma 6.2, we deduce that |&; — &2,| = O(1) as p — 0. Then we can assume that
&2, — & as p — 0 for certain & = (£, £R), where &8 > 1. Observe that as p — 0
the domain ©” becomes the half-space R = {& = (&1,...,&,) € R™ : &, > 0}.
Thereby, following the proof of Lemma 7.6, we deduce that G, and H, converge,
respectively, to the Green function of the half-space R’}, denoted by G, and its
regular part H,. Likewise, ¢, and its gradient converge to ¢4 and its gradient,
respectively, where

0+ (61,&2) = H}r/2(§1>€1) H}r/2(€2,§2) — G4 (61,62)-
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The Green function of the half-space can be explicitly written as (see for in-
stance [23])

(79) G+(£1a§2) = &[1 _dn,sK(rat)]a g’i = ( 7,177£'ZL) € Ri’ = 1a2

r(n—2s)/2
where /t (n—2)/2
K(r,t) = (r+ t)l(n—2)/2 /0 - bslg)-i- b) &
=& — &2, t = 4€0¢8 and d,, 5 is a positive constant. For the simplicity of

notation, we shall omit n and s in the constants. Then, after a simple change of
variables, the regular part of G is

ad ad (1 —p)n=2)/2
H+(£17£2) - T(n,QS)/gK(T» t) - tliS(T' +t)(n,2)/2 /0 bs(l + %b) db

Therefore, the Robin’s function associated to the half-space can be written as

adt

(7.10) Ri(§) = Hi(£¢) = g Ba(gn)n 23 E=(&...,¢m),
where ) oy
n—2)/2
L=lps= / % db
0
Now, since ¢,(£1,&2,) = c¢p"~2, we have
(7.11) oy (&1,&) = 0.

Assume first that & # 0. Using the above expressions, we see that

o (61,69) = adt B a i ad
+161,62 2n=2s(¢n)(n=2)/2(gn)(n=25)/2 ~ p(n=25)/2 " p(n=25)/2

K(r,t).

Therefore, after differentiating along 7 = (Ogn,&5,0) and then evaluating at the
corresponding points, we deduce that

Eog 9 a ad

V<P+(fl,§2) ST = E ( — T(n72s)/2 + T(n72s)/2 K(T, t)) (Vr . 7—)
_ [(n—2s) a ad 2ad 0K .
= " (oo — K D) + oy 5, )|l
- (n — 2s)adt 2ad 0K -
N (2n72s(gg)(n—25)/27, + r(n—2s)/2 W(T’ t)> |£2| )

where the last equality is a consequence of (7.11). Thanks to (7.12) below, the
right-hand side in the previous chain of equalities is positive. Observe that for p
sufficiently small, 7 = (Ogn, £5,0) is tangent to (2, x Q,) in (&1,,&2p)-
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Assume now that &, = 0, and suppose that & = (0,6p) with 8y > 1. Consider
the function ¢4 (0) = @4 (&1,0pn-1,0) = @4 (0gn-1,1,0gn-1,0); let us prove that
¢ (6p) > 0. Indeed, from (7.9) and (7.10),

adu a ad
- — K
P+ (9) on—2s g(n—2s)/2 (9 _ 1)n72s + (9 _ 1)n72s (9)’

where
1 (971)2/(49) 0—1 2 40b (n—2)/2
K(9) = / I ) ] db.
[(0—1)2 +40]n-2/2 (11 0)
By differentiating ¢4 and evaluating at 6y, one has
, o B adt a
Py (00) - (TL 28)( 2n_2‘§+19(()n725+2)/2 + (90 _ 1)n72s+1
ad ad
- K(0 ——K'(0
(0p — 1)n—2st1 ( 0)> * (0g — 1)n—2s (bo)
adi adi
E (TL — 25)( - 2n72s+19(()"_2s+2)/2 + 27’7/7259((?_28)/2(90 . 1))
ad
——K'(0
+ (90 _ 1)n72s ( 0)
where the last equality is a consequence of (7.11). Therefore,
n —2s)ade (6g + 1 ad
oy (00) = —n=2s)adi (o + 1) K'(60).

+ :
on—2s+1 9(()”*254‘2)/2(90 - 1) (90 _ 1)n—25

It is then sufficient to prove that K’'(6y) > 0. Indeed, it is straightforward to show
that

0K (n—2)t r/t (r — th)(n=4)/2
12 — =~ A/
(7.12) S = g [
0K (n—2)r v/t (r — th)(n=4)/2
1 —(rt) = — db
(7 3) at (rv ) 2(7,.+t)n/2/ bS
Then, for all 8 > 1, we have
oK 0K
1y _ 98 / on
K'(6) = S(r,8) (6) + () £10),

with 7(0) = (0 — 1)? and t(0) = 46. Therefore,
_ _ (0-1)%/(40) —1)2 = (n—4)/2
K'(0) = 4(n —2)6(0 1)/ (0 —1)* — 460 b
(0 + 1)" 0 bs
2(n — 2)(60 — 1)? / (O-17/049) [(p — 1)2 — 4gp] (12
—_— db
0+ 1)" 0 b

2(n —2)(0 — 1) /“’1)2/ W10 — 1) —agp) 02
@+t Jo b

> 0.
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And then we find that
v@+(£1>€2) “T > O)

where 7 = (Ogn,Ogn-1,1). Observe that 7 is tangent to (2, x Q,) in (&1p,82,),
and the proof is complete. O

With the previous results on hand, the proof of Theorem 1.3 follows exactly as
that in the end of the previous section. The details are left to the reader.

7.3. The subcritical case, one-bubble solutions

In this subsection we prove Theorem 1.4 for the restricted fractional Laplacian.
Let us then suppose that the exponent of the nonlinearity in (7.1) is p* — ¢ and
that m = 1, that is, we consider the subcritical case and study the concentration
phenomena for just one bubble. In this case the function ¥ in (7.7) takes the form

T(EN) = %H(g,g)zﬁ —logA, £€Q,A>0.

As in the previous section, the Robin’s function R(§) = H(&,€) blows up at the
boundary, implying that its absolute minimums are somehow stable under small
variations of it.

Lemma 7.6. Given £ € Q, we define the function d(§) := dist(&,00). Then, there
erists positive constants ¢y and co such that,

(7.14) c1d(€)*7" < R(E) < c2d(&)*™™  for all £ € Q.

Proof. Let & = (&,...,&8) € 09, and consider the ball B := B;(0). After a
rearrange of variables, we can assume that {, = (1,...,0) and B C Q°¢. We shall
use the Green function of B and the Kelvin transform to bound from above the
Green function of 2, which we denote by G.

The Green function of the unit ball B can be explicitly written as (see for
instance [23])

Qp, s n n -
(715) GB(£17£2) = W[l - dn,sK(T7t)], gz = ( i17' .. ,gi ) € RJrv 1= 172

where

Kirt)y= —+ / N G Kl
V=G0 o2 ), rasn

B r(n—2s)/2 /1 (1—b)(n=2)/2 "
s (e )=D/2 fo b1+ )

(7.16)

r=|&—&|? and t = (1—1&1?)(1—1&]?). Comparing with the Green function G
in the half-space, see (7.9), the expression for Gp in terms of r and ¢ is the same.
However, t is differently defined here.
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Let us consider the Kelvin transform of Gp, and define the function

Gpe(é1,6) = &> " &/ ™" GB(&. &)

s dn,s g 2s5—n g 2s—n 1 1—-b (n—2)/2
:F(£17£2)+ x1—s |*1| * 7|—22| 2 / ( d ) r*
178 (px 4 ) (n=2)/ bs(1 4 =)

db,

where r* = |&F — &%, t* = (1 — &) (1 — |£5]?), and the last equality is a conse-
quence of (6.11) and (7.16). The function Gp. satisfies

(7.17) { (—=A10)°Gpe(+ &) =0, (-) in Q,

Gpe(+62) 20 in R™ \
and, as a consequence of the maximum principle, we deduce that

G(fl,gg) < GBC(§1>£2) for all §1,§2 c 0.

Then, we have that

Gn, s dn,s |£1|23—n |£2|2$—n /1 (1 — b)(n_2)/2

b forall &6 € Q.
£ T=5(r% 4 1) (=22 b (14 2h) or all £1,& €

H(£1,£2) 2

Thus, there exists a positive constant ¢; > 0 such that for all £ € Q close to &,

n,s%n,s ! 1- (n=2)/2
nafésd 7 n—2s / ( b)s db Z - n—2s
(€] +1)=2=(gl = 1) 0 b € — &ol

(observe that in this case 7* = 0 and t* = (1 — [£]?)?). Therefore, taking into
account that & € 99 is arbitrary, we conclude that in a neighborhood of 92 there
exist a constant ¢; > 0 such that R(¢) > c1d(€)?*~™. The smoothness of H in
allows us to extend this inequality to the whole domain.

The other inequality in (7.14) can be proven by a similar argument using an
interior ball instead. The details are left to the reader. O

R(§) = H(¢,6) >

Proof of Theorem 1.4. The restricted fractional Laplacian case. By Lemma 7.6,
there still exist absolute minimums of small perturbations of R(§) = H(&,£). The-
orem 1.4 is then a consequence of this fact together with Lemma 7.2 and (7.6).

O
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