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Sobolev spaces associated to singular and
fractional Radon transforms

Brian Street

Abstract. The purpose of this paper is to study the smoothing properties
(in Lp Sobolev spaces) of operators of the form f �→ ψ(x)

∫
f(γt(x))K(t)dt,

where γt(x) is a C∞ function defined on a neighborhood of the origin in
(t, x) ∈ RN×Rn, satisfying γ0(x) ≡ x, ψ is a C∞ cut-off function supported
on a small neighborhood of 0 ∈ Rn, andK is a “multi-parameter fractional
kernel” supported on a small neighborhood of 0 ∈ RN . When K is a
Calderón–Zygmund kernel these operators were studied by Christ, Nagel,
Stein, and Wainger, and when K is a multi-parameter singular kernel
they were studied by the author and Stein. In both of these situations,
conditions on γ were given under which the above operator is bounded on
Lp (1 < p < ∞). Under these same conditions, we introduce non-isotropic
Lp Sobolev spaces associated to γ. Furthermore, when K is a fractional
kernel which is smoothing of an order which is close to 0 (i.e., very close to
a singular kernel) we prove mapping properties of the above operators on
these non-isotropic Sobolev spaces. As a corollary, under the conditions
introduced on γ by Christ, Nagel, Stein, and Wainger, we prove optimal
smoothing properties in isotropic Lp Sobolev spaces for the above operator
when K is a fractional kernel which is smoothing of very low order.
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1. Introduction

In the influential paper [6], Christ, Nagel, Stein, and Wainger studied operators of
the form

(1.1) Tf(x) = ψ(x)

∫
f(γt(x))K(t) dt,

where γt(x) = γ(t, x) : RN0 × Rn0 → Rn is a C∞ function defined on a neighbor-
hood of (0, 0) ∈ RN × Rn satisfying γ0(x) ≡ x, ψ ∈ C∞

0 (Rn) is supported on
a small neighborhood of 0 ∈ Rn, and K is a Calderón–Zygmund kernel defined
on a small neighborhood of 0 ∈ RN . They introduced conditions on γ such that
every operator of the form (1.1) is bounded on Lp(Rn), 1 < p <∞. Furthermore,
they showed (under these same conditions on γ) that if K is instead a fractional
kernel, smoothing of order δ > 0 (henceforth referred to as a kernel of order −δ)1
supported near 0 ∈ RN , then T : Lp → Lps for some s = s(p, δ, γ) > 0, where Lps

1I.e., K(t) satisfies estimates like |∂α
t K(t)| � |t|−N−|α|+δ. If δ ≥ N , one needs a different

condition, but we are mostly interested in δ small. We address the kernels more precisely in
Section 2.
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denotes the Lp Sobolev space of order s. Left open, however, was the optimal
choice of s.

One main consequence of this paper is that we derive the optimal formula for
s = s(p, γ, δ), in the case when δ is sufficiently small (how small δ needs to be
depends on γ and p). In fact, for this choice of s we prove T : Lpr → Lpr+s so long
as r and δ are sufficiently small (depending on γ and p ∈ (1,∞)). Here r and δ
can be either positive, negative, or zero.2 When both r and δ are 0, this is just
a reprise of the Lp boundedness result of [6]. Moreover, our results are sharper
than this. We introduce non-isotropic Lp-Sobolev spaces adapted to γ: NLpr(γ)
for r ∈ R. Our result takes the form T : NLpr(γ) → NLpr+δ(γ), provided r and δ
are sufficiently small. In fact, we prove mapping properties for T on the spaces
NLpr(γ̃), where γ̃ can be a different choice of γ – the smoothing properties of T
on Lpr are a special case of this. See Section 1.1 for more precise details on this.

We proceed more generally than the above. In the series [50], [56], [52], [51],
the author and Stein introduced a more general framework than the one studied
in [6]. Again we consider operators of the form

(1.2) Tf(x) = ψ(x)

∫
f(γt(x))K(t) dt.

As before γt(x) = γ(t, x) : RN0 × Rn0 → Rn is a C∞ function defined on a neigh-
borhood of (0, 0) ∈ RN × Rn satisfying γ0(x) ≡ x, ψ ∈ C∞

0 (Rn) is supported
on a small neighborhood of 0 ∈ Rn. K is now a “multi-parameter” kernel. The
simplest situation to consider is when K is a kernel of “product type,” though we
will later deal with more general kernels (see Section 2). To define this notion, we
decompose RN into ν factors: RN = RN1 × · · · × RNν ; and we write t ∈ RN as
t = (t1, . . . , tν) ∈ RN1 ×· · ·×RNν . A product kernel of order δ = (δ1, . . . , δν) ∈ Rν

satisfies estimates like∣∣∂α1
t1 · · · ∂αν

tν K(t1, . . . , tν)
∣∣ � |t1|−N1−|α1|−δ1 · · · |tν |−Nν−|αν |−δν ,

along with certain “cancellation conditions” if any of the coordinates of δ are non-
negative.3 In this situation, for 1 < p < ∞ and r ∈ Rν with |r| sufficiently small
(how small depends on p and γ), we define non-isotropic Sobolev spaces NLpr(γ);
and if |δ| and |r| are sufficiently small (how small depends on p and γ) we prove
mapping properties of the form

T : NLpr(γ) → NLpr−δ(γ).

Furthermore, we prove mapping properties for T on spaces NLpr′(γ̃), where

γ̃ : RÑ0 × Rn0 → Rn can be a different choice of γ –where there is an underlying

decomposition ofRÑ into ν̃ factors, and r′ ∈ Rν̃ is small. In fact, the way the single-
parameter results are proved is by lifting to the more general multi-parameter

2When δ ≤ 0 one needs to add an additional cancellation condition on K in a standard way.
3Here we have reversed the role of δ and −δ from above. In this notation, a kernel of order

δ is “smoothing” of order −δ. When some coordinate δμ of δ satisfies δμ ≤ −Nμ, a different
definition is needed. See Section 2 for more precise details on these kernels.
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situation. Thus, this more general framework is used even if one is only interested
in the single-parameter results.

In Section 1.1 we outline the special case of some of our results when T is of
the form studied by Christ, Nagel, Stein, and Wainger [6]. This special case is
likely the one of the most interest to many readers. In Section 1.2 we outline some
of the history of these problems and reference related works. In Sections 2–4 we
introduce all of the terminology necessary to state our results in full generality.
In Sections 5 and 6 we state our main results. Here and in the previous sections
we include only the simplest and most instructive proofs. In Sections 7–14 we
prove all of the results whose proofs are more difficult and were not included in the
previous sections. Finally, in Section 15 we address the question of the optimality
of our results, but here we focus only on the single-parameter case.

The statement of the results in this paper are self-contained: the reader does
not need to be familiar with any previous works to understand the statement of
the main results. The proofs, however, rely on the theories developed in several
previous works including the series [50], [56], [52], [51], the papers [6] and [55], and
the book [57].

1.1. The single parameter case

The setting in which our results are easiest to understand is when γ is of the
form studied by Christ, Nagel, Stein, and Wainger in their foundational work [6].
This falls under the single-parameter (ν = 1) setting in this paper, and here we
informally outline our results in this case.4 In particular, in this section we focus
on the case when the kernel K from (1.1) is a standard fractional integral kernel.
More precisely, K(t) is a distribution supported on a small ball centered at 0 ∈ RN ,
and satisfies (for some δ ∈ R),

(1.3) |∂αt K(t)| ≤ Cα |t|−N−|α|−δ, ∀α.

In addition, if δ ≥ 0, K is assumed to satisfy certain “cancellation conditions”
which are made precise later (see Section 2 and in particular Section 2.1).5

As mentioned above, γt(x) = γ(t, x) : RN0 ×Rn0 → Rn is a C∞ function defined
on a small neighborhood of (0, 0) ∈ RN ×Rn and satisfies γ0(x) ≡ x. The paper [6]
shows that γ can be written asymptotically as6

(1.4) γt(x) ∼ exp
( ∑

|α|>0

tαXα

)
x,

where each Xα is a C∞ vector field defined near 0 on Rn. The main hypothesis
studied in [6] is that the vector fields {Xα : |α| > 0} satisfy Hörmander’s condition:

4Even when ν = 1, our setting allows more general γ than those considered in [6]. For instance,
our theory addresses the case when γt(x) is real analytic, even if it does not satisfy the conditions
of [6] – see Corollary 4.31. In that case, the smoothing occurs only along leaves of a foliation, as
opposed to smoothing in full isotropic Sobolev spaces.

5When δ ≤ −N , one needs different estimates. We address the kernels more formally in
Section 2, but we are mostly interested in δ small, and so this is not a central point in what
follows.

6(1.4) means that γt(x) = exp
(∑

0<|α|<M tαXα
)
x+O(|t|M ), ∀M .
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the Lie algebra generated by the vector fields span the tangent space at every point
near 0.

Let S = {(Xα, |α|) : |α| > 0}. Associated to S are natural non-isotropic Sobolev
spaces, for 1 < p <∞ and δ ∈ R, which we denote by NLpδ(S). We give the formal
definition later (see Section 5), but the intuitive idea is that these Sobolev spaces
are defined so that for (X, d) ∈ S, X is a differential operator of “order” d; in par-
ticular, X : NLpδ(S) → NLpδ−d(S). Sobolev spaces of this type have been developed
by several authors. For settings closely related to the one here, see [15], [14], [45],
[32], [26], and [57]. Let ψ ∈ C∞

0 (Rn) be supported on a small neighborhood of 0
and let K(t) be a kernel of order δ ∈ R in the sense of (1.3) which is supported
near 0 ∈ RN . Define the operator

Tf(x) = ψ(x)

∫
f(γt(x))K(t) dt.

Let L(S) be the smallest set such that:

• S ⊆ L(S).

• If (X1, d1), (X2, d2) ∈ L(S), then ([X1, X2], d1 + d2) ∈ L(S).
By hypothesis, there is a finite set F ⊂ L(S) such that {X : (X, d) ∈ F} spans
the tangent space at every point near 0. Set E = max{d : (X, d) ∈ F} and
e = min{|α| : Xα �= 0}; where we have picked F so that E is minimal.7 Note,
1 ≤ e ≤ E. Identify ψ with the operator ψ : f 
→ ψf . Let Lps, 1 < p < ∞, s ∈ R,
denote the standard (isotropic) Lp Sobolev space of order s on Rn.

Theorem 1.1. For 1 < p < ∞, there exists ε = ε(p, γ) > 0 such that if δ, δ0 ∈
(−ε, ε),

T : NLpδ0(S) → NLpδ0−δ(S).

Proof. This is a special case of Theorem 6.2.8 �

Theorem 1.2. Let 1 < p <∞, δ ≥ 0. Then,

ψ : Lpδ → NLpδe(S).

Dually, we have
NLp−δe(S) ↪→ Lp−δ.

Also,
NLpδE(S) ↪→ Lpδ ,

and dually,
ψ : Lp−δ → NLp−δE(S).

Proof. The above results are a special cases of Theorems 5.19 and 5.20. �

7Xα �= 0 means that Xα is not identically the zero vector field on a neighborhood of 0.
8In the sequel, the vector fields Xα are defined a slightly different way; however this different

definition is equivalent to the above definition. See Section 17.3 of [56].
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Theorem 1.3. Let 1 < p < ∞. There exists ε = ε(p, γ) > 0 such that if s, δ ∈
(−ε, ε), we have

• If δ ≥ 0, T : Lps → Lps−δ/e.

• If δ ≤ 0, T : Lps → Lps−δ/E.

Furthermore, this result is optimal in the following sense (recall, ε depends on
p ∈ (1,∞)):

• There do not exist p ∈ (1,∞), δ ∈ [0, ε), s ∈ (−ε, ε), and t > 0 such that for
every operator T of the above form we have T : Lps → Lps−δ/e+t

• There do not exist p ∈ (1,∞), δ ∈ (−ε, 0], s ∈ (−ε, ε), and t > 0 such that
for every operator T of the above form we have T : Lps → Lps−δ/E+t

Proof. See Corollary 6.17. �

In fact, the results in this paper are more general than the above. They include:

• Instead of only considering the operator T acting on the spaces NLpδ(S)
and Lps, we consider the operator acting on the more general spaces NLpδ′(Ŝ),
for some other choice of Ŝ. Furthermore, we compare the spaces NLpδ(S)
and NLpδ′(Ŝ).

• We consider more general kernels K. This includes single-parameter kernels
with nonisotropic dilations, along with more general multi-parameter kernels.
These multi-parameter kernels include fractional kernels of product type, but
also more general multi-parameter kernels. In these cases, we work with
multi-parameter non-isotropic Sobolev spaces.

• The above results hold only for the various parameters (δ, s, etc.) small, and
in general this is necessary. However, we also present additional conditions
on γ under which the above results extend to all parameters.

Remark 1.4. Our results in the single-parameter case discussed above rely heavily
on the theory we develop for the multi-parameter case. Thus, even if one is only
interested in the single-parameter case, the multi-parameter case is essential for
our methods.

1.2. Past work

All of the previous work on questions like the ones addressed in this paper have
addressed the single parameter (ν = 1) case. The work most closely related to
the results in this paper is that of Greenblatt [22], who studied the case ν = 1,
N = 1, and p = 2, under the additional condition that ∂γ/∂t(t, x) �= 0. He proved
optimal smoothing in isotropic Sobolev spaces, L2 → L2

s, for such operators.9

Our results imply these results, sharpen them to nonisotropic Sobolev spaces,

9These are the results of [22] as they are stated in that paper. However, the same methods
can be extended to some Lp spaces for p �= 2 via interpolation. It also seems possible that similar
methods could be used to treat some instances in the case N > 1.
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generalize them to optimal estimates on all Lp spaces, and remove many of the
above assumptions.10 Greenblatt related these results to well-known results of
Fefferman and Phong concerning subelliptic operators [9] – see Remark 6.19 for
more details on this.

An important work is that of Cuccagna [7] who, under strong additional hy-
potheses on γ, made explicit the dichotomy between the smoothing nature of T
for δ small, and the smoothing properties when δ is large. Our results are less
precise than this –we only deal with δ very small, and say nothing about the case
when δ is large. However, our results hold for much more general γ than those
in [7].11

Operators of the form

(1.5) f 
→
∫
f(γt(x))K(t) dt, γ0(x) ≡ x,

have a long history. In the discussion that follows, the distribution K(t) is usually
assumed to be supported near t = 0.

When K(t) is a Calderón–Zygmund kernel, the goal is often to prove that
the above operator is bounded on various Lp spaces. This began with the work of
Fabes [8], who studied the case when p = 2 andK(t) = 1/t, γt(x, y) = (x−t, y−t2):
the so-called “Hilbert transform along the parabola”; see also [53]. Following these
initial results many papers followed. First, the setting where the operators were
translation invariant on Rn was handled by Stein [48], [47], Nagel, Rivière, and
Wainger [35], [37], [36], and Stein and Wainger [54]. Moving beyond operators
which were translation invariant on Rn, the first results were obtained by Nagel,
Stein, and Wainger [38]. Next, operators which were translation invariant on
a nilpotent Lie group were handled by Geller and Stein [16], [17], Müller [29],
[27], [28], Christ [3], and Ricci and Stein [42]. An important work that moves
beyond the group translation invariant setting is that of Phong and Stein [41].
These ideas were generalized and unified by the influential work of Christ, Nagel,
Stein, and Wainger [6], who introduced general conditions on γ under which one
can obtain Lp bounds for such operators (1 < p < ∞) – they referred to the
conditions on γ as the curvature condition. We refer the reader to that paper for
a more leisurely history of the work which proceeded it.

Questions regarding smoothing of operators of the form (1.5), when K is a
fractional kernel, implicitly take their roots in Hörmander’s work on Fourier in-
tegral operators. This was then taken up by Ricci and Stein [43], Greenleaf and
Uhlmann [24], Christ in an unpublished work [4] which was extended by Green-
leaf, Seeger, and Wainger [23], Seeger and Wainger [46], and others. Many of these
works studied more general operators than (1.5) by working in the framework of
Fourier integral operators. These considerations forced the authors to heavily re-
strict the class of γ considered, though often allowed optimal smoothing estimates

10[22] only assumed estimates on K and d
dt
K, whereas we assume estimates on all derivatives

of K. This is not an essential point, and the methods of this paper can be modified to deal with
this lesser smoothness, though we do not pursue it here.

11The situation when δ is large seems to be far from well understood when considering the
generality covered in this paper.
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for (1.5) even when K is a fractional kernel smoothing of some large order. As
with the work of Cuccagna [7] cited above, one can see the difference between the
smoothing properties of (1.5) when K is a fractional kernel smoothing of a small
order, and when K is a fractional kernel smoothing of a larger order in these works.

One line of inquiry culminated in the above mentioned work of Christ, Nagel,
Stein, and Waigner [6], who showed that their curvature condition on γ was nec-
essary and sufficient for the operator given in (1.5) to be smoothing in Lp Sobolev
spaces, for every fractional integral kernel K. I.e., if K is a fractional integral
kernel which is smoothing of order δ > 0 (i.e., a kernel of order −δ), the above
operator maps Lp → Lps for 1 < p < ∞ and some s = s(p, δ, γ) > 0. Left open,
however, was the optimal choice of s. This has since been taken up by many
authors. Including the previously mentioned work of Greenblatt [22].

When K is a multi-parameter kernel, the Lp boundedness of operators of the
form (1.5) began with the product theory of singular integrals. This was introduced
by R. Fefferman and Stein [13]. Another early important work is that of Journé [25].
This was followed by many works on the product theory of singular integrals – see,
for instance, [11], [2], [44], and [30].

Outside of the product type situation, the theory of translation invariant op-
erators on nilpotent Lie groups given by convolution with a flag kernel has been
influential. This started with the work of Müller, Ricci, and Stein [30], [31], and was
furthered by Nagel, Ricci, and Stein [34] and Nagel, Ricci, Stein, and Wainger [33].
See, also, [18], [19], and [20].

The above product theory of singular integrals and flag theory of singular
integrals only apply to very non-singular γ when considering operators of the
form (1.5). In particular, all of these operators can be thought of as a kind of sin-
gular integral. These concepts were unified and generalized in the monograph [57].
More singular forms of γ were addressed by the author and Stein in the series [50],
[56], [52], [51], where conditions on γ were imposed which yielded Lp boundedness
(1 < p <∞) for operators of the form (1.5) when K is a multi-parameter kernel.

As mentioned in the previous section, non-isotropic Sobolev spaces of the type
studied in this paper have been studied by many authors. This began with the
work of Folland and Stein [15], which was soon followed by work of Folland [14] and
Rothschild and Stein [45]. See also [32] and [26]. Multi-parameter non-isotropic
Sobolev spaces, like the ones studied in this paper, were studied by the author
in [57]. The Sobolev spaces in this paper generalize the ones found in [57].

2. Definitions: Kernels

In this section, we state the main definitions and results concerning the class of
distribution kernels K(t) for which we study operators of the form (1.2). K(t) is
a distribution on RN which is supported in BN (a) = {x ∈ RN : |x| < a}, where
a > 0 is small (to be chosen later).12

12In particular, a > 0 will be chosen so small that for t ∈ BN (a), γt(·) is a diffeomorphism
onto its image, and we may consider γ−1

t (·), the inverse mapping.
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We suppose we are given ν parameter dilations on RN . That is, we are given e =
(e1, . . . , eN) with each 0 �= ej ∈ [0,∞)ν . For δ ∈ [0,∞)ν and t = (t1, . . . , tN ) ∈ RN ,
we define

(2.1) δt = (δe1 t1, . . . , δ
eN tN ) ∈ RN ,

where δej is defined by standard multi-index notation: δej =
∏ν
μ=1 δ

eμj
μ .

For 1 ≤ μ ≤ ν, let tμ denote the vector consisting of those coordinates tj of t
such that eμj �= 0. Note that tμ and tμ′ may involve some of the same coordinates,

even if μ �= μ′, and every coordinate appears in at least one tμ. Let S (RN ) denote
the Schwartz space on RN , and for E ⊆ {1, . . . , ν} let SE denote the set of those
f ∈ S (RN ) such that for every μ ∈ E,∫

tαμ
μ f(t) dtμ = 0, for all multi-indices αμ.

The vector space SE is a closed subspace of S (RN ) and inherits the subspace
topology, making SE a Fréchet space.

For j = (j1, . . . , jν) ∈ Rν , we define 2j = (2j1 , . . . , 2jν ) ∈ (0,∞)ν , so that it
makes sense to write 2jt using the above multi-parameter dilations; i.e., 2jt =
(2j·e1t1, . . . , 2j·eN tN ). Given a function ς : RN → C, define

(2.2) ς(2
j)(t) = 2j·e1+···+j·eN ς(2jt).

Note that ς(2
j) is defined in such a way that

∫
ς(2

j)(t) dt =
∫
ς(t) dt.

Definition 2.1. For δ ∈ Rν , we define Kδ = Kδ(N, e, a) to be the set of all
distributions K of the form

(2.3) K(t) = η(t)
∑
j∈Nν

2j·δς(2
j)

j (t),

where η ∈ C∞
0 (BN (a)), {ςj : j ∈ Nν} ⊂ S (RN ) is a bounded set with ςj ∈

S{μ:jμ �=0}. The convergence in (2.3) is taken in the sense of distributions. We will
see in Lemma 7.4 that every such sum converges in the sense of distributions.

Using the dilations, it is possible to assign to each multi-index α ∈ NN a
corresponding “degree”:

Definition 2.2. Given a multi-index α ∈ NN , we define

deg(α) :=

N∑
j=1

αjej ∈ [0,∞)ν .

Lemma 2.3. For any a > 0, δ0 ∈ K0(N, e, a), where δ0 denotes the Dirac δ
function at 0. Moreover, for any a > 0, α ∈ NN , ∂αt δ0 ∈ Kdeg(α)(N, e, a).

Proof. This is proved in Section 7. �
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When some of the coordinates of δ are strictly negative, there is an a priori
slightly weaker definition for Kδ which turns out to be equivalent. This is presented
in the next proposition.

Proposition 2.4. Suppose δ ∈ Rν , a > 0, η ∈ C∞
0 (BN (a)), and {ςj : j ∈ Nν} ⊂

S (RN ) is a bounded set with ςj ∈ S{μ:jμ �=0,δμ≥0}. Then the sum

K(t) := η(t)
∑
j∈Nν

2j·δς(2
j)

j (t),

converges in distribution and K ∈ Kδ(N, e, a).

Proof. This is proved in Section 7.1. �

2.1. Product kernels

Definition 2.1 is extrinsic, and in general we do not know of a simple intrinsic
characterization of the kernels in Kδ. However, under the additional assumption
that each ej is nonzero in precisely one component, these kernels are the stan-
dard product kernels. Product kernels were introduced by R. Fefferman and Stein
[10], [13], and studied by several authors; there are too many to list here, but some
influential papers include [25], [11], [2], [12], [44], and [30]. The definitions here
follow ideas of Nagel, Ricci, and Stein [34] and are taken from [57]. We now turn
to presenting the relevant definitions for this concept. For the rest of this section,
we assume the following.

Assumption 2.5. Each 0 �= ej ∈ [0,∞)ν is nonzero in precisely one component.
I.e., eμj �= 0 for precisely one μ ∈ {1, . . . , ν}.

Remark 2.6. It is only in the following intrinsic characterization of K that we
need Assumption 2.5 – for the rest of the results in this paper, it is not used.

Define tμ as before; i.e., tμ is the vector consisting of those coordinates tj of t
such that eμj �= 0. Let Nμ denote the number of coordinates in tμ. Because of

Assumption 2.5, this decomposes t = (t1, . . . , tν) ∈ RN1 × · · · × RNν = RN .
For each μ, we obtain single parameter dilations on RNμ . Indeed, we write

tμ = (t1μ, . . . , t
Nμ
μ ). If the coordinate tkμ corresponds to the coordinate tjμ,k

of t, then

we write hkμ := eμjμ,k
–the μth component of ejμ,k

which is nonzero by assumption.
We define, for δμ ≥ 0,

δμtμ :=
(
δ
h1
μ
μ t1μ, . . . , δ

h
Nμ
μ
μ tNμ

μ

)
.

In short, these dilations are defined so that if δ = (δ1, . . . , δν), then

δt = (δ1t1, . . . , δνtν).

Let Qμ = h1μ+ · · ·+hNμ
μ . Qμ is called the “homogeneous dimension” of RNμ under

these dilations.
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For tμ ∈ RNμ , we write ‖tμ‖ for a choice of a smooth homogenous norm on RNμ .
I.e., ‖tμ‖ is smooth away from tμ = 0 and satisfies ‖δμtμ‖ = δμ‖tμ‖, and ‖tμ‖ ≥ 0
with ‖tμ‖ = 0 ⇔ tμ = 0. Any two choices for this homogenous norm are equivalent
for our purposes. For instance, we can take

(2.4) ‖tμ‖ =
( Nμ∑
l=1

∣∣tlμ∣∣2(Nμ!)/h
l
μ

) 1
2(Nμ!)

.

Definition 2.7. The space of product kernels of order m = (m1, . . . ,mν) ∈
(−Q1,∞) × · · · × (−Qν ,∞) is a locally convex topological vector space made of
distributions K(t1, . . . , tν) ∈ C∞

0 (RN )′. The space is defined recursively. For ν = 0
it is defined to be C, with the usual topology. We assume that we have defined the
locally convex topological vector spaces of product kernels up to ν− 1 factors, and
we define it for ν factors. The space of product kernels is the space of distribution
K ∈ C∞

0 (RN )′ such that the following two types of semi-norms are finite:

(i) (Growth condition) For each multi-index α = (α1, . . . , αν) ∈ NN1 × · · · ×
NNν = NN we assume there is a constant C = C(α) such that∣∣∂α1

t1 · · ·∂αν
tν K(t1, . . . , tν)

∣∣ ≤ C‖t1‖−Q1−m1−α1·h1 · · · ‖tν‖−Qν−mν−αν ·hν .

We define a semi-norm to be the least possible C. Here ‖tμ‖ is the homoge-
nous norm on RNμ as defined in (2.4).

(ii) (Cancellation condition) Given 1 ≤ μ ≤ ν, R > 0, and a bounded set B ⊂
C∞

0 (RNμ) for φ ∈ B we define

Kφ,R(t1, . . . , tμ−1, tμ+1, . . . , tν) := R−mμ

∫
K(t)φ(Rtμ) dtμ,

where Rtμ is defined by the single parameter dilations on RNμ . This defines
a distribution

Kφ,R ∈ C∞
0

(
RN1 × · · · × RNμ−1 × RNμ+1 × · · · × RNν

)′
We assume that this distribution is a product kernel of order

(m1, . . . ,mμ−1,mμ+1, . . . ,mν).

Let ‖ · ‖ be a continuous semi-norm on the space of ν − 1 factor product
kernels of order

(m1, . . . ,mμ−1,mμ+1, . . . ,mν).

We define a semi-norm on ν factor product kennels of order m by ‖K‖ :=
supφ∈B,R>0 ‖Kφ,R‖, which we assume to be finite.

We give the space of product kernels of order m the coarsest topology such that
all of the above semi-norms are continuous.

Proposition 2.8. Fix a > 0 and m ∈ (−Q1,∞) × · · · × (−Qν ,∞). If K is a
product kernel of order m and supp (K) ⊂ BN (a), then K ∈ Km.

Proof. This is a restatement of Proposition 5.2.14 of [57]. �
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Thus Proposition 2.8 shows that, under Assumption 2.5, the kernels in Km are
closely related to the standard product kernels (at least if the coordinates of m
are not too negative). See [57] for several generalizations of this type of result; for
example a similar result concerning flag kernels can be found in Proposition 4.2.22
and Lemma 4.2.24 of [57].

3. Definitions: Vector fields

Before we can define the class of γ for which we study operators of the form (1.2),
we must introduce the relevant definitions and notation for Carnot–Carathéodory
geometry. For further details on these topics, we refer the reader to [55].

For this section, let Ω ⊆ Rn be a fixed open set. And let Γ(TΩ) denote the
space of smooth vector fields on Ω. Also, fix ν ∈ N, ν ≥ 1.

Definition 3.1. Let X1, . . . , Xq be C
∞ vector fields on Ω. We define the Carnot–

Carathéodory ball of unit radius, centered at x0 ∈ Ω, with respect to the finite set
X = {X1, . . . , Xq} by

BX(x0) :=
{
y ∈ Ω

∣∣∣ ∃γ : [0, 1] → Ω, γ(0) = x0, γ(1) = y,

γ′(t) =
q∑
j=1

aj(t)Xj(γ(t)), aj ∈ L∞([0, 1]),

∥∥∥( ∑
1≤j≤q

|aj |2
)1/2∥∥∥

L∞([0,1])
< 1
}
.

In the above, we have written γ′(t) = Z(t) to mean γ(t) = γ(0) +
∫ t
0
Z(s) ds.

Definition 3.2. Let X1, . . . , Xq be C∞ vector fields on Ω, and to each vec-
tor field Xj assign a multi-parameter formal degree 0 �= dj ∈ [0,∞)ν . Write
(X, d) = {(X1, d1), . . . , (Xq, dq)}. For δ ∈ [0,∞)ν define the set of vector fields
δX := {δd1X1, . . . , δ

dqXq}, and for x0 ∈ Ω, define the multi-parameter Carnot–
Carathéodory ball, centered at x0 of “radius” δ by

B(X,d) (x0, δ) := BδX(x0).

Whenever we have a finite set of vector fields with ν-parameter formal degrees:

(X, d) = {(X1, d1), . . . , (Xq, dq)} ⊂ Γ(TΩ)× ([0,∞)ν \ {0}),

for δ ∈ [0,∞)ν we write δX to denote the set {δd1X1, . . . , δ
dqXq}. In addi-

tion, we identify this with an ordered list δX = (δd1X1, . . . , δ
dqXq) (the par-

ticular order does not matter for our purposes). In what follows, we use or-
dered multi-index notation. If α is a list of elements of {1, . . . , q}, then we
may define (δX)α, and we denote by |α| the length of the list. For instance,
(δX)(1,3,2,1) = δd1X1δ

d3X3δ
d2X2δ

d1X1 and |(1, 3, 2, 1)| = 4.
In what follows, let Ω′ � Ω be an open relatively compact subset of Ω, ν̂ ∈ N

with ν̂ ≥ 1, and λ a ν̂ × ν matrix whose entries are in [0,∞].
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Definition 3.3. Let (X, d) = {(X1, d1), . . . , (Xq, dq)} ⊂ Γ(TΩ)×([0,∞)ν \{0}) be
a finite set consisting of C∞ vector fields on Ω, Xj , each paired with a ν-parameter
formal degree 0 �= dj ∈ [0,∞)ν . Let X0 be another C∞ vector field on Ω, and let
h : [0, 1]ν → [0, 1] be a function. We say (X, d) controls (X0, h) on Ω′ if there exists
τ1 > 0 such that for every δ ∈ [0, 1]ν, x ∈ Ω′, there exists cδx,j ∈ C0(B(X,d) (x, τ1δ))
(1 ≤ j ≤ q) such that,

• h(δ)X0 =
∑q
j=1 c

δ
x,jδ

djXj , on B(X,d) (x, τ1δ) .

• supδ∈[0,1]ν

x∈Ω′

∑
|α|≤m ‖(δX)αcδx,j‖C0(B(X,d)(x,τ1δ)) <∞, for every m ∈ N.13

Definition 3.4. Let F ⊂ Γ(TΩ)× ([0,∞)ν \ {0}) be a finite set consisting of C∞

vector fields on Ω, each paired with a ν-parameter formal degree. Let (X̂, d̂) ∈
Γ(TΩ) × ([0,∞)ν̂ \ {0}) be another C∞ vector field with a ν̂-parameter formal

degree. We say F λ-controls (X̂, d̂) on Ω′ if the following holds. Define a function
hd̂,λ : [0, 1]ν → [0, 1] by

(3.1) hd̂,λ(δ) := δλ
t(d̂).

Here we use the conventions that ∞ · 0 = 0 and 1∞ = 0. We assume F controls
(X̂, hd̂,λ) on Ω′. When ν̂ = ν, we say F controls (X̂, d̂) on Ω′ if F I-controls (X̂, d̂)

on Ω′, where I denotes the identity matrix.

The notion of control is a natural one for our purposes. In many examples,
though, it arises from a stronger version, which we call smooth control.

Definition 3.5. Let (X, d) = {(X1, d1), . . . , (Xq, dq)} ⊂ Γ(TΩ)× ([0,∞)ν \ {0}).
Let X0 be another C∞ vector field on Ω, and let h : [0, 1]ν → [0, 1]. We say (X, d)
smoothly controls (X0, h) on Ω′ if there exists an open set Ω′′ with Ω′ � Ω′′ � Ω
such that for each δ ∈ [0, 1]ν there exist functions cδj ∈ C∞(Ω′′) (1 ≤ j ≤ q) with

• h(δ)X0 =
∑q
j=1 c

δ
jδ
djXj , on Ω′′.

• {cδj : δ ∈ [0, 1]ν , j ∈ {1, . . . , q}} ⊂ C∞(Ω′′) is a bounded set.

Definition 3.6. Let F ⊂ Γ(TΩ)× ([0,∞)ν \ {0}) be a finite set consisting of C∞

vector fields on Ω, each paired with a ν-parameter formal degree. Let (X̂, d̂) ∈
Γ(TΩ) × ([0,∞)ν̂ \ {0}) be another C∞ vector field with a ν̂-parameter formal

degree. We say F smoothly λ-controls (X̂, d̂) on Ω′ if F smoothly controls (X̂, hd̂,λ)

on Ω′, where hd̂,λ is as in (3.1). When ν̂ = ν, we say F smoothly controls (X̂, d̂)

on Ω′ if F smoothly I-controls (X̂, d̂) on Ω′, where I denotes the identity matrix.

Remark 3.7. It is clear that if F smoothly λ-controls (X0, d0) on Ω′, then F
λ-controls (X0, d0) on Ω′. The converse does not hold, even for λ = I and ν = 1;
see Example 5.15 of [55].

13For an arbitrary set U ⊆ Rn, we define ‖f‖C0(U) = supy∈U |f(y)|, and if we say ‖f‖C0(U) <

∞, we mean that this norm is finite and that f
∣∣
U

: U → C is continuous.
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Definition 3.8. Let S ⊆ Γ(TΩ)× ([0,∞)ν \ {0}) be a possibly infinite set and let

(X̂, d̂) be another C∞ vector field on Ω paired with a ν̂-parameter formal degree

0 �= d̂ ∈ [0,∞)ν̂ . We say S λ-controls (resp. smoothly λ-controls) (X̂, d̂) on Ω′ if
there is a finite subset F ⊆ S such that F λ-controls (resp. smoothly λ-controls)

(X̂, d̂) on Ω′. When ν̂ = ν, we say S controls (resp. smoothly controls) (X̂, d̂)

on Ω′ if S I-controls (resp. smoothly I-controls) (X̂, d̂) on Ω′, where I denotes the
identity matrix.

Definition 3.9. Let S ⊆ Γ(TΩ)×([0,∞)ν \{0}) and T ⊆ Γ(TΩ)×([0,∞)ν̂ \{0}).
We say S λ-controls (resp. smoothly λ-controls) T on Ω′ if S λ-controls (resp.

smoothly λ-controls) (X̂, d̂) on Ω′, ∀(X̂, d̂) ∈ T . When ν̂ = ν, we say S controls
(resp. smoothly controls) T on Ω′ if S I-controls (resp. smoothly I-controls) T
on Ω′, where I denotes the identity matrix.

Lemma 3.10. The notion of control is transitive: If S1 controls S2 on Ω′ and S2

controls S3 on Ω′, then S1 controls S3 on Ω′.

Proof. This follows immediately from the definitions. �

Definition 3.11. Let S ⊆ Γ(TΩ) × ([0,∞)ν \ {0}). We say S satisfies D(Ω′)
(resp. Ds(Ω′)) if S controls (resp. smoothly controls) ([X1, X2], d1 + d2) on Ω′,
∀(X1, d1), (X2, d2) ∈ S.

Definition 3.12. Let S, T ⊆ Γ(TΩ) × ([0,∞)ν \ {0}). We say S is equivalent
(resp. smoothly equivalent) to T on Ω′ if S controls (resp. smoothly controls) T
on Ω′ and T controls (resp. smoothly controls) S on Ω′.

Definition 3.13. Let S ⊆ Γ(TΩ)× ([0,∞)ν \ {0}). We say S is finitely generated
(resp. smoothly finitely generated) on Ω′ if there is a finite set F ⊂ Γ(TΩ) ×
([0,∞)ν \ {0}) such that F is equivalent (resp. smoothly equivalent) to S on Ω′.
If we want to make the choice of F explicit, we say S is finitely generated (resp.
smoothly finitely generated) by F on Ω′.

Remark 3.14. If S is finitely generated (resp. smoothly finitely generated), one
may always take F ⊆ S such that S is finitely generated (resp. smoothly finitely
generated) by F . However, one need not take F ⊆ S.

Remark 3.15. Note that it is possible that S be finitely generated (resp. smoothly
finitely generated) on Ω′ by two different finite sets F1, F2, with F1 �= F2. However,
it is immediate from the definitions that F1 and F2 are equivalent (resp. smoothly
equivalent) on Ω′. Because of this, it turns out that any two such choices will be
equivalent for all of our purposes. Thus, we may unambiguously say S is finitely
generated (resp. smoothly finitely generated) by F on Ω′, where F can be any
such choice.

Definition 3.16. Let dν ⊂ [0,∞)ν denote the set of those d ∈ [0,∞)ν such that
d is nonzero in precisely one component.
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Definition 3.17. Let S ⊆ Γ(TΩ) × ([0,∞)ν \ {0}). We say S is linearly finitely
generated (resp. smoothly linearly finitely generated) on Ω′ if there is a finite set
F ⊂ Γ(TΩ)×dν such that S is finitely generated (resp. smoothly finitely generated)
by F on Ω′. If we wish to make the choice of F explicit, we say S is linearly finitely
generated (resp. smoothly linearly finitely generated) by F on Ω′.

Remark 3.18. Note that when ν = 1, S is finitely generated (resp. smoothly
finitely generated) if and only if S is linearly finitely generated (resp. smoothly
linearly finitely generated).

Definition 3.19. Let S ⊆ Γ(TΩ)× ([0,∞)ν \ {0}). We define L(S) ⊆ Γ(TΩ)×
([0,∞)ν \ {0}) to be the smallest set such that:

• S ⊆ L(S).
• If (X1, d1), (X2, d2) ∈ L(S), then ([X1, X2], d1 + d2) ∈ L(S).

Remark 3.20. Note that L(S) satisfies D(Ω′), trivially.

Lemma 3.21. Let S ⊆ Γ(TΩ)× ([0,∞)ν \ {0}). S satisfies D(Ω′) (resp. Ds(Ω′))
if and only if S controls (resp. smoothly controls) L(S) on Ω′.

Proof. This is immediate from the definitions. �

Lemma 3.22. Let S ⊆ Γ(TΩ)×([0,∞)ν \{0}). If L(S) is finitely generated (resp.
smoothly finitely generated) by F on Ω′, then F satisfies D(Ω′) (resp. Ds(Ω′)).

Proof. This is immediate from the definitions. �

Example 3.23. In the sequel we will be given a set S ⊆ Γ(TΩ)× ([0,∞)ν \ {0}),
and will be interested in whether or not L(S) is finitely generated on Ω′. It is
instructive to consider the following simple example where L(S) is not finitely

generated. Let X1 = ∂/∂x, X2 = e−1/x2

∂/∂y, and S := {(X1, 1), (X2, 1)} ⊂
Γ(TR2)× (0,∞). Let Ω′ be a neighborhood of 0 ∈ R2. Then, L(S) is not finitely
generated on Ω′. Indeed, any commutator of the form

[X1, [X1, [X1, · · · , [X1, X2] · · · ]]],

is not spanned (with bounded coefficients) on any neighborhood of 0 by commu-
tators with fewer terms. For nontrivial examples where L(S) is finitely generated
on Ω′ see Sections 3.1 and 3.2.

Example 3.24. An important example where L(S) is finitely generated but
not linearly finitely generated comes from the Heisenberg group. The Heisen-
berg group, H1, has a three dimensional Lie algebra spanned by vector fields
X,Y, T , where [X,Y ] = T and T is in the center. As a manifold H1 ∼= R3

and the vector fields X,Y, T span the tangent space at every point. Set S :=
{(X, (1, 0)), (Y, (0, 1))} ⊂ Γ(TH1)×d2. Then (on any non-empty open set Ω′ ⊂ H1)
it is immediate to see that L(S) is finitely generated but not linearly finitely gen-
erated on Ω′.
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3.1. Hörmander’s condition

When some of the vector fields satisfy Hörmander’s condition, many of the above
definitions become easier to verify.

Definition 3.25. Let V be a collection of C∞ vector fields on Ω, and let U ⊆ Ω.
We say V satisfies Hörmander’s condition on U if

V ∪ [V ,V ] ∪ [V , [V ,V ]] ∪ · · ·

spans the tangent space to Rn at every point of U . For m ∈ N, we say V satisfies
Hörmander’s condition of order m on U if

V ∪ [V ,V ] ∪ · · · ∪
m terms︷ ︸︸ ︷

[V , [V , [· · · , [V ,V ]]

spans the tangent space at every point of U .

Proposition 3.26. Let S ⊂ Γ(TΩ)× ([0,∞)ν \ {0}). Suppose, for every M ,

{(X, d) ∈ S : |d|∞ ≤M}

is finite. Also suppose for each 1 ≤ μ ≤ ν,

{X : (X, d) ∈ S and dμ′ = 0, ∀μ′ �= μ} satisfies Hörmander’s condition on Ω.

Then L(S) is smoothly finitely generated on Ω′.

Proof. Because Ω′ is relatively compact in Ω, for each 1 ≤ μ ≤ ν, there is a finite
set

Fμ ⊆ {(X, d) ∈ L(S) : dμ′ = 0, ∀μ′ �= μ},
such that

{X : ∃d, (X, d) ∈ Fμ}
spans the tangent space at every point on some neighborhood of the closure of Ω′.
Let

M := max
{
|d|∞ : (X, d) ∈

ν⋃
μ=1

Fμ
}
,

and define
F := {(X, d) ∈ L(S) : |d|∞ ≤M}.

Note that F is a finite set and Fμ ⊆ F , for every μ. We claim that F smoothly
controls L(S) on Ω′. Indeed, let (X, d) ∈ L(S). If |d|∞ ≤M , then (X, d) ∈ F and
so F smoothly controls (X, d) on Ω′, trivially. If |d|∞ > M , then there is some
coordinate μ with dμ > M . By the construction on Fμ, there is an open set Ω′′

with Ω′ � Ω′′ � Ω and such that the vector fields in Fμ span the tangent space to
every point of Ω′′. Hence, we may write

X =
∑

(Y,e)∈Fμ

cY,eY,
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where cY,e ∈ C∞(Ω′′). We have, for δ ∈ [0, 1]ν,

δdX =
∑

(Y,e)∈Fμ

(δd−ecY,e)δeY.

Because dμ > M , and in the sum eμ ≤ M and eμ′ = 0 for μ �= μ′, we have
{δd−ecY,e : δ ∈ [0, 1]ν} ⊂ C∞(Ω′) is a bounded set. Because Fμ ⊆ F , the result
follows. �

3.2. Real analytic vector fields

Another situation where the concepts in this section become somewhat simpler is
the case when the vector fields are real analytic. Indeed, we have

Proposition 3.27. Let S ⊂ Γ(TΩ) × ([0,∞)ν \ {0}) be a finite set such that
∀(X, d) ∈ S, X is real analytic. Then, L(S) is smoothly finitely generated on Ω′.

Proof. Let Ω′′ be an open set with Ω′ � Ω′′ � Ω. It follows from Proposition 12.1
of [51] that ∀x ∈ Ω, there is a finite set Fx ⊆ L(S) such that ∀(X, d) ∈ L(S), there
is a neighborhood U(X,d),x of x such that Fx smoothly controls (X, d) on U(X,d),x.
We may assume S ⊆ Fx. Define

Vx :=
⋂

(X1,d1),(X2,d2)∈Fx

U([X1,X2],d1+d2),x.

We have Fx satisfies Ds(Vx). Lemma 3.21 implies that Fx smoothly controls
L(Fx) on Vx, and therefore Fx smoothly controls L(S) on Vx. Vx forms an open
cover of the closure of Ω′′, and we may extract a finite subcover Vx1 , . . . , VxM .

Set F =
⋃M
l=1 Fxl

. A simple partition of unity argument shows that F smoothly
controls L(S) on Ω′. �

4. Definitions: Surfaces

In this section, we define the class of γ for which we study operators of the
form (1.2). We assume we are given an open set Ω ⊆ Rn. Fix open sets Ω′ �
Ω′′ � Ω′′′ � Ω, where A � B denotes that A is relatively compact in B.

Definition 4.1. A parameterization is a triple (γ, e,N), where N ∈ N, 0 �=
e1, . . . , eN ∈ [0,∞)ν define ν-parameter dilations on RN , and γ(t, x) = γt(x) :
BN (ρ) × Ω′′′ → Ω is a C∞ function satisfying γ0(x) ≡ x. Here, ρ > 0 should be
thought of as small. If we want to make the choice of Ω,Ω′′′ explicit, we write our
parameterization as (γ, e,N,Ω,Ω′′′).

Suppose we are given a parameterization (γ, e,N). Using the dilations, we
assign to each multi-index α ∈ NN a corresponding degree, deg(α) ∈ [0,∞)ν , as in
Definition 2.2.
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When we are given a parameterization (γ, e,N), because γ0 is the identity
map, we may always shrink ρ so that γt is a diffeomorphism onto its image for
every t ∈ BN (ρ). From now on we always do this, so that when we are given a
parameterization, it makes sense to thinking about γ−1

t (x), the inverse mapping.
Furthermore, we shrink ρ > 0 so that (γ−1

t , e,N,Ω,Ω′′′′) is a parameterization for
some choice of Ω′′′′ with Ω′′ � Ω′′′′ � Ω.

Definition 4.2. A vector field parameterization is a triple (W, e,N) where N ∈ N,
0 �= e1, . . . , eN ∈ [0,∞)ν and W (t, x) is a smooth vector field on Ω′′, depending
smoothly on t ∈ BN (ρ) for some ρ > 0, with W (0, x) ≡ 0. If we want to make the
choice of Ω′′ explicit, we write (W, e,N,Ω′′).

Proposition 4.3. Parameterizations and vector field parameterizations are in bi-
jective equivalence in the following sense:

• Given a parameterization (γ, e,N,Ω,Ω′′′), we define a vector field by

(4.1) W (t, x) :=
d

dε

∣∣∣
ε=1

γεt ◦ γ−1
t (x).

For any Ω′′ � Ω′′′, if we take ρ > 0 sufficiently small, then (W, e,N,Ω′′) is
a vector field parameterization on Ω′′.

• Given a vector field parameterization (W, e,N,Ω′′) and given Ω1 � Ω′′, if we
take ρ > 0 sufficiently small, there exists a unique γ(t, x) : BN (ρ)×Ω1 → Ω′′

with γ0(x) ≡ x such that

W (t, x) =
d

dε

∣∣∣
ε=1

γεt ◦ γ−1
t (x).

(γ, e,N,Ω′′,Ω1) is the desired parameterization.

Proof. See Proposition 12.1 of [56] for details. �

Remark 4.4. When we apply Proposition 4.3 to a vector field parameterization
(W, e,N), we will take Ω1 so that Ω′ � Ω1. In this way, we may consider Ω′ fixed
throughout this entire paper, despite many application of Proposition 4.3.

Definition 4.5. If (γ, e,N) and (W, e,N) are as in Proposition 4.3, we say that
(γ, e,N) corresponds to (W, e,N) and that (W, e,N) corresponds to (γ, e,N).

Remark 4.6. If we are given a parameterization (γ, e,N) or a vector field param-
eterization (W, e,N), we are (among other things) given a ν-parameter dilation
structure on RN . In this case, it makes sense to write δt for t ∈ RN , δ ∈ [0,∞)ν

via (2.1).

Definition 4.7. Let (W, e,N,Ω′′) be a vector field parameterization and let

(X, d) = {(X1, d1), . . . , (Xq, dq)} ⊂ Γ(TΩ′′)× ([0,∞)ν \ {0})
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be a finite set consisting of C∞ vector fields on Ω′′, Xj , each paired with a ν-
parameter formal degree 0 �= dj ∈ [0,∞)ν . We say (X, d) controls (W, e,N) on Ω′

if there exists τ1 > 0, ρ1 > 0 such that for every δ ∈ [0, 1]ν, x0 ∈ Ω′, there exist

functions cx0,δ
l on BN (ρ1)×B(X,d) (x0, τ1δ) satisfying:

• W (δt, x) =
∑q

l=1 c
x0,δ
l (t, x)δdlXl(x) on B

N (ρ1)×B(X,d) (x0, τ1δ).

• sup
x0∈Ω′
δ∈[0,1]ν

t∈BN (ρ1)

∑
|α|+|β|≤m

∣∣(δX)α∂βt c
x0,δ
l (t, x)

∣∣ <∞, for every m.

Definition 4.8. Let (W, e,N,Ω′′) be a vector field parameterization and let

(X, d) = {(X1, d1), . . . , (Xq, dq)} ⊂ Γ(TΩ′′)× ([0,∞)ν \ {0})

be a finite set consisting of C∞ vector fields on Ω′′, Xj , each paried with a ν-
parameter formal degree 0 �= dj ∈ [0,∞)ν . We say (X, d) smoothly controls
(W, e,N) on Ω′ if there exists an open set Ω1 with Ω′ � Ω1 � Ω′′ and ρ1 > 0
such that for each δ ∈ [0, 1]ν there exist functions cδj(t, x) ∈ C∞(BN (ρ1) × Ω1)
(1 ≤ j ≤ q) with

• W (δt, x) =
∑q

j=1 c
δ
j(t, x)δ

djXj , on B
N (ρ1)× Ω1.

• {cδj : δ ∈ [0, 1]ν , j ∈ {1, . . . , q}} ⊂ C∞(BN (ρ1)× Ω1) is a bounded set.

Remark 4.9. It is clear that if (X, d) smoothly controls (W, e,N), then (X, d)
controls (W, e,N), though (as in Remark 3.7) the converse does not hold.

Definition 4.10. Let (W, e,N,Ω′′) be a vector field parameterization and let
S ⊆ Γ(TΩ′′)×([0,∞)ν \{0}). We say S controls (resp. smoothly controls) (W, e,N)
on Ω′ if there is a finite subset F ⊆ S such that F controls (resp. smoothly controls)
(W, e,N).

Definition 4.11. Let (γ, e,N,Ω,Ω′′′) be a parameterization and let S ⊆ Γ(TΩ′′)×
([0,∞)ν \ {0}). We say S controls (resp. smoothly controls) (γ, e,N) on Ω′ if
S controls (resp. smoothly controls) the vector field parameterization (W, e,N),
where (W, e,N) corresponds to (γ, e,N).

Suppose (W, e,N,Ω′′) is a vector field parameterization. We can think of W (t)
as a smooth function in the t variable, taking values in smooth vector fields on Ω′′,
satisfying W (0) ≡ 0. We express W as a Taylor series in the t variable:

(4.2) W (t) ∼
∑
|α|>0

tαXα,

where Xα is a smooth vector field on Ω′′. For the next definition, set

(4.3) S := {(Xα, deg(α)) : deg(α) ∈ dν} .
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Definition 4.12. Let (W, e,N,Ω′′) be a vector field parameterization and let S
be given by (4.3). We say (W, e,N) is finitely generated (resp. smoothly finitely
generated) on Ω′ if

• L(S) controls (resp. smoothly controls) (W, e,N).

• L(S) is finitely generated (resp. smoothly finitely generated).

If L(S) is finitely generated (resp. smoothly finitely generated) by F , and we
wish to make this choice of F explicit, we say (W, e,N) is finitely generated (resp.
smoothly finitely generated) by F on Ω′.

Definition 4.13. Let (γ, e,N,Ω,Ω′′′) be a parameterization. We say (γ, e,N) is
finitely generated (resp. smoothly finitely generated) on Ω′ if (W, e,N) is finitely
generated (resp. smoothly finitely generated) on Ω′, where (γ, e,N) corresponds to
(W, e,N). We say (γ, e,N) is finitely generated (resp. smoothly finitely generated)
by F on Ω′ if (W, e,N) is finitely generated (resp. smoothly finitely generated) by
F on Ω′.

Remark 4.14. Note that if (γ, e,N) (or (W, e,N)) is finitely generated (resp.
smoothly finitely generated) by F on Ω′, then F satisfies D(Ω′) (resp. Ds(Ω′))
– see Lemma 3.22.

Remark 4.15. If (γ, e,N) (or (W, e,N)) is finitely generated (resp. smoothly
finitely generated) on Ω′, then there may be many different choices of finite sets
F ⊆ L(S) such that (γ, e,N) (or (W, e,N)) is finitely generated (resp. smoothly
finitely generated) by F on Ω′. However, by Remark 3.15, any two such choices
are equivalent (resp. smoothly equivalent) on Ω′, and are equivalent for all of
our purposes. Thus we may unambiguously say (γ, e,N) (or (W, e,N)) is finitely
generated (resp. smoothly finitely generated) by F on Ω′, where F can be any
such choice. This choice of F satisfies D(Ω′) (resp. Ds(Ω)) – see Remark 4.14.

In Definition 4.12, we factored the definition that (W, e,N) be finitely generated
into two aspects. Sometimes it is easier to verify a slightly different characteriza-
tion. We continue to take S as in (4.3) and define

V := {(Xα, deg(α)) : |α| > 0} .

Note that S ⊆ V .

Proposition 4.16. Let (W, e,N,Ω′′) be a vector field parameterization. Then
(W, e,N) is finitely generated (resp. smoothly finitely generated) on Ω′ if and only if

• L(V) is finitely generated (resp. smoothly finitely generated) on Ω′.
• L(V) controls (resp. smoothly controls) (W, e,N) on Ω′.
• L(S) controls (resp. smoothly controls) V on Ω′.

Proof. Suppose the above three conditions hold. Let L(V) be finitely gener-
ated (resp. smoothly finitely generated) by F on Ω′. Since L(S) controls (resp.
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smoothly controls) V on Ω′, L(S) controls (resp. smoothly controls) L(V) on Ω′,
and therefore L(S) controls (resp. smoothly controls) F on Ω′. Since F con-
trols (resp. smoothly controls) L(V) on Ω′, and L(S) ⊆ L(V), F controls (resp.
smoothly controls) L(S) on Ω′. Thus L(S) and F are equivalent (resp. smoothly
equivalent) on Ω′. I.e., L(S) is finitely generated (resp. smoothly finitely gener-
ated) by F on Ω′. Since L(V) controls (resp. smoothly controls) (W, e,N) on Ω′,
and F controls (resp. smoothly controls) L(V) on Ω′, it follows that F controls
(resp. smoothly controls) (W, e,N) on Ω′. Since L(S) and F are equivalent (resp.
smoothly equivalent) on Ω′, it follows that L(S) controls (resp. smoothly controls)
(W, e,N) on Ω′. This shows that (W, e,N) is finitely generated (resp. smoothly
finitely generated) by F on Ω′.

Conversely, suppose (W, e,N) is finitely generated (resp. smoothly finitely
generated) by F on Ω′. Because F controls (resp. smoothly controls) (W, e,N)
on Ω′, it follows that F controls (resp. smoothly controls) V on Ω′. Because
L(S) and F are equivalent (resp. smoothly equivalent) on Ω′, it follows that L(S)
controls (resp. smoothly controls) V on Ω′. Thus, L(S) controls (resp. smoothly
controls) L(V) on Ω′. Since S ⊆ V , L(S) ⊆ L(V) and therefore L(V) smoothly
controls L(S) on Ω′. Hence L(S) and L(V) are equivalent (resp. smoothly equiv-
alent) on Ω′. Combining the above, we have L(V) and F are equivalent (resp.
smoothly equivalent) on Ω′. Therefore, L(V) is finitely generated (resp. smoothly
finitely generated) on Ω′. Furthermore, since L(S) controls (resp. smoothly con-
trols) (W, e,N) on Ω′, by assumption, L(V) controls (resp. smoothly controls)
(W, e,N) on Ω′. This completes the proof. �

Example 4.17. It is instructive to understand how a parameterization (γ, e,N)
can fail to be finitely generated. When ν = 1, there are three main ways this can
happen:

(i) If S is given by (4.3), it could be that L(S) fails to be finitely generated. On
R2 define dilations by multiplication: δ(s, t) = (δs, δt) (i.e., N = 2 and e1 = 1,

e2 = 1). Let X1 = ∂/∂x, X2 = e−1/x2

∂/∂y, and W (s, t) = sX1 + tX2. Then
L(S) is not finitely generated on any open set containing 0. See Example 3.23.

(ii) If L(S) is finitely generated by F on Ω′, and if one sets F0 := {X : (X, d) ∈ F},
then for X,Y ∈ F0, [X,Y ] is spanned by elements of F0 (with appropriately
nice coefficients). The Frobenius theorem applies in this setting (see Sec-
tion 2.2 of [57]) to foliate the ambient space into leaves. Our assumptions
imply that γt(x) lies in the leaf passing through x. This is not always the

case. For instance, if γt(x) : R× R → R is given by γt(x) = x− e−1/t2 , then
Xα = 0 ∀α, and therefore the leaves are points. Thus, for t �= 0, γt(x) does
not lie in the leaf passing through x.

(iii) Even if L(S) is finitely generated, and γt(x) lies in the appropriate leaf, it
may still be that L(S) does not control γt(x). Informally, this is because
γt(x) does not lie in the leaf in an appropriately “scale invariant” way. To
create such an example we work on R. We define the vector field W (t, x) by

W (t, x) = te−1/x2 ∂

∂x
+ e−1/t2 x

∂

∂x
.
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Here N = 1, e1 = 1. Let (γ, 1, 1) be the parameterization corresponding to
the vector field parameterization (W, 1, 1). Note that

γt(x) is

⎧⎪⎨⎪⎩
negative, if x is negative,

zero, if x is zero,

positive if x is positive.

In this case, there is only one nonzero Xα, namely X1 = e−1/x2

∂/∂x. Thus,
the leaves of the corresponding foliation are (−∞, 0), {0}, and (0,∞), and we
see that γt(x) does in fact lie in the leaf passing through x. Finally, we claim
that γ is not controlled by {(X1, 1)} on any neighborhood of 0 ∈ R. If γ
were controlled, it would imply, in particular, that there exists a t0 �= 0 such
that for every x near 0, e−1/t20 x = c(x) e−1/x2

, with c(x) bounded uniformly
as x→ 0. This is clearly impossible.

The reader might note that all of the above examples used functions which van-
ished to infinite order. This is necessary in the sense that when ν = 1 and γ is real
analytic, (γ, e,N) is automatically smoothly finitely generated; see Corollary 4.31.

Example 4.18. When ν > 1, Proposition 4.16 highlights another way in which
(γ, e,N) could fail to be finitely generated: L(S) could fail to control V on Ω′,
and this can happen even if γ is real analytic. For instance, consider the the curve
γ(s,t)(x) = x − st. Here we are using the dilation (δ1, δ2)(t, s) = (δ1t, δ2s). Then

every vector fields in S is the zero vector field, however ( ∂∂x , (1, 1)) ∈ V , so L(S)
does not control V . It is interesting to note that there is a product kernel K(s, t)
such that the operator given by (1.1), with this choice of γ, is not even bounded
on L2. This dates back to work of Nagel and Wainger [40]. See, also, Section 17.5
of [56].

If (γ, e,N) (or (W, e,N)) is finitely generated (resp. smoothly finitely gener-
ated) by F on Ω′, then F satisfies D(Ω′) (resp. Ds(Ω′)) by Lemma 3.22. The next
result addresses the extent to which the converse is true.

Proposition 4.19. Suppose S ⊆ Γ(TΩ)× dν . Suppose L(S) is finitely generated
by F on Ω′. Then, there is a finite subset S0 ⊆ S and a vector field parameteriza-
tion (W, e,N,Ω) such that (W, e,N) is finitely generated by F ∪ S0 on Ω′ (and is
finitely generated by F on Ω′). If, in addition, L(S) is smoothly finitely generated
by F on Ω′, then (W, e,N) is smoothly finitely generated by F ∪ S0 on Ω′.

Proof. Suppose L(S) is finitely generated (resp. smoothly finitely generated) by F
on Ω′. Then, there is a finite subset S0 ⊆ S such that L(S0) is finitely generated
(resp. smoothly finitely generated) by F on Ω′. Setting F ′ = F ∪ S0, we see
that L(S) is finitely generated (resp. smoothly finitely generated) by F ′ on Ω′ and
that F ′ and F are equivalent (resp. smoothly equivalent) on Ω′. Enumerate F ′:

F ′ = {(X1, d1), . . . , (Xq, dq)}.
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Set N = q and define ν-parameter dilations on RN by ej = dj . Set

W (t, x) =

q∑
j=1

tjXj .

Clearly, W is smoothly controlled by F ′ on Ω′. Furthermore, if we define Xα as
in (4.2) and S ′ by (4.3), then we have S0 ⊆ S ′, and therefore F ′ is controlled (resp.
smoothly controlled) by L(S ′) on Ω′. Since F ′ clearly controls (resp. smoothly
controls) L(S ′) on Ω′, we see W is finitely generated (resp. smoothly finitely
generated) by F ′ on Ω′. �

Remark 4.20. The point of Proposition 4.19 is the following. Suppose S ⊆
Γ(TΩ)× dν is such that L(S) is finitely generated on Ω′. Then, L(S) “comes from
a parameterization” in the following sense. Applying Proposition 4.19, we obtain
a parameterization (W, e,N,Ω) which is finitely generated on Ω′ and such that if
we define S ′ by (4.3) with this choice of W , then L(S) and L(S ′) are equivalent
on Ω′. I.e., L(S) and (W, e,N) are finitely generated by the same F on Ω′.

Remark 4.21. The vector field parameterization exhibited in Proposition 4.19
corresponds to a parameterization (γ, e,N) via Proposition 4.3. In this case, γ is
easy to write down. Indeed,

γ(t1,...,tq)(x) = et1X1+···+tqXqx.

Some of our results can be strengthened if we assume that the parameterization
involved is even better than finitely generated, which we now present.

Definition 4.22. Let (W, e,N,Ω′′) be a vector field parameterization. We say
(W, e,N) is linearly finitely generated (resp. smoothly linearly finitely generated)
on Ω′ if

• F0 := {(Xα, deg(α)) : deg(α) ∈ dν and |α| = 1} satisfiesD(Ω′) (resp.Ds(Ω′)).
• F0 controls (resp. smoothly controls) (W, e,N) on Ω′.
If F ⊂ Γ(TΩ) × dν is another finite set such that F0 and F are equivalent

(resp. smoothly equivalent) on Ω′, we say (W, e,N) is linearly finitely generated
(resp. smoothly linearly finitely generated) by F on Ω′. (In particular, one can take
F = F0 in this case.)

Definition 4.23. Let (γ, e,N,Ω,Ω′′′) be a parameterization. We say (γ, e,N)
is linearly finitely generated (resp. smoothly linearly finitely generated) on Ω′ if
(W, e,N) is linearly finitely generated (resp. smoothly linearly finitely generated)
on Ω′, where (γ, e,N) corresponds to (W, e,N). We say (γ, e,N) is linearly finitely
generated (resp. smoothly linearly finitely generated) by F on Ω′ if (W, e,N) is
linearly finitely generated (resp. smoothly linearly finitely generated) by F on Ω′.

Lemma 4.24. If (γ, e,N,Ω,Ω′′′) is linearly finitely generated (resp. smoothly
linearly finitely generated) by F on Ω′, then (γ, e,N,Ω,Ω′′′) is finitely generated
(resp. smoothly finitely generated) by F on Ω′.
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Proof. Suppose (γ, e,N) is linearly finitely generated by F on Ω′. We may take
F = F0, where F0 is as in Definition 4.22. Let (W, e,N) be the vector field
parameterization corresponding to (γ, e,N), and let S be as in (4.3). By definition,
(W, e,N) is linearly finitely generated by F on Ω′, and therefore F controls S
on Ω′. Since F satisfies D(Ω′), F controls L(S) on Ω′, and therefore L(S) is
finitely generated on Ω′. Furthermore, since F = F0 ⊆ S ⊆ L(S), L(S) controls F
on Ω′, and therefore L(S) controls (W, e,N) on Ω′. This shows that (W, e,N)
and (γ, e,N) are finitely generated by F on Ω′. A similar proof works if (γ, e,N) is
smoothly linearly finitely generated to show (γ, e,N) is smoothly finitely generated.

�

Proposition 4.25. Suppose F ⊂ Γ(TΩ)× dν and satisfies D(Ω′) (resp Ds(Ω′)).
Then, there exists a parameterization (γ, e,N) such that (γ, e,N) is linearly finitely
generated (resp. smoothly linearly finitely generated) by F on Ω′.

Proof. The example from Proposition 4.19 and Remark 4.21 works. I.e., write

F = {(X1, d1), . . . , (Xq, dq)} ⊂ Γ(TΩ)× dν ,

and define dilations on Rq by ej = dj . Then, (γ, e, q) satisfies the conclusions of
the proposition, where

γt(x) = et1X1+···+tqXqx. �

Example 4.26. The most basic example of a linearly finitely generated param-
eterization is arises when ν = 1, N = n and we use the standard dilations
δ(t1, . . . , tn) = (δt1, . . . , δtn); i.e., e1 = · · · = en = 1. Take

γt(x) = x− t.

Then (γ, (1, . . . , 1), n) is linearly finitely generated. In this special case, the op-
erators we consider are just standard pseudodifferential operators on Rn. Thus,
the linearly finitely generated case will help us to generalize the setting of pseu-
dodifferential operators to a non-translation invariant, non-Euclidean setting. See
Section 6.3 for further details on this.

Example 4.27. For (γ, e,N) to be linearly finitely generated is a much stronger
hypothesis than for (γ, e,N) to be merely finitely generated, even when ν = 1. We
present a few examples which help to elucidate the difference.

(i) When N = n = 2, ν = 1, and we take the standard dilations δ(s, t) = (δs, δt),
then if

γ(s,t)(x) = x− (s, t),

we have (γ, (1, 1), 2) is linearly finitely generated (on any open set in R2).
However, if

γ̃(s,t)(x) = x− (s, t2),

(γ̃, (1, 1), 2) is finitely generated but not linearly finitely generated.
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(ii) When N = n = 1 and we use multiparameter dilations e1 = (1, 1) (i.e.,
(δ1, δ2)t = δ1δ2t), then if

γt(x) = x− t,

(γ, ((1, 1)), 2) is neither finitely generated nor linearly finitely generated (on
any open subset of R).

(iii) On the Heisenberg group H1 (see Example 3.24), we define

W ((s, t)) = sX + tY.

If we use the standard dilations e1 = 1, e2 = 1, then (W, e, 2) is finitely
generated, but not linearly finitely generated: (X, 1) and (Y, 1) do not control
([X,Y ], 2) = (T, 2). Here, if X and Y are taken to be right invariant vector
fields,

γs,t(x) = (s, t, 0)x,

where x ∈ H1, and (s, t, 0)x denotes group multiplication. See [49] for an
exposition of the Heisenberg group.

(iv) As in the previous example, we use the Heisenberg group H1, but now take
N = 3 and define e1 = 1, e2 = 1, e3 = 2. If we define

W ((t1, t2, t3)) = t1X + t2Y + t3T,

then (W, (1, 1, 2), 3) is linearly finitely generated. Here,

γt1,t2,t3(x) = (t1, t2, t3)x,

where, again, (t1, t2, t3)x denotes group multiplication.

(v) If we take γt1,t2,t3(x) as in the previous example, but use multiparameter
dilations e1 = (1, 0), e2 = (0, 1), and e3 = (1, 1), then (γ, e, 3) is finitely
generated but not linearly finitely generated.

4.1. Hörmander’s condition

One situation where Definition 4.12 is particularly easy to verify is when some of the
vector fields satisfy Hörmander’s condition (see Definition 3.25). Let (W, e,N,Ω′′)
be a vector field parameterization with ν parameter dilations. As in (4.2), let
W (t) ∼

∑
|α|>0 t

αXα, so that Xα is a smooth vector field on Ω′′. Let S be as

in (4.3).

Proposition 4.28. Suppose for each 1 ≤ μ ≤ ν,

{Xα : deg(α) is nonzero in only the μ component }
satisfies Hörmander’s condition on Ω′′,

(4.4)

and suppose L(S) controls (resp. smoothly controls) (Xα, deg(α)) on Ω′ for ev-
ery α. Then W is finitely generated (resp. smoothly finitely generated) on Ω′.
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Proof. As before, let V := {(Xα, deg(α)) : |α| > 0}. Note that S ⊆ V . By Propo-
sition 3.26, L(V) is smoothly finitely generated on Ω′. In light of Proposition 4.16,
the proof will be complete if we show L(V) smoothly controls (W, e,N) on Ω′.

Fix an open set Ω1 with Ω′ � Ω1 � Ω′′. Because Ω1 is relatively compact
in Ω′′, and because of (4.4), for each 1 ≤ μ ≤ ν, there is a finite set

Fμ ⊆ {(X, d) ∈ L(V) : dμ′ = 0, ∀μ′ �= μ}

such that
{X : ∃d, (X, d) ∈ Fμ}

spans the tangent space at every point on some neighborhood of the closure of Ω1.
Let

M := max
{
|d|∞ : (X, d) ∈

ν⋃
μ=1

Fμ
}
,

and define
F := {(X, d) ∈ L(V) : |d|∞ ≤M}.

Note that F is a finite set and Fμ ⊆ F , for every μ. We claim F smoothly controls
(W, e,N) on Ω′.

By using the Taylor series of W , there is a finite set of multi-indices A ⊂ NN

such that ∀α ∈ A, | deg(α)|∞ > M , and such that we may write

W (t, x) =
∑

| deg(α)|∞≤M
tαXα +

∑
α∈A

tαWα(t, x),

where Wα(t) is a smooth vector field on Ω′′, depending smoothly on t. It is
clear that for | deg(α)|∞ ≤ M , tαXα is smoothly controlled by F on Ω′, as
(Xα, deg(α)) ∈ F by construction. The proof will be complete if we show, for
α ∈ A, tαWα(t) is smoothly controlled by F on Ω′.

Fix α ∈ A, since | deg(α)|∞ > M , there is a μ ∈ {1, . . . , ν} such that deg(α)μ >
M . Using that Fμ spans the tangent space at every point of Ω1, we may write

tαWα(t, x) =
∑

(Z,d)∈Fμ

tαcZ(t, x)Z(x),

where cZ ∈ C∞(BN (ρ) × Ω1) (where the domain of W (t) in the t variable is
BN (ρ)). Thus, we have, for δ ∈ [0, 1]ν,

(δt)αWα(δt, x) =
∑

(Z,d)∈Fμ

tαδdeg(α)−dcZ(δt, x)δdZ(x).

Using that for (Z, d) ∈ Fμ, deg(d) is nonzero in only the μ component, and
deg(d)μ ≤ M , we see that deg(α) − d is nonnegative in every component. It
follows that

{tαδdeg(α)−dcZ(δt, x) : δ ∈ [0, 1]ν , (Z, d) ∈ Fμ} ⊂ C∞(BN (ρ)× Ω1)

is a bounded set. Hence, tαWα(t) is smoothly controlled by Fμ on Ω′, and therefore
it is smoothly controlled by F on Ω′. This completes the proof. �
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Corollary 4.29. Suppose that ν = 1 and that

{Xα : |α| > 0} satisfies Hörmander’s condition on Ω′′.

Then W is smoothly finitely generated on Ω′.

Proof. In this case, (Xα, deg(α)) ∈ S for every α, and therefore L(S) smoothly
controls (Xα, deg(α)) for every α, trivially. The result follows from Proposi-
tion 4.28. �

4.2. Real analytic surfaces

Another situation where Definition 4.12 is easy to verify is when the vector fieldW
is real analytic. Indeed, let (W, e,N,Ω′′) be a vector field parameterization with
ν parameter dilations and with W real analytic. We write W as a power series
in the t variable, so that for t small, W (t, x) =

∑
|α|>0 t

αXα, where Xα is a real

analytic vector field on Ω′′ . Let S be as in (4.3).

Proposition 4.30. Suppose L(S) controls (resp. smoothly controls) (Xα, deg(α))
on Ω′ for every α. Then W is finitely generated (resp. smoothly finitely generated)
on Ω′.

Proof. As before, let V := {(Xα, deg(α) : |α| > 0}. Note that S ⊆ V . Theorem
9.1 of [51] shows for each x0 ∈ Ω′′, exists a neighborhood Ux0 containing x0 and a
finite set Fx0 ⊂ NN such that

W (t, x) =
∑
α∈Fx0

cx0
α (t, x)tαXα(x), on Ux0 ,

where cx0
α (t, x) : BN (ρx0)× Ux0 → R is real analytic, and ρx0 > 0.

Ux0 forms a cover of the closure of Ω′, which is a compact set. Extract a finite
subcover, Ux1 , . . . , UxM , and set

F =

M⋃
l=1

Fxl
, ρ0 := min {ρxl

: 1 ≤ l ≤M} .

A partition of unity argument shows that there is an open set Ω1 with Ω′ � Ω1 �
Ω′′′ and with

(4.5) W (t, x) =
∑
α∈F

cα(t, x)t
αXα(x), on Ω1,

with cα ∈ C∞(BN (ρ0) × Ω1). Set F := {(Xα, deg(α)) : α ∈ F}. (4.5) shows
that F smoothly controls (W, e,N) on Ω′, and therefore L(V) smoothly controls
(W, e,N) on Ω′.

Furthermore, because

Xβ =
1

β!
∂βt W (t)

∣∣∣
t=0

,

(4.5) shows that Xβ is a C∞(Ω1) linear combination of {Xα : α ∈ F, α ≤ β} where
α ≤ β means the inequality holds coordinatewise.
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Thus, Xβ is a C∞(Ω1) linear combination of {Xα : α ∈ F, deg(α) ≤ deg(β)},
and it follows that F smoothly controls (Xβ , deg(β)) on Ω′, ∀β. I.e., F smoothly
controls V on Ω′. Thus, L(F) smoothly controls L(V) on Ω′. Because F ⊆ V ,
this shows that L(F) and L(V) are smoothly equivalent. Proposition 3.27 shows
that L(F) is smoothly finitely generated on Ω′, and therefore L(V) is smoothly
finitely generated on Ω′.

The result now follows by combining the above with Proposition 4.16. �

Corollary 4.31. When ν = 1 and when W is real analytic, then W is smoothly
finitely generated on Ω′.

Proof. In this case (Xα, deg(α)) ∈ S, ∀α, so the conditions of Proposition 4.30
hold automatically. �

5. Results: Non-isotropic Sobolev spaces

Let Ω ⊆ Rn be an open set, and fix open sets Ω0 � Ω′ � Ω. Let S ⊂ Γ(TΩ)× dν .
We wish to define Sobolev spaces where for each (X, d) ∈ S, X is viewed as a
differential operator of “order” 0 �= d ∈ [0,∞)ν . We restrict attention to functions
supported in Ω0. There are two main assumptions that we deal with:

Case I: L(S) is finitely generated on Ω′.

Case II: L(S) is linearly finitely generated on Ω′.

Notice that Case II implies Case I, and our results in Case II will be stronger
than in Case I. In Case II, for 1 < p < ∞ and δ ∈ Rν we define non-isotropic
Sobolev spaces consisting of functions supported in Ω0, denoted by NLpδ . In Case I,
we do the same, but must restrict to |δ| small in a way which is made precise in
what follows.

In what follows, we make several choices in defining the norm which induces
the space NLpδ . Different choices yields comparable norms: for all δ in Case II, and
for |δ| small in Case I. In Case I, how small |δ| needs to be depends on the various
choices made. See Theorem 5.3 where this is made precise.

Definition 5.1. An ordered list D = (ν, (γ, e,N,Ω,Ω′′′), a, η, {ςj}j∈Nν , ψ) is called
Sobolev data on Ω′ if:

• 0 �= ν ∈ N.

• Ω, Ω′, and Ω′′′ are open with Ω′ � Ω′′′ � Ω ⊆ Rn.

• (γ, e,N,Ω,Ω′′′) is a parameterization, with ν-parameter dilations

0 �= e1, . . . , eN ∈ [0,∞)ν .

Here, γ(t, x) : BN (ρ)× Ω′′′ → Ω, for some ρ > 0.

• 0 < a ≤ ρ is a small number (how small a must be depends on γ, and will
be detailed later).
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• (γ, e,N,Ω,Ω′′′) is finitely generated on Ω′.
• η ∈ C∞

0 (BN (a)) and {ςj}j∈Nν ⊂ S (RN ) is a bounded set with ςj ∈ S{μ:jμ �=0}
and satisfies δ0(t) = η(t)

∑
j∈Nν ς

(2j)
j (t). Here, ς

(2j)
j is defined by the dila-

tions e – see (2.2). Note that such a choice of η and ςj always exists by
Lemma 2.3.

• ψ ∈ C∞
0 (Ω′) with ψ ≡ 1 on a neighborhood of the closure of Ω0.

We say D is finitely generated by F on Ω′ if (γ, e,N,Ω,Ω′′′) is finitely generated
by F on Ω′. We say D is linearly finitely generated on Ω′ if (γ, e,N,Ω,Ω′′′) is
linearly finitely generated on Ω′, and we say D is linearly finitely generated by F
on Ω′ if (γ, e,N,Ω,Ω′′′) is linearly finitely generated by F on Ω′.

Given Sobolev data D = (ν, (γ, e,N,Ω,Ω′′′), a, η, {ςj : j ∈ Nν}, ψ), define Dj =
Dj(D), for j ∈ Nν , by

(5.1) Djf(x) = ψ(x)

∫
f(γt(x))ψ(γt(x))η(t) ς

(2j )
j (t) dt.

Note that
∑
j∈Nν Djf = ψ2f ; in particular, if supp (f) ⊂ Ω0,

∑
j∈Nν Djf = f .

Definition 5.2. Given Sobolev data D, for 1 < p < ∞, δ ∈ Rν , we define (for
f ∈ C∞

0 (Ω0)),

‖f‖NLp
δ (D) :=

∥∥∥( ∑
j∈Nν

∣∣2j·δDjf
∣∣2 )1/2∥∥∥

Lp
,

where Dj = Dj(D) is defined in (5.1). We define the Banach space NLpδ(D) to be
the closure of C∞

0 (Ω0) in the norm ‖·‖NLp
δ (D).

If D is finitely generated by F on Ω′, then the next result shows that the
equivalence class of ‖·‖NLp

δ (D) depends only on F , for |δ| sufficiently small. If D is

linearly finitely generated by F on Ω′, it shows that the equivalence class depends
only on F for all δ ∈ Rν .

Theorem 5.3. Let

D = (ν, (γ, e,N,Ω,Ω′′′), a, η, {ςj}j∈Nν , ψ) and

D̃ = (ν, (γ̃, ẽ, Ñ ,Ω, Ω̃′′′), ã, η̃, {ς̃j}j∈Nν , ψ̃)

both be Sobolev data. If a > 0 and ã > 0 are chosen sufficiently small (depending
on the parameterizations) we have:

(I) If D and D̃ are both finitely generated by the same F on Ω′, then for 1 <

p <∞, ∃ε = ε(p, (γ, e,N), (γ̃, ẽ, Ñ)) > 0 such that for δ ∈ Rν with |δ| < ε,

‖f‖NLp
δ (D) ≈ ‖f‖NLp

δ
(D̃) , ∀f ∈ C∞

0 (Ω0).

Here, the implicit constants depend on D, D̃, and p.
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(II) If D and D̃ are both linearly finitely generated by the same F on Ω′, then
for 1 < p <∞, δ ∈ Rν ,

‖f‖NLp
δ (D) ≈ ‖f‖NLp

δ (D̃) , ∀f ∈ C∞
0 (Ω0).

Here, the implicit constants depend on D, D̃, p, and δ.

Proof. The proof of this result is completed in Section 13. �

Theorem 5.3 implies a few properties of the norm ‖·‖NLp
δ(D). When D is merely

finitely generated,14 it shows that the equivalence class of the norm ‖·‖NLp
δ (D)

does not depend on the choices of a, η, {ςj}, and ψ, for |δ| < ε for some ε =
ε(p, (γ, e,N)) > 0. When D is linearly finitely generated, it shows that the equiv-
alence class does not depend on the choices of a, η, {ςj}, and ψ, for any δ ∈ Rν .
We are led to the following definition.

Definition 5.4. Let (γ, e,N,Ω,Ω′′′) (with Ω′ � Ω′′′) be a parameterization which
is finitely generated on Ω′. For f ∈ C∞

0 (Ω0), we write ‖f‖NLp
δ (γ,e,N) to denote

‖f‖NLp
δ
(D), where D can be any Sobolev data of the form

D = (ν, (γ, e,N,Ω,Ω′′′), a, η, {ςj}j∈Nν , ψ),

with a > 0 small. By Theorem 5.3, equivalence class of ‖·‖NLp
δ (γ,e,N) is well-defined

for |δ| < ε, for some ε = ε(p, (γ, e,N)) > 0. If, in addition, (γ, e,N) is linearly
finitely generated on Ω′, then the equivalence class of ‖·‖NLp

δ
(γ,e,N) is well-defined

for all δ ∈ Rν .

Now consider the setting at the start of this section. We are given a finite
set S ⊂ Γ(TΩ) × dν . We assume either L(S) is finitely generated by some F ⊂
Γ(TΩ)×([0,∞)ν \{0}) on Ω′ (Case I), or L(S) is linearly finitely generated by some
F ⊂ Γ(TΩ)×dν on Ω′ (Case II). In Case I, Proposition 4.19 and Remark 4.20 show
that there is a parameterization (γ, e,N) such that (γ, e,N) is finitely generated
by by F on Ω′. In Case II, Proposition 4.25 shows that there is a parameterization
(γ, e,N) such that (γ, e,N) is linearly finitely generated by F on Ω′. Theorem 5.3

shows that, given S, any two such choices of (γ, e,N) and (γ̃, ẽ, Ñ) yield comparable

norms for all δ in Case II –when (γ, e,N) and (γ̃, ẽ, Ñ) are both linearly finitely
generated by F on Ω′, and in Case I for all |δ| sufficiently small (depending on p

and the choices of (γ, e,N) and (γ̃, ẽ, Ñ)) –when (γ, e,N) and (γ̃, ẽ, Ñ) are both
finitely generated by F on Ω′.15 In Case II, this means that the equivalence class
of ‖·‖NLp

δ (γ,e,N) depends only on S, ∀δ ∈ Rν . In Case I, this implies that, when

thought of as a germ of a function near 0 in the δ variable, the equivalence class
of the norm ‖·‖NLp

δ (γ,e,N) depends only on S.

14Recall, it is part of the definition of Sobolev data the D be finitely generated.
15Note that the choice of F which finitely generates (resp. linearly finitely generates) L(S) is

irrelevant – any two such choices are equivalent on Ω′.
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Definition 5.5. For ν ∈ N, we write f : Rν0 → R to denote that f is a germ of
a function defined near 0 ∈ Rν . If we write x ∈ Rν0 , we mean that x is a variable
defined on as small a neighborhood of 0 as necessary for the application. Thus, it
makes sense to write f(x), for x ∈ Rν0 , for f : Rν0 → R.

Definition 5.6. Suppose S ⊂ Γ(TΩ)× dν .

(I) If L(S) is finitely generated on Ω′, then for 1 < p <∞ and δ ∈ Rν0 , we write
‖f‖NLp

δ (S) := ‖f‖NLp
δ (γ,e,N) for f ∈ C∞

0 (Ω′). The equivalence class of the

norm ‖·‖NLp
δ (S) is well-defined as a germ of a function in the δ ∈ Rν0 variable.

(II) If L(S) is linearly finitely generated on Ω′, then for 1 < p <∞ and δ ∈ Rν ,
we write ‖f‖NLp

δ (S) := ‖f‖NLp
δ (γ,e,N), for f ∈ C∞

0 (Ω′). The equivalence class
of the norm ‖·‖NLp

δ (S) is well-defined ∀δ ∈ Rν .

Remark 5.7. Suppose D is Sobolev data which is finitely generated by F on Ω′.
Then, for 1 < p <∞, δ ∈ Rν0 ,

‖f‖NLp
δ(D) ≈ ‖f‖NLp

δ(F) , f ∈ C∞
0 (Ω0).

If D is linearly finitely generated by F on Ω′, the above holds ∀δ ∈ Rν .

Proposition 5.8. Let D be Sobolev data. Then for 1 < p <∞,

‖f‖NLp
0(D) ≈ ‖f‖Lp , f ∈ C∞

0 (Ω0),

where the implicit constants depend on p and D.

Proof. The proof is contained in Section 13. �

5.1. Comparing Sobolev spaces

Fix open sets Ω0 � Ω′ � Ω′′′ � Ω ⊆ Rn. Let S̃ ⊂ Γ(TΩ)× dν̃ and Ŝ ⊂ Γ(TΩ)× dν̂
be finite sets. As in the previous section, we separate our results into two cases:

Case I: L(S̃) and L(Ŝ) are finitely generated on Ω′.

Case II: L(S̃) and L(Ŝ) are linearly finitely generated on Ω′.

In light of Definition 5.6, it makes sense to talk about NLp
δ̃
(S̃) and NLp

δ̂
(Ŝ) for

δ̃ ∈ Rν̃0 and δ̂ ∈ Rν̂0 in Case I, and δ̃ ∈ Rν̃ and δ̂ ∈ Rν̂ in Case II.

From S̃ and Ŝ we create a set of smooth vector fields on Ω, paired with ν = ν̃+ν̂
parameter formal degrees by

S :=
{(
X̂, (d̂, 0ν̃)

)
: (X̂, d̂) ∈ Ŝ

}⋃{(
X̃, (0ν̂ , d̃)

)
: (X̃, d̃) ∈ S̃

}
,

where 0ν̃ denotes the 0 vector in Rν̃ and 0ν̂ denotes the 0 vector in Rν̂ . We now
introduce the main hypothesis of this section.

Assumption 5.9. We assume

• In Case I, we assume L(S) is finitely generated on Ω′.
• In Case II, we assume L(S) is linearly finitely generated on Ω′.
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We assume Assumption 5.9 for the remainder of the section. As before, in light
of Definition 5.6, it makes sense to talk about the norm ‖·‖NLp

δ
(S) for δ ∈ Rν0 in

Case I, and for δ ∈ Rν in Case II.

Remark 5.10. Assuming that L(S) is finitely generated (resp. linearly finitely

generated) on Ω′ implies that L(S̃) and L(Ŝ) are finitely generated (resp. linearly
finitely generated) on Ω′. Thus, Assumption 5.9 contains all the assumptions of
this section.

So that we may precisely state our results, in Case I pick Sobolev data

D̃ = (ν̃, (γ̃, ẽ, Ñ ,Ω,Ω′′′), ã, η̃, {ς̃j}j∈Nν̃ , ψ̃)

D̂ = (ν̂, (γ̂, ê, N̂ ,Ω,Ω′′′), â, η̂, {ς̂j}j∈Nν̂ , ψ̂)

D = (ν, (γ, e,N,Ω,Ω′′′), a, η, {ςj}j∈Nν , ψ)

so that D̃ and L(S̃) are finitely generated by the same F̃ on Ω′, D̂ and L(Ŝ) are
finitely generated by the same F̂ on Ω′, and D and L(S) are finitely generated by
the same F on Ω′. This is always possible – see Proposition 4.19 and Remark 4.20.

Theorem 5.11. a) In Case I, for 1 < p <∞, δ̂ ∈ Rν̂0 and δ̃ ∈ Rν̃0 we have

‖f‖NLp

(δ̂,0ν̃ )
(S) ≈ ‖f‖NLp

δ̂
(Ŝ) , ‖f‖NLp

(0ν̂ ,δ̃)
(S) ≈ ‖f‖NLp

δ̃
(S̃) , ∀f ∈ C∞

0 (Ω0).

More precisely, for 1 < p < ∞, ∃ε = ε(p, (γ, e,N), (γ̃, ẽ, Ñ), (γ̂, ê, N̂)) > 0 such

that for δ̂ ∈ Rν̂ , δ̃ ∈ Rν̃ with |δ̂|, |δ̃| < ε, we have

‖f‖NLp

(δ̂,0ν̃ )
(D) ≈ ‖f‖NLp

δ̂
(D̂) , ‖f‖NLp

(0ν̂ ,δ̃)
(D) ≈ ‖f‖NLp

δ̃
(D̃) , ∀f ∈ C∞

0 (Ω0),

where the implicit constants depend on p, δ̃, δ̂, D, D̃, and D̂.

b) In Case II, for 1 < p <∞, δ̂ ∈ Rν̂ , and δ̃ ∈ Rν̃ , we have

‖f‖NLp

(δ̂,0ν̃ )
(S) ≈ ‖f‖NLp

δ̂
(Ŝ) , ‖f‖NLp

(0ν̂ ,δ̃)
(S) ≈ ‖f‖NLp

δ̃
(S̃) , ∀f ∈ C∞

0 (Ω0).

where the implicit constant depends on p, δ̂, δ̃, and the choices made in defining
the above norms.

Proof. This is proved in Section 13.1. �

In what follows, it will be convenient to write an element of [0, 1]ν as 2−j , where
j ∈ [0,∞]ν . Here, 2−j = (2−j1 , . . . , 2−jν ) (and similarly for ν replaced by ν̂ or ν̃).

Let λ be a ν̃ × ν̂ matrix whose entries are all in [0,∞]. In both Case I and
Case II, we assume:

L(Ŝ) λ-controls S̃ on Ω′.

In what follows we write λt(δ̃) for δ̃ ∈ [0,∞)ν̃ . Here, we use the convention that
∞ · 0 = 0 but ∞ · x = ∞ for x > 0.
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Theorem 5.12. Under the above hypotheses, we have:

a) In Case I, for 1 < p < ∞, δ ∈ Rν0 , δ̃ ∈ Rν̃0 ∩ [0,∞)ν̃ , and such that λt(δ̃) is
not equal to ∞ in any coordinate,

(5.2) ‖f‖NLp

δ+(−λt(δ̃),δ̃)
(S) � ‖f‖NLp

δ (S) , f ∈ C∞
0 (Ω0).

More precisely, for 1 < p < ∞, ∃ε = ε(p, (γ, e,N), λ) > 0, such that for δ ∈ Rν

and δ̃ ∈ [0,∞)ν̃ with |δ|, |δ̃| < ε, and such that λt(δ̃) is not equal to ∞ in any
coordinate,

(5.3) ‖f‖NLp

δ+(−λt(δ̃),δ̃)
(D) � ‖f‖NLp

δ (D) , f ∈ C∞
0 (Ω0).

b) In Case II, for 1 < p <∞, δ ∈ Rν , δ̃ ∈ Rν̃ ∩ [0,∞)ν̃ , and such that λt(δ̃) is
not equal to ∞ in any coordinate,

(5.4) ‖f‖NLp

δ+(−λt(δ̃),δ̃)
(S) � ‖f‖NLp

δ (S) , f ∈ C∞
0 (Ω0).

Proof. This is proved in Section 13.1. �

Remark 5.13. By changing δ, (5.2) and (5.4) can be equivalently written as

(5.5) ‖f‖NLp
δ+(0,δ0)

(S) � ‖f‖NLp

δ+(λt(δ0),0)
(S) , f ∈ C∞

0 (Ω0).

A similar remark holds for (5.3).

Corollary 5.14. Under the above hypotheses, we have:

a) In Case I, for 1 < p <∞, δ̃ ∈ Rν̃0 ∩ [0,∞)ν̃ and such that λt(δ̃) is not equal
to ∞ in any coordinate,

‖f‖NLp

δ̃
(S̃) � ‖f‖NLp

λt(δ̃)
(Ŝ) , f ∈ C∞

0 (Ω0),

and dually,
‖f‖NLp

−λt(δ̃)
(Ŝ) � ‖f‖NLp

−δ̃
(S̃) , f ∈ C∞

0 (Ω0).

More precisely, for 1 < p < ∞, ∃ε = ε(p, (γ̂, ê, N̂), (γ̃, ẽ, Ñ), λ) > 0 such that for
δ̃ ∈ [0,∞)ν̃ with |δ̃| < ε and such that λt(δ̃) is not equal to ∞ in any coordinate,

(5.6) ‖f‖NLp

δ̃
(D̃) � ‖f‖NLp

λt(δ̃)
(D̂) , f ∈ C∞

0 (Ω0),

and dually,

(5.7) ‖f‖NLp

−λt(δ̃)
(D̂) � ‖f‖NLp

−δ̃
(D̃) , f ∈ C∞

0 (Ω0).

b) In Case II, for 1 < p < ∞, δ̃ ∈ ∩[0,∞)ν̃ and such that λt(δ̃) is not equal
to ∞ in any coordinate,

‖f‖NLp

δ̃
(S̃) � ‖f‖NLp

λt(δ̃)
(Ŝ) , f ∈ C∞

0 (Ω0),

and dually,
‖f‖NLp

−λt(δ̃)
(Ŝ) � ‖f‖NLp

−δ̃
(S̃) , f ∈ C∞

0 (Ω0).
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Proof. (5.6) follows by taking δ = 0 in (5.5) and applying Theorem 5.11. (5.7)
follows similarly by taking δ = (−λt(δ̃),−δ̃) in (5.5) and applying Theorem 5.11.
The result in Case II follows by a similar proof. �

5.2. Euclidean vector fields and isotropic Sobolev spaces

An important special case of our Sobolev spaces comes when we consider the finite
set of vector fields with single parameter formal degrees on Rn given by

(5.8) (∂, 1) :=
{( ∂

∂x1
, 1
)
, . . . ,
( ∂

∂xn
, 1
)}
.

Fix open sets Ω0 � Ω′ � Ω′′′ � Ω ⊆ Rn. Clearly, (∂, 1) satisfies D(Ω′), and
(in particular) L(∂, 1) is linearly finitely generated by (∂, 1) on Ω′ (in fact, it is
smoothly linearly finitely generated by (∂, 1) on Ω′). Thus, it makes sense to talk
about ‖·‖NLp

s(∂,1)
for any 1 < p < ∞ and s ∈ R. Let Lps denote the standard,

isotropic, Sobolev space of order s ∈ R on Rn. We have:

Theorem 5.15. For 1 < p <∞, s ∈ R,

‖f‖NLp
s(∂,1)

≈ ‖f‖Lp
s
, f ∈ C∞

0 (Ω0),

where the implicit constants depend on p and s (and, of course, on the choices
made in defining ‖·‖NLp

s(∂,1)
).

Proof. This is exactly the statement of Lemma 5.8.9 of [57]. �

Using the theorems earlier in this section, in combination with Theorem 5.15,
we can compare the standard isotropic Lp Sobolev spaces with our non-isotropic
Sobolev spaces. Thus, suppose we are given a set S̃ ⊂ Γ(TΩ)× dν̃ . Let ν = 1 + ν̃
and define

S :=
{( ∂

∂x1
, (1, 0ν̃)

)
, . . . ,
( ∂

∂xn
, (1, 0ν̃)

)}⋃{(
X̃, (0, d̃)

)
: (X̃, d̃) ∈ S̃

}
⊂ Γ(TΩ)× dν .

For the rest of this section, we assume the following.

Assumption 5.16. We assume one of the following two cases.

Case I: L(S) is finitely generated on Ω′.

Case II: L(S) is linearly finitely generated on Ω′.

Note that, if L(S) is (linearly) finitely generated on Ω′, then the same is true

of L(S̃). Thus, in Case I, it makes sense to talk about the norms ‖·‖NLp
δ (S) and

‖·‖NLp

δ̃
(S̃) for δ ∈ Rν0 , δ̃ ∈ Rν̃0 . In Case II, it makes sense to talk about the same

norms for all δ ∈ Rν , δ̃ ∈ Rν̃ .
The next lemma helps to elucidate situations where the above assumptions

hold.



Sobolev spaces for singular and fractional Radon transforms 667

Lemma 5.17. If L(S̃) is smoothly finitely generated (resp. smoothly linearly
finitely generated) on Ω′, then L(S) is smoothly finitely generated (resp. smoothly
linearly finitely generated) on Ω′.

Proof. Suppose L(S̃) is smoothly finitely generated by F̃ on Ω′. Define

F :=
{( ∂

∂x1
, (1, 0ν̃)

)
, . . . ,
( ∂

∂xn
, (1, 0ν̃)

)}⋃{(
X̃, (0, d̃)

)
: (X̃, d̃) ∈ F̃

}
.

Let (X, d) ∈ L(S). We wish to show (X, d) is smoothly controlled by F . There
are two possibilities.

The first possibility is that d equals 0 in the first component. In this case
(X, d) is of the form (X, (0, d̃)) for some (X, d̃) ∈ L(S̃). Since F̃ smoothly con-
trols (X, d̃), by assumption, it is immediate from the definitions that F smoothly
controls (X, d).

The other possibility is that the first component of d is ≥ 1. In this case, we
use that

X =

n∑
j=1

cj
∂

∂xj
, cj ∈ C∞(Ω),

and therefore for δ ∈ [0, 1]ν,

δdX =
n∑
j=1

(
δd−(1,0ν̃)cj

)
δ(1,0ν̃)

∂

∂xj
.

Since d − (1, 0ν̃) ∈ [0,∞)ν , we see that
{
δd−(1,0ν̃)cj : δ ∈ [0, 1]ν

}
⊂ C∞(Ω) is a

bounded set, and therefore F smoothly controls (X, d). Thus, L(S) is smoothly
finitely generated by F .

If F̃ ⊂ Γ(TΩ)× dν̃, then F ⊂ Γ(TΩ)× dν, and it follows that L(S) is smoothly
linearly finitely generated by F , completing the proof. �

Example 5.18. When S̃ is finite and the vector fields in S̃ are real analytic then
L(S̃) is smoothly finitely generated on Ω′ (see Section 3.2), and therefore L(S)
is smoothly finitely generated on Ω′ (Lemma 5.17). If S̃ is finite and for each
1 ≤ μ ≤ ν̃,

{X̃ : (X̃, d̃) ∈ S̃ and d̃ is nonzero in the μ component }

satisfies Hörmander’s condition, then L(S̃) is smoothly finitely generated (see Sec-
tion 3.1), and therefore L(S) is smoothly finitely generated (Lemma 5.17). When

ν̃ = 1 and in either of these settings, L(S̃) is smoothly linearly finitely generated,
and the same is true of L(S) (Lemma 5.17).

So that we may precisely state our results, in Case I, pick Sobolev data

D̃ = (ν̃, (γ̃, ẽ, Ñ),Ω,Ω′′′), ã, η̃, {ς̃j}j∈Nν , ψ̃)

so that L(S̃) and D̃ are finitely generated by the same F̃ on Ω′.
Let E ∈ [0,∞]ν̃ be a vector such that ∀(X̃, d̃) ∈ S̃, with X̃ not the zero vector

field, E · d̃ ≥ 1. We have:
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Theorem 5.19. a) In Case I, for 1 < p < ∞ and δ̃ ∈ Rν̃0 ∩ [0,∞)ν̃ such that
E · δ̃ <∞, we have

‖f‖NLp

δ̃
(S̃) � ‖f‖Lp

E·δ̃
, f ∈ C∞

0 (Ω0),

and dually,
‖f‖Lp

−E·δ̃
� ‖f‖NLp

−δ̃
(S̃) , f ∈ C∞

0 (Ω0).

More precisely, for 1 < p <∞, ∃ε = ε(p, (γ̃, ẽ, Ñ), E) > 0 such that for δ̃ ∈ [0,∞)ν̃

with |δ̃| < ε and such that E · δ̃ <∞,

‖f‖NLp

δ̃
(D̃) � ‖f‖Lp

E·δ̃
, f ∈ C∞

0 (Ω0),

and dually,
‖f‖Lp

−E·δ̃
� ‖f‖NLp

−δ̃
(D̃) , f ∈ C∞

0 (Ω0).

b) In Case II, for 1 < p <∞ and δ̃ ∈ [0,∞)ν̃ such that E · δ̃ <∞, we have

‖f‖NLp

δ̃
(S̃) � ‖f‖Lp

E·δ̃
, f ∈ C∞

0 (Ω0),

and dually,
‖f‖Lp

−E·δ̃
� ‖f‖NLp

−δ̃
(S̃) , f ∈ C∞

0 (Ω0).

Proof. For (X̃, d̃) ∈ S̃, we may write X̃ =
∑n

l=1 cl ∂/∂xl, where cl ∈ C∞(Ω).

Thus, for ĵ ∈ [0,∞], we have

2−(Eĵ)·d̃X̃ =

n∑
l=1

(
2ĵ(1−E·d̃)cl

)
2−ĵ

∂

∂xl
.

By the assumption on E, {2ĵ(1−E·d̃)cl : 1 ≤ l ≤ n, ĵ ∈ [0,∞]} ⊂ C∞(Ω) is a

bounded set. Thus we have (∂, 1) smoothly E-controls (X̃, d̃) on Ω′. From here
the result follows from an application of Corollary 5.14 and Theorem 5.15. �

For the reverse inequalities, in Case I pick F so that L(S) is finitely generated
by F on Ω′, and in Case II, pick F so that L(S) is linearly finitely generated by F
on Ω′. Define F̃ ⊂ Γ(TΩ)× ([0,∞)ν̃ \ {0}) by

F̃ :=
{
(X̃, d̃) : (X̃, (0, d̃)) ∈ F

}
.

It immediately follows that in Case I, L(S̃) is finitely generated by F̃ in Ω′, and
in Case II, L(S̃) is linearly finitely generated by F̃ on Ω′. We further assume{

X̃ : (X̃, d̃) ∈ F̃
}

spans the tangent space at every point of Ω′.
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For 1 ≤ k ≤ n, let R̃k ⊆ F̃ be such that

(5.9)
∂

∂xk
=
∑

(X̃,d̃)∈R̃k

ck,X̃,d̃X̃,

where ck,X̃,d̃ ∈ C∞(Ω′). Set R̃ =
⋃n
k=1 R̃k. And define a vector F = (F1, . . . , Fν̃) ∈

[0,∞)ν̃ by

Fμ = max
(X̃,d̃)∈R̃

d̃μ.

Theorem 5.20. a) In Case I, for 1 < p <∞, and δ̂ ∈ R0 ∩ [0,∞) we have

‖f‖Lp

δ̂

� ‖f‖NLp

δ̂F
(S̃) , f ∈ C∞

0 (Ω0),

and dually,

‖f‖NLp

−δ̂F
(S̃) � ‖f‖Lp

−δ̂

, f ∈ C∞
0 (Ω0).

More precisely, for 1 < p <∞, ∃ε = ε(p, (γ̃, ẽ, Ñ), F ) > 0 such that for δ̂ ∈ [0,∞)
with |δ| < ε,

‖f‖Lp

δ̂

� ‖f‖NLp

δ̂F
(D̃) , f ∈ C∞

0 (Ω0),

and dually,

‖f‖NLp

−δ̂F
(D̃) � ‖f‖Lp

−δ̂

, f ∈ C∞
0 (Ω0).

b) In Case II, for 1 < p <∞, and δ̂ ∈ [0,∞) we have

‖f‖Lp

δ̂

� ‖f‖NLp

δ̂F
(S̃) , f ∈ C∞

0 (Ω0),

and dually,

‖f‖NLp

−δ̂F
(S̃) � ‖f‖Lp

−δ̂

, f ∈ C∞
0 (Ω0).

Proof. By (5.9), for j̃ ∈ [0,∞]ν̃, we have

2−j̃·F
∂

∂xk
=
∑

(X̃,d̃)∈R̃k

(
2j̃·(d̃−F )ck,X̃,d̃

)
2−j·d̃X̃.

By the definition of F , d̃−F is nonpositive in every component (for (X̃, d̃) ∈ R̃k),
and therefore {

2j̃·(d̃−F )ck,X̃,d̃ : (X̃, d̃) ∈ R̃k, j̃ ∈ [0,∞]ν̃
}
⊂ C∞(Ω′)

is a bounded set. This shows that F̃ smoothly F -controls (∂/∂xk, 1) on Ω′. From
here the result follows from an application of Corollary 5.14 and Theorem 5.15. �
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6. Results: Fractional Radon transforms

As in Section 5, we fix open sets Ω0 � Ω′ � Ω′′ � Ω′′′ � Ω ⊆ Rn. Let
(γ, e,N,Ω,Ω′′′) be a parameterization, with ν-parameter dilations. Fix a > 0.
For ψ1, ψ2 ∈ C∞

0 (Ω0), κ(t, x) ∈ C∞(BN (a) × Ω′′), δ ∈ Rν , and K ∈ Kδ(N, e, a),
define an operator

(6.1) Tf(x) = ψ1(x)

∫
f(γt(x))ψ2(γt(x))κ(t, x)K(t) dt.

Definition 6.1. If T is an operator as in (6.1), we say that T is a fractional Radon
transform of order δ corresponding to (γ, e,N). If we wish to make the choice of
a > 0 explicit, we say T is a fractional Radon transform of order δ corresponding
to (γ, e,N) on BN (a).

Theorem 6.2. a) Let (γ, e,N,Ω,Ω′′′) be a parameterization which is finitely gen-
erated on Ω′. Then, there exists a > 0, such that for 1 < p < ∞, there exists
ε = ε(p, (γ, e,N)) > 0, such that for any δ, δ′ ∈ Rν with |δ|, |δ′| < ε, and any T
a fractional Radon transform of order δ corresponding to (γ, e,N) on BN (a), we
have

‖Tf‖NLp

δ′ (γ,e,N) � ‖f‖NLp

δ+δ′ (γ,e,N) , f ∈ C∞
0 (Ω0).

b) Let (γ, e,N,Ω,Ω′′′) be a parameterization which is linearly finitely generated
on Ω′. Then, there exists a > 0, such that for 1 < p < ∞, δ, δ′ ∈ Rν , and any T
a fractional Radon transform of order δ corresponding to (γ, e,N) on BN (a), we
have

‖Tf‖NLp

δ′ (γ,e,N) � ‖f‖NLp

δ+δ′ (γ,e,N) , f ∈ C∞
0 (Ω0).

Proof. This is proved in Section 14. �

Remark 6.3. In Theorem 6.2, we have used that when (γ, e,N) is finitely gen-
erated on Ω′, the equivalence class of the norm ‖·‖NLp

δ (γ,e,N) is well-defined on

C∞
0 (Ω0) for δ sufficiently small (depending on p and (γ, e,N)), and is well-defined

for all δ ∈ Rν when (γ, e,N) is linearly finitely generated on Ω′. See Definition 5.4
for further details.

Corollary 6.4. Let (γ, e,N,Ω,Ω′′′) be a parameterization which is finitely gen-
erated on Ω′. Then for 1 < p < ∞, there exists ε = ε(p, (γ, e,N)) > 0, such
that for every ψ ∈ C∞

0 (Ω0), there exists a > 0 such that for every δ, δ′ ∈ Rν with
|δ|, |δ′| < ε, and every K ∈ Kδ(N, e, a), the operator

(6.2) Tf(x) = ψ(x)

∫
f(γt(x))K(t) dt

satisfies
‖Tf‖NLp

δ′ (γ,e,N) � ‖f‖NLp

δ+δ′ (γ,e,N) , f ∈ C∞
0 (Ω0).

If, in addition, (γ, e,N) is linearly finitely generated on Ω′, we may take ε = ∞.
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Proof. Given ψ, take ψ2 ≡ 1 on a neighborhood of supp (ψ) and take κ = 1. It is
easy to see that if K is supported on a sufficiently small neighborhood of 0 (i.e.,
if a > 0 is sufficiently small), then ψ2(γt(x)) ≡ 1 on the domain of integration
of (6.1) (with ψ replaced by ψ1). Thus, T is of the form (6.1). From here, the
corollary follows from Theorem 6.2. �

Remark 6.5. The main reason we work with the more general operators in The-
orem 6.2 (instead of the operators in Corollary 6.4) is that the class of operators
in (6.1) is closed under adjoints, while the class of operators in (6.2) is not. See
Section 9 and Section 12.3 of [56] for details.

6.1. Other geometries

Suppose (γ̃, ẽ, Ñ ,Ω,Ω′′′) is a parameterization with ν̃-parameter dilations which
is finitely generated (resp. linearly finitely generated) on Ω′. If T is a frac-

tional Radon transform corresponding to (γ̃, ẽ, Ñ) of order δ̃, then Theorem 6.2
shows, for p ∈ (1,∞) and δ̃, δ̃′ ∈ Rν̃ sufficiently small (resp. for all δ̃, δ̃′ ∈ Rν),

T : NLp
δ̃+δ̃′

((γ̃, ẽ, Ñ)) → NLp
δ̃′
((γ̃, ẽ, Ñ)). In other words, if S̃ is defined in terms

of (γ̃, ẽ, Ñ) by (4.3), then T : NLp
δ̃+δ̃′

(S̃) → NLp
δ̃′
(S̃) for δ̃, δ̃′ ∈ Rν̃0 (resp. for

all δ̃, δ̃′ ∈ Rν).

Now suppose Ŝ ⊆ Γ(TΩ) × dν̂ is such that L(Ŝ) is finitely generated (resp.
linearly finitely generated) on Ω′. If δ̃ ∈ Rν̃0 (resp. δ̃ ∈ Rν̃) it makes sense to ask

for what δ̂1, δ̂2 ∈ Rν̂0 (resp. δ̂1, δ̂2 ∈ Rν̂), if any, do we have mappings of the form

T : NLp
δ̂1
(Ŝ) → NLp

δ̂2
(Ŝ). Moreover, we wish to have a formula for δ̂2 in terms of δ̂1

and δ̃. To this end, we make the following assumptions for the rest of the section.

Case I.

• (γ̃, ẽ, Ñ ,Ω,Ω′′′) is a parameterization (with ν̃-parameter dilations) which is
finitely generated on Ω′.

• Let S̃ ⊂ Γ(TΩ) × dν̃ be defined in terms of (γ̃, ẽ, Ñ) by (4.3), and let Ŝ ⊆
Γ(TΩ)× dν̂ .

• Let

(6.3) S :=
{(
X̂, (d̂, 0ν̃)

)
: (X̂, d̂) ∈ Ŝ

}⋃{(
X̃, (0ν̂ , d̃)

)
: (X̃, d̃) ∈ S̃

}
⊂ Γ(TΩ)×dν ,

where ν = ν̃ + ν̂. We assume L(S) is finitely generated on Ω′. Note, this implies

L(Ŝ) is finitely generated on Ω′.

• On RÑ , define ν-parameter dilatations ẽ′ given by ẽ′j = (0ν̂ , ẽj).
16 We assume

L(S) controls (γ̃, ẽ′, Ñ) on Ω′.

Case II.

• This is the same as Case I, but everywhere “finitely generated” is replaced
by “linearly finitely generated”.

16I.e., for δ = (δ̂, δ̃) ∈ [0, 1]ν̂ × [0, 1]ν̃ , we define δt̃ = δ̃t̃, where δ̃t̃ is defined by the ν̃ parameter
dilations ẽ.
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Remark 6.6. Case I comes up in many situations. For instance, if L(S) is finitely
generated on Ω′ and if (γ̃, ẽ, Ñ) is smoothly finitely generated on Ω′, then the
assumptions in Case I hold.17 This happens automatically in many situations of
interest. See, e.g., Sections 3.1, 3.2, 4.1, and 4.2. Similarly, if L(S) is linearly

finitely generated on Ω′ and if (γ̃, ẽ, Ñ) is smoothly linearly finitely generated
on Ω′, then the assumptions in Case II hold. This also arises in some cases of
interest; see Section 6.3.

So that we may precisely state our results we need to make a few choices. Pick F
so that in Case I, L(S) is finitely generated by F on Ω′, and in Case II, L(S) is
linearly finitely generated by F on Ω′. Because L(S) is finitely generated (resp.

linearly finitely generated) on Ω′, it follows that L(Ŝ) is finitely generated (resp.

linearly finitely generated) by some F̂ on Ω′. In Case I, pick parameterizations

(γ, e,N) and (γ̂, ê, N̂) which are finitely generated on Ω′ by F and F̂ , respectively.
For instance, one may use the choice in Proposition 4.19 and Remark 4.20. In what
follows, in Case I, we use the norms ‖·‖NLp

δ (γ,e,N) and ‖·‖NLp

δ̂
(γ̂,ê,N̂), for δ ∈ Rν and

δ̂ ∈ Rν̃ small. In light of Theorem 5.3 and Definition 5.4, these norms are well
defined, and depend only on S and Ŝ for δ ∈ Rν0 , δ̂ ∈ Rν̃0 . In Case II, the equivalence

class of the norms ‖·‖NLp
δ (S), ‖·‖NLp

δ̂
(Ŝ) are well-defined for all δ ∈ Rν , δ̂ ∈ Rν̂ – see

Definition 5.6.

Proposition 6.7. Suppose T is a fractional Radon transform of order δ̃ ∈ Rν̃

corresponding to (γ̃, ẽ, Ñ) on BÑ (a). Then, there exists a ν-parameter parame-

terization (γ̃′, ẽ′, Ñ ′) which is finitely generated (resp. linearly finitely generated)
by F on Ω′ in Case I (resp. in Case II), and such that T is a fractional Radon

transform of order (0ν̂ , δ̃) ∈ Rν̂ ×Rν̃ = Rν corresponding to (γ̃′, ẽ′, Ñ ′) on BÑ
′
(a).

Proof. This is proved in Section 14. �

Theorem 6.8. There exists a > 0 such that for all 1 < p < ∞, the following
holds.

a) In Case I, for every δ̃ ∈ Rν̃0 , δ ∈ Rν0 , and every fractional Radon transform T

of order δ̃ corresponding to (γ̃, ẽ, Ñ) on BÑ (a), we have

‖Tf‖NLp
δ (S) � ‖f‖NLp

δ+(0ν̂ ,δ̃)
(S) , f ∈ C∞

0 (Ω0).

More precisely, there exists ε = ε(p, (γ, e,N), (γ̃, ẽ, Ñ)) > 0 such that for any
δ̃ ∈ Rν̃ , δ ∈ Rν with |δ̃|, |δ| < ε, and every fractional Radon transform, T , of order

δ̃ corresponding to (γ̃, ẽ, Ñ) on BÑ (a), we have

(6.4) ‖Tf‖NLp
δ (γ,e,N) � ‖f‖NLp

δ+(0ν̂ ,δ̃)
(γ,e,N) , f ∈ C∞

0 (Ω0).

17The point here is that if (γ̃, ẽ, Ñ) is merely finitely generated on Ω′, then it does not necessarily

follow that L(S) controls (γ̃, ẽ, Ñ) on Ω′. However, if (γ̃, ẽ, Ñ) is smoothly finitely generated

on Ω′, then it does follow that L(S) controls (γ̃, ẽ, Ñ) on Ω′. This is one of the main conveniences
of smoothly finitely generated over finitely generated.
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b) In Case II, for every δ̃ ∈ Rν̃ , δ ∈ Rν , and every fractional Radon transform T

of order δ̃ corresponding to (γ̃, ẽ, Ñ) on BÑ (a), we have

‖Tf‖NLp
δ (S) � ‖f‖NLp

δ+(0ν̂ ,δ̃)
(S) , f ∈ C∞

0 (Ω0).

Proof. First we consider Case I. Proposition 6.7, combined with Theorem 6.2,
proves (6.4) with (γ, e,N) replaced by (γ̃′, ẽ′, Ñ ′). Because (γ, e,N) and (γ̃′, ẽ′, Ñ ′)
are both finitely generated by F on Ω′, Theorem 5.3 shows that for δ ∈ Rν suffi-
ciently small,

‖f‖NLp
δ (γ,e,N) ≈ ‖f‖NLp

δ (γ̃
′,ẽ′,Ñ ′) , f ∈ C∞

0 (Ω′).

(6.4) follows and completes the proof in Case I. The same proof goes through in
Case II, where in each step we do not need to restrict to δ, δ̃ small. �

Using Theorem 6.8, we proceed as in Section 5.1 to conclude mapping properties
of fractional Radon transforms on the space NLp

δ̂
(Ŝ) for δ̂ ∈ Rν̂0 in Case I, and for

δ̂ ∈ Rν̂ in Case II.
Let λ1 and λ2 be two matrices with entries in [0,∞]. λ1 a ν̃× ν̂ matrix and λ2

a ν̂ × ν̃ matrix. We impose the following additional assumptions in both Case I
and Case II.

(i) We assume L(Ŝ) λ1-controls S̃ on Ω′.

(ii) We assume L(S̃) λ2-controls Ŝ on Ω′.
As before, in what follows we define ∞ · 0 = 0 but ∞ · x = ∞ for x > 0.

Corollary 6.9. Under the above hypotheses, there exists a > 0 such that for
1 < p <∞, the following holds.

a) In Case I, for all δ̃ ∈ Rν̃0 ∩ [0,∞)ν̃ and δ̂ ∈ Rν̂0 ∩ [0,∞)ν̂ with λt1(δ̃) and λ
t
2(δ̂)

not ∞ in any coordinate, and every δ ∈ Rν0 , we have for every fractional Radon

transform T of order δ̃ − λt2(δ̂) corresponding to (γ̃, ẽ, Ñ) on BÑ (a),

‖Tf‖NLp
δ (S) � ‖f‖NLp

δ+(λt
1(δ̃)−δ̂,0ν̃ )

(S) , f ∈ C∞
0 (Ω0).

More precisely, there exists ε = ε(p, (γ, e,N), (γ̃, ẽ, Ñ), λ1, λ2) > 0 such that for all

δ̃ ∈ [0,∞)ν̃ , δ̂ ∈ [0,∞)ν̂ , and δ ∈ Rν with |δ̃|, |δ̂|, |δ| < ε and such that λt1(δ̃) and

λt2(δ̂) are not ∞ in any coordinate, we have for every fractional Radon transform

T of order δ̃ − λt2(δ̂) corresponding to (γ̃, ẽ, Ñ) on BÑ (a),

‖Tf‖NLp
δ (γ,e,N) � ‖f‖NLp

δ+(λt
1(δ̃)−δ̂,0ν̃ )

(γ,e,N) , f ∈ C∞
0 (Ω0).

b) In Case II, for all δ̃ ∈ [0,∞)ν̃ and δ̂ ∈ [0,∞)ν̂ with λt1(δ̃) and λt2(δ̂) not ∞
in any coordinate, and every δ ∈ Rν , we have for every fractional Radon transform

T of order δ̃ − λt2(δ̂) corresponding to (γ̃, ẽ, Ñ) on BÑ (a),

‖Tf‖NLp
δ (S) � ‖f‖NLp

δ+(λt
1
(δ̃)−δ̂,0ν̃ )

(S) , f ∈ C∞
0 (Ω0).
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Proof. In Case I, using Theorem 6.8 and two applications of Theorem 5.12, we
have

‖Tf‖NLp
δ (γ,e,N) � ‖f‖NLp

δ+(0ν̂ ,δ̃−λt
2(δ̂))

(γ,e,N)

� ‖f‖NLp

δ+(λt
1
(δ̃),−λt

2
(δ̂))

(γ,e,N) � ‖f‖NLp

δ+(λt
1
(δ̃)−δ̂,0ν̃ )

(γ,e,N) ,

as desired. A similar proof yields the result in Case II. �

Corollary 6.10. Under the above hypotheses, there exists a > 0 such that for
1 < p <∞, the following holds.

a) In Case I, for all δ̃ ∈ Rν̃0 ∩ [0,∞)ν̃ and δ̂ ∈ Rν̂0 ∩ [0,∞)ν̂ with λt1(δ̃) and λ
t
2(δ̂)

not ∞ in any coordinate, and every δ ∈ Rν̂0 , we have for every fractional Radon

transform T of order δ̃ − λt2(δ̂) corresponding to (γ̃, ẽ, Ñ) on BÑ (a),

‖Tf‖NLp
δ (Ŝ) � ‖f‖NLp

δ+λt
1(δ̃)−δ̂

(Ŝ) , f ∈ C∞
0 (Ω0).

More precisely, there exists ε = ε(p, (γ̂, ê, N̂), (γ̃, ẽ, Ñ), λ1, λ2) > 0, such that for

every δ̃ ∈ [0,∞)ν̃ and δ̂ ∈ [0,∞)ν̂ with λt1(δ̃) and λt2(δ̂) not ∞ in any coordinate,

and every δ ∈ Rν̂0 , with |δ̃|, |δ̂|, |δ| < ε, we have for every fractional Radon transform

T of order δ̃ − λt2(δ̂) corresponding to (γ̃, ẽ, Ñ) on BÑ (a),

‖Tf‖NLp
δ (γ̂,ê,N̂) � ‖f‖NLp

δ+λt
1
(δ̃)−δ̂

(γ̂,ê,N̂) , f ∈ C∞
0 (Ω0).

b) In Case II, for all δ̃ ∈ [0,∞)ν̃ and δ̂ ∈ [0,∞)ν̂ with λt1(δ̃) and λt2(δ̂) not ∞
in any coordinate, and every δ ∈ Rν̂ , we have for every fractional Radon transform

T of order δ̃ − λt2(δ̂) corresponding to (γ̃, ẽ, Ñ) on BÑ (a),

‖Tf‖NLp
δ (Ŝ) � ‖f‖NLp

δ+λt
1
(δ̃)−δ̂

(Ŝ) , f ∈ C∞
0 (Ω0).

Proof. In Case I, pick (γ, e,N) as above (e.g., the choice given in Proposition 4.19
when applied to S). Using Theorem 5.11 and Corollary 6.9 we have

‖Tf‖NLp
δ (γ̂,ê,N̂) ≈ ‖Tf‖NLp

(δ,0ν̃ )
(γ,e,N)

� ‖f‖NLp

(δ+λt
1
(δ̃)−δ̂,0ν̃ )

(γ,e,N) ≈ ‖f‖NLp

δ+λt
1(δ̃)−δ̂

(γ̂,ê,N̂) ,

for f ∈ C∞
0 (Ω0), yielding the result in Case I. A similar proof yields the result in

Case II. �

Remark 6.11. Though it is not necessary, in Corollaries 6.9 and 6.10 one often
wishes to choose δ̃ and δ̂ so that δ̃ is zero in every coordinate in which λt2(δ̂) is

nonzero, and λt2(δ̂) is zero in every coordinate where δ̃ is nonzero.

Remark 6.12. In Corollaries 6.9 and 6.10 if one takes one of the matrices (λ1
or λ2) to be +∞ in every component, then it is as if that matrix were not present
in the assumptions and conclusions at all. For instance, if one takes λ1 to be +∞
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in every component, then one is forced to take δ̃ = 0 and the assumption (i), above,
holds automatically. Most previous work on this topic (e.g., [7] and [22]) does not
involve λ1 (i.e., takes λ1 to be +∞ in every component), and deals only with λ2
in very special cases.

6.2. Hörmander’s condition

The special case of Case I of Corollary 6.10 which is likely of most interest is when
ν̃ = ν̂ = 1 and the X̃ and X̂ vector fields each satisfy Hörmander’s condition.
Below we present this situation.

We start with a parameterization (γ̃, ẽ, Ñ ,Ω,Ω′′′), where ẽ1, . . . , ẽÑ ∈ (0,∞)

– i.e., we have single-parameter dilations. Let (W̃ , ẽ, Ñ) be the vector field param-

eterization corresponding to (γ̃, ẽ, Ñ). Expanding W̃ (t̃, x) as a Taylor series in the
t̃ variable,

W̃ (t̃) ∼
∑
|α|>0

t̃αX̃α,

where X̃α is a smooth vector field on some Ω′′ with Ω′ � Ω′′. We suppose {X̃α :

|α| > 0} satisfies Hörmander’s condition on Ω′′. Fix Ω̃ with Ω′ � Ω̃ � Ω′′. By

Corollary 4.29, (γ̃, ẽ, Ñ) is smoothly finitely generated by some F̃ on Ω̃.

We suppose we are given a finite set of vector fields Ŝ ⊂ Γ(TΩ)× (0,∞), such

that {X̂ : ∃d̂, (X̂, d̂) ∈ Ŝ} satisfies Hörmander’s condition on Ω′′. By Proposi-

tion 3.26 and Remark 3.18, L(Ŝ) is smoothly linearly finitely generated by some

F̂ on Ω̃. By Theorem 5.3 (see also Definition 5.6) it makes sense to talk about the
norm ‖·‖NLp

δ (Ŝ) for all 1 < p <∞, δ ∈ (0,∞).

For each (X̃, d̃) ∈ F̃ , Let F̂(X̃,d̃) ⊆ F̂ be such that X̃ is in the C∞(Ω′′) module

generated by {X̂ : ∃d̂, (X̂, d̂) ∈ F̂(X̃,d̃)}.18 Define

(6.5) λ
(X̃,d̃)
1 :=

1

d̃
minmax{d̂ : ∃X̂, (X̂, d̂) ∈ F̂(X̃,d̃)},

where the minimum is taken over all possible choices of F̂(X̃,d̃). And set

λ1 := max
{
λ
(X̃,d̃)
1 : (X̃, d̃) ∈ F̃

}
> 0.

Define λ2 > 0 in the same way by reversing the roles of F̂ and F̃ throughout.

Corollary 6.13. Under the above hypotheses, there exists a > 0 such that for every
1 < p < ∞, there exists ε = ε(p, (γ̃, ẽ, Ñ), Ŝ) > 0 such that for every δ̃, δ̂ ∈ [0, ε),

δ ∈ (−ε, ε), we have for every fractional Radon transform, T , of order δ̃ − λ2δ̂

corresponding to (γ̃, ẽ, Ñ) on BÑ (a),

‖Tf‖NLp
δ
(Ŝ) � ‖f‖NLp

δ+λ1δ̃−δ̂
(Ŝ) , f ∈ C∞

0 (Ω0).

18This is always possible because the vector fields in F̂ span the tangent space at every point,
by assumption.
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Proof. By Proposition 3.26, if S is given by (6.3), then L(S) is linearly finitely

generated on Ω′. Corollary 4.29 shows (γ̃, ẽ, Ñ) is smoothly finitely generated, and

it follows that L(S) controls (γ̃, ẽ′, Ñ) on Ω′ where ẽ′ is as in the assumptions from
Case I, above. See, also, Remark 6.6.

The result will follow from Corollary 6.10 once we show:

(i) L(Ŝ) λ1-controls F̃ on Ω′.

(ii) F̃ λ2-controls Ŝ on Ω′.

We begin with (i). Let (X̃, d̃) ∈ F̃ . To show (X̃, d̃) is λ1-controlled by L(Ŝ)
on Ω′, it suffices to show (X̃, d̃) is λ1-controlled by F̂ on Ω′. Let F̂(X̃,d̃) achieve the

minimum in the definition of λ
(X̃,d̃)
1 in (6.5). We will show F̂(X̃,d̃) λ

(X̃,d̃)
1 -controls

(X̃, d̃) on Ω′, and it then follows that F̂ λ1-controls (X̃, d̃) on Ω′, as desired.
By the definition of F̂(X̃,d̃), we may write

X̃ =
∑

(X̂,d̂)∈F̂
(X̃,d̃)

cX̂,d̂X̂,

where cX̂ ∈ C∞(Ω̃). Multiplying both sides by 2−λ
(X̃,d̃)
1 ĵd̃ we obtain

2−λ
(X̃,d̃)
1 ĵd̃X̃ =

∑
(X̂,d̂)∈F̂

(X̃,d̃)

(
2ĵd̂−λ

(X̃,d̃)
1 ĵd̃cX̂,d̂

)
2−ĵd̂X̂.

The choice of λ
(X̃,d̃)
1 shows ĵd̂ − λ1ĵd̃ ≤ 0 for all (X̂, d̂) ∈ F̂(X̃,d̃). From here, (i)

follows immediately.
For (ii), note that (using F̂ controls Ŝ on Ω′) to show F̃ λ2-controls Ŝ on Ω′, it

suffices to show F̃ λ2-controls F̂ on Ω′ (because F̂ controls Ŝ on Ω′). From here,
the proof follows just as in the proof for (i). �

Remark 6.14. Corollary 6.13 is often optimal. See Theorem 15.5 for details.

Define λ′1, λ
′
2 ∈ (0,∞) by

(6.6) λ′1 :=
max{d̂ : ∃(X̂, d̂) ∈ F̂}
min{d̃ : ∃(X̃, d̃) ∈ F̃}

, λ′2 :=
max{d̃ : ∃(X̃, d̃) ∈ F̃}
min{d̂ : ∃(X̂, d̂) ∈ F̂}

.

Corollary 6.15. Under the above hypotheses, there exists a > 0 such that for every
1 < p < ∞, there exists ε = ε(p, (γ̃, ẽ, Ñ), Ŝ) > 0 such that for every δ̃, δ̂ ∈ [0, ε),

δ ∈ (−ε, ε), we have for every fractional Radon transform, T , of order δ̃ − λ′2δ̂
corresponding to (γ̃, ẽ, Ñ) on BÑ (a),

‖Tf‖NLp
δ
(Ŝ) � ‖f‖NLp

δ+λ′
1δ̃−δ̂

(Ŝ) , f ∈ C∞
0 (Ω0).

Proof. Because λ1 ≤ λ′1 and λ2 ≤ λ′2, this follows immediately from Corollary 6.13.
�
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Remark 6.16. The conclusion in Corollary 6.15 depends on the choice of F̃ and F̂ .
One wishes to pick them so that λ′1 and λ′2 are as small as possible. The conclusion

of the stronger result in Corollary 6.13 does not depend on the choices of F̃ and F̂ .
In an application of Corollary 6.15, one can pick F̂ so that max{d̂ : ∃(X̂, d̂) ∈ F̂}
is equal to:

min
F

max
{
d̂ : ∃(X̂, d̂) ∈ F

}
where the minimum is taken over all F ⊆ L(Ŝ) such that the vector fields in F
span the tangent space to every point of Ω′′; and so that min{d̂ : ∃(X̂, d̂) ∈ F̂} is
equal to

min
{
d̂ : ∃(X̂, d̂) ∈ Ŝ, X̂ is not the zero vector field

}
.

Similarly for F̃ . See the proof of Proposition 3.26 for how to choose such F̃ and F̂ .

An important special case of Corollary 6.15 comes when Ŝ = (∂, 1) (see (5.8)
for this notation). In this case, ‖·‖NLp

δ (∂,1)
≈ ‖·‖Lp

δ
(Theorem 5.15). To present this

case, we change perspective and state the result just near some fixed point x0 ∈
Ω′′′ � Ω ⊆ Rn. We suppose we are given a parameterization (γ̃, ẽ, Ñ ,Ω,Ω′′′) with
single-parameter dilations ẽ, and with corresponding vector field parameterization
(W̃ , ẽ, Ñ). We expand W̃ (t̃) into a Taylor series in the t̃ variable:

W̃ (t̃) ∼
∑
|α|>0

t̃αX̃α̃.

We assume the following.

Assumption. The Lie algebra generated by {X̃α̃ : |α̃| > 0} spans the tangent
space at x0.

Let S̃ := {(X̃, deg(α̃)) : |α̃| > 0} as before.19 We define two numbers:

E := min
F0

max{d̃ : ∃(X̃, d̃) ∈ F0},

and the minimum is taken over all F0 ⊆ L(S̃) such that the vector fields in F0

span the tangent space at x0. Also set

e := min{deg(α̃) : X̃α̃ is not identically zero on a neighborhood of x0}.

Corollary 6.17. Under the above hypotheses, there exists an open set Ω′ � Ω′′′

with x0 ∈ Ω′ and a > 0 such that for 1 < p <∞, there exists ε = ε(p, (γ̃, ẽ, Ñ)) > 0
such that for every r, s ∈ (−ε, ε), if T is a fractional Radon transform of order r

corresponding to (γ̃, ẽ, Ñ) on BÑ (a) (with this choice of Ω′ in the definition of a
fractional Radon transform),

• If r ≥ 0,

(6.7) ‖Tf‖Lp
s−r/e

� ‖f‖Lp
s
, f ∈ C∞

0 (Ω′).

19Here, deg(α̃) is defined using the single parameter dilations ẽ; see Definition 2.2.
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Furthermore, this result is optimal in the sense that there do not exist p ∈
(1,∞), t > 0, s ∈ (−ε, ε),20 and r ∈ [0, ε) such that for every fractional

Radon transform, T , of order r corresponding to (γ̃, ẽ, Ñ) on BÑ (a) we have

‖Tf‖Lp
s−r/e+t

� ‖f‖Lp
s
, f ∈ C∞

0 (Ω′).

• If r ≤ 0,

(6.8) ‖Tf‖Lp
s−r/E

� ‖f‖Lp
s
, f ∈ C∞

0 (Ω′).

Furthermore, this result is optimal in the sense that there do not exist p ∈
(1,∞), t > 0, s ∈ (−ε, ε) and r ∈ (−ε, 0] such that for every fractional Radon

transform, T , of order r corresponding to (γ̃, ẽ, Ñ) on BÑ (a) we have

‖Tf‖Lp
s−r/E+t

� ‖f‖Lp
s
, f ∈ C∞

0 (Ω′).

Proof. To prove (6.7) and (6.8) we wish to apply Corollary 6.15. We are taking

F̂ = (∂, 1), and therefore min{d̂ : ∃(X̂, d̂) ∈ F̂} = 1 = max{d̂ : ∃(X̂, d̂) ∈ F̂}. By
the discussion in Remark 6.16, we may pick a small neighborhood Ω′ of x0 so that
we may take F̃ with min{d̃ : ∃(X̃, d̃) ∈ F̃} = e, max{d̃ : ∃(X̃, d̃) ∈ F̃} = E. Thus,
λ′1 = e−1 and λ′2 = E.

If r ≥ 0, set δ̂ = 0 and δ̃ = r. Then if s = δ + λ′1δ̃ − δ̂, we have δ = s − λ′1r.
Plugging these choices into Corollary 6.15 yields (6.7).

If r ≤ 0, set δ̃ = 0 and r = −λ′2δ̂. Then, if s = δ+λ′1δ̃− δ̂, we have δ = s−r/λ′2.
Plugging these choices into Corollary 6.15 yields (6.8).

For the proof of optimality, see Section 15. �

6.3. Pseudodifferential operators

When (γ, e,N,Ω,Ω′′′) is linearly finitely generated on Ω′, and T is a fractional
Radon transform of order δ ∈ Rν corresponding to (γ, e,N), it is sometimes useful
to think of T as a generalized kind of “pseudodifferential operator”. Actually, for
this we consider a slightly more general kind of operator:

(6.9) Tf(x) =

∫
f(γt(x))ψ(γt(x))K(x, t) dt,

where ψ ∈ C∞
0 (Ω0), K(x, t) is a distribution which can be written as

K(x, t) = η(t)
∑
j∈Nν

2j·δς(2
j)

j (x, t),

ς
(2j)
j (x, t) = 2j·e1+···+j·eN ςj(x, 2jt), 2jt is defined by the dilations e, {ςj : j ∈ Nν} ⊂
C∞

0 (Ω0;S (RN )) is a bounded set, with ςj ∈ C∞
0 (Ω0;S{μ:jμ �=0}). The results above

actually extend to this more general situation, automatically. Indeed, because
C∞

0 (Ω0;S (RN )) ∼= C∞
0 (Ω0)⊗̂S (RN ) (where ⊗̂ denotes the completed tensor pro-

20Recall, ε depends on p ∈ (1,∞).
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duct of these nuclear spaces), all of our results for fractional Radon transforms
extend to the more general operators given by (6.9). See [59] for more details on
tensor products, and Theorem 2.14.16 of [57] for a similar result using these ideas.

Remark 6.18. In the case when F = (∂, 1) (see (5.8)), and when

γt1,...,tn(x) = e−t1∂/∂x1−···−tn∂/∂xn x = x− t,

then fractional Radon transforms of order δ ∈ R corresponding to (γ, (1, . . . , 1), n)
are standard pseudodifferential operators order order δ whose Schwarz kernels are
supported in Ω0 × Ω0.

We saw in Remark 6.18 that a particular special case of fractional Radon
transforms corresponding to a linearly finitely generated parameterization yields
standard pseudodifferential operators on Rn. The analogy with pseudodifferential
operators does not end there, though. Indeed, a basic use of standard pseudodiffer-
ential operators is to create parametricies for elliptic operators (e.g., the Laplacian
on Rn). When ν = 1, the fractional Radon transforms here can be used to create
a parametrix for Hörmander’s sub-Laplacian. This idea was developed by Roth-
schild and Stein [45], and was based on previous work by Folland and Stein [15] and
Folland [14]. This was further developed by Goodman [21]; see also [17], [41], [5].
See [57] for more details; in particular, Theorem 2.14.28. Combining this with the
other results in this paper, gives regularity results for Hörmander’s sub-Laplacian
on various non-isotropic Sobolev spaces corresponding to geometries other than
the associated Carnot–Carathéodory geometry.21

In fact, the operators discussed here are closely related to a far reaching gener-
alization of ellipticity, known as maximal hypoellipticity. See Chapter 2 of [57] for
this concept, its relationship with these pseudodifferential operators, and a history
of these ideas.

Remark 6.19. In [22] results concerning fractional Radon transforms were con-
nected to the well-known results of Fefferman and Phong on subelliptic opera-
tors [9]. Here, we can make the analogy more explicit: the results of [9] are
closely related to the case when γ is linearly finitely generated (e.g., when study-
ing Hörmander’s sub-Laplacian), while the results of [22] are for when γ is finitely
generated.

6.3.1. Singular integrals. There is a close relationship here between the smooth-
ing properties for Radon transforms and the corresponding smoothing proper-
ties for singular integrals. Indeed, suppose (γ, e,N) is finitely generated by F ⊂
Γ(TΩ)×dν on Ω′. Note, we are taking F ⊂ Γ(TΩ)×dν , but not assuming γ is lin-
early finitely generated on Ω′. Corresponding to F we obtain nonisotropic Sobolev
spaces NLpr(F), p ∈ (1,∞), r ∈ Rν . We assume, in addition, {X : (X, d) ∈ F}
spans the tangent space to every point of Ω′.

21In the case of isotropic Sobolev spaces, this idea was already present in the work of Rothschild
and Stein [45].
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Under the above assumptions, corresponding to F , there is an algebra of singu-
lar integral operators (see [57]).22 If S is a singular integral operator of order δ ∈ Rν

(corresponding to F), then for 1 < p < ∞, r ∈ Rν , S : NLpr(F) → NLpr−δ(F) (see
Theorem 5.1.23 of [57]). Furthermore, if (γ, e,N) is linearly finitely generated
by F on Ω′, and if T is a fractional Radon transform of order r ∈ Rν correspond-
ing to (γ, e,N), then T is a singular integral operator of order r (the results in
Section 5.2.1 of [57] can be adapted to this situation). Thus, Theorem 6.2 in the
case when (γ, e,N) is linearly finitely generated on Ω′ (and F satisfies the above
hypotheses) is really a result about singular integrals; and is therefore essentially
a special case of Theorem 5.1.23 of [57].

If (γ, e,N) is only finitely generated on Ω′, then T is not necessarily a singular
integral operator. However, we do have T : NLpr(F) → NLpr−δ(F) for r, δ ∈ Rν0 .
Thus, one way of informally restating Theorem 6.2 (at least in the case when F
satisfies the above hypotheses) is that the mapping properties of fractional Radon
transforms on NLpr(F) are the same as the mapping properties of the corresponding
singular integral operators, so long as r and δ are sufficiently small.

7. Proofs: Schwartz space and kernels

Fix N ∈ N and 0 �= e1, . . . , eN ∈ [0,∞)ν – ν parameter dilations on RN . For
a > 0 and δ ∈ Rν , we wish to understand the space Kδ(N, e, a). The first step is to
understand the spaces SE , where E ⊆ {1, . . . , ν}.23 SE is clearly a closed subspace
of S (RN ), and therefore inherits the Fréchet topology. Using the dilations e, it

makes sense to write ς(2
j), for j ∈ [0,∞)ν , as in (2.2).

For each μ ∈ {1, . . . , ν}, recall the variable tμ, which denotes the vector con-
sisting of those coordinates tj of t such that eμj �= 0. Let t⊥μ denote the vector

consisting of those coordinates of t which are not in tμ, so that t = (tμ, t
⊥
μ ). For

f ∈ S (RN ), let f̂ ∈ S (RN ) denote its Fourier transform. Let ξμ denote the dual
variable to tμ, and define ξ⊥μ so that ξ = (ξμ, ξ

⊥
μ ); i.e., ξ

⊥
μ is the dual variable to t⊥μ .

Lemma 7.1. For f ∈ S (RN ), the following are equivalent:

• f ∈ SE.

• ∀μ ∈ E, ∂αξμ f̂(ξμ, ξ
⊥
μ )
∣∣
ξμ=0

= 0, for every multi-index α.

Proof. This is immediate from the definitions. �

Decompose the tμ variable as tμ = (t1μ, . . . , t
Nμ
μ ), so that t1μ, . . . , t

Nμ
μ ∈ R are

an enumeration of those coordinates tj ∈ R of t ∈ RN such that eμj �= 0. Let �μ

22When ν = 1 these singular integral operators are the NIS operators introduced by Nagel,
Rosay, Stein, and Wainger [32] and later studied by Koenig [26] and Chang, Nagel, and Stein [1].

23Recall, S (RN ) is Schwartz space, and the definition of SE ⊆ S (RN ) is given at the beginning
of Section 2.
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denote the positive Laplacian in the tμ variable, so that

�μ = −
Nμ∑
j=1

( ∂

∂tjμ

)2
= −�tμ · �tμ .

On tμ there are ν parameter dilations, defined so that for δ ∈ [0,∞)ν , δt =
(δtμ, δt

⊥
μ ). I.e., we define dilations 0 �= êμ1 , . . . , ê

μ
Nμ

∈ [0,∞)ν on RNμ by êμk = ej

if tkμ corresponds to the coordinate tj of t. Notice that each êμk ∈ [0,∞)ν is
nonzero in the μ component; thus when we compute δtμ, each coordinate of tμ is
multiplied by a power of δμ (and possibly by powers δμ′ for μ′ �= μ, as well). Define
a ν parameter dilation on �μ by

(7.1) δ · �μ := −
Nμ∑
j=1

δ2ê
μ
j

( ∂

∂tjμ

)2
.

This is defined in such a way that

(7.2) (�μς)
(2j)

=
(
2−j · �μ

)
ς(2

j).

Letting

(7.3) h0 := min{eμj : 1 ≤ j ≤ N, 1 ≤ μ ≤ ν, eμj �= 0} > 0,

we see, for every M ∈ N,

(7.4)
∣∣ (2−j · �μ

)M
f
∣∣ ≤ CM 2−2Mjμh0

∑
|α|≤2M

∣∣∣( ∂

∂tμ

)α
f
∣∣∣,

where CM does not depend on j or f .

Definition 7.2. Let f ∈ SE , with μ ∈ E. For s ∈ R define �s
μf by �̂s

μf =

|ξμ|2sf̂(ξ).

Lemma 7.3. For s ∈ R, and μ ∈ E, �s
μ : SE → SE is an automorphism of the

Fréchet space SE.

Proof. It is a simple consequence of Lemma 7.1 that �s
μ : SE → SE . It follows

from the closed graph theorem that it is continuous. The continuous inverse is
�−s
μ , thereby making �s

μ an automorphism. �

Lemma 7.4. Let {ςj : j ∈ Nν} ⊂ S (RN ) be a bounded set such that ςj ∈
S{μ:jμ �=0}. Then, for any s ∈ Rν , the sum∑

j∈Nν

2j·sς(2
j)

j

converges in the sense of tempered distributions.
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Proof. Let ς ∈ S (RN ). We show, for every L,

(7.5)
∣∣∣ ∫ ς

(2j)
j (t)ς(t) dt

∣∣∣ � 2−L|j|∞ ,

and the result will follow.

If j = 0, (7.5) is trivial, so we assume |j|∞ > 0. Take μ so that jμ = |j|∞,
and take M so large 2Mh0 ≥ L (where h0 is as in (7.3)). Lemma 7.3 shows we
may write ςj = �M

μ ς̃j , where {ς̃j : j ∈ Nν , jμ �= 0} ⊂ S (RN ) is a bounded set (by

setting ς̃j = �−M
μ ςj). Using (7.2), we have∫

ς
(2j)
j (t)ς(t) dt =

∫
ς̃
(2j)
j (t)(2−j · �μ)

M ς(t) dt.

Using (7.4) and the choice of M , we have that

{2L|j|∞(2−j · �μ)
M ς : j ∈ Nν , j �= 0, jμ = |j|∞} ⊂ S (RN )

is a bounded set. (7.5) follows, completing the proof. �

Lemma 7.5. There is a bounded set {ςj : j ∈ Nν} ⊂ S (RN ) with ςj ∈ S{μ:jμ �=0}
and δ0 =

∑
j∈Nν ς

(2j)
j , with the convergence taken in the sense of tempered distri-

butions. Here, δ0 denotes the Dirac delta function at 0 ∈ RN .

Proof. We decompose δ0 on the Fourier transform side. Indeed, let φ̂ ∈ C∞
0 (RN )

equal 1 on a neighborhood of 0. Define, for j ∈ Nν ,

ψ̂j(ξ) :=
∑

(p1,...,pν)∈{0,1}ν

jμ≥pμ

(−1)p1+···+pν φ̂(2pξ).

Notice,
∑
j∈Nν ψ̂j(2

−jξ) = 1, in the sense of tempered distributions. Also notice

{ψ̂j : j ∈ Nν} ⊂ S (RN ) is a finite set and therefore bounded. Letting ψj denote

the inverse Fourier transform of ψ̂j , we have
∑

j∈Nν ψ
(2j)
j = δ0 and {ψj : j ∈ Nν} ⊂

S (RN ) is a bounded set (indeed, it is a finite set). Finally, notice that, if jμ > 0,

ψ̂j(ξ) vanishes to infinite order at 0 in the ξμ variable (it is identically zero on
a neighborhood of 0 in the ξμ variable). Lemma 7.1 shows ψj ∈ S{μ:jμ �=0} and
completes the proof. �

Proof of Lemma 2.3. Let η ∈ C∞
0 (BN (a)), with η ≡ 1 on a neighborhood of 0.

Take ςj as in Lemma 7.5, so that δ0 =
∑

j∈Nν ς
(2j)
j . Thus, δ0 = ηδ0 = η

∑
j∈Nν ς

(2j)
j ,

which proves the result for α = 0. For |α| > 0, note that if β1 �= 0,

(∂β1

t η)∂β2

t

∑
j∈Nν

ς
(2j)
j = (∂β1

t η)∂β2

t δ0 = 0,
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because ∂β1

t η ≡ 0 on a neighborhood of 0. Thus,

∂αt δ0 = ∂αt

(
η
∑
j∈Nν

ς
(2j)
j

)
= η
∑
j∈Nν

∂αt ς
(2j)
j = η

∑
j∈Nν

2j·deg(α)(∂αt ςj)
(2j),

which completes the proof. �

In later sections, we will need some decomposition results about functions
in SE . We record them here.

Lemma 7.6. Fix a > 0, and let B1 ⊂ S (RN ) and B2 ⊂ C∞
0 (BN (a)) be bounded

sets. Let j ∈ [0,∞)ν , ς ∈ B1, and η ∈ B2. Then, there exist {γk : k ∈ Nν , k ≤
j} ⊂ C∞

0 (BN (a)), such that 24

η(t) ς(2
j)(t) =

∑
k≤j
k∈N

ν

η(t) γ
(2k)
k (t).

Furthermore, for every M ∈ N, the set

{2M|j−k|γk : j ∈ [0,∞)ν , k ≤ j, k ∈ Nν , ς ∈ B1, η ∈ B2} ⊂ C∞
0 (BN (a))

is bounded.

Proof. Let η′ ∈ C∞
0 (BN (a)) equal 1 on a neighborhood of

the closure of
⋃
η∈B2

supp (η) .

For k ∈ Nν with k ≤ j, let

δk(t) :=
∑

p∈{0,1}ν

k+p≤j

(−1)p1+···+pνη′(2pt),

so that η′(t) =
∑

0≤k≤j δk(2
kt). Note that δk(t) = 0 if kμ ≤ jμ − 1 and |tμ| is

sufficiently small (independent of j, k). Define, for k ∈ Nν , k ≤ j,

γk(t) = δk(t)ς
(2j−k)(t).

If |j−k|∞ < 1, it is easy to see that ‖γk‖Cr � 1, for every r. Suppose |j−k|∞ ≥ 1.
Take μ so that |j − k|∞ = jμ − kμ. Because δk(t) is 0 for |tμ| sufficiently small
(independent of j, k), and by the Schwartz bounds on ς , we have for any α and L,

|∂αt γk(t)| � χ{|tμ|≈1}(1 + |2jμ−kμtμ|)−L � 2−h0|j−k|∞L,

where h0 is as in (7.3). Taking L = L(M) sufficiently large shows that for everyM ,{
2M|j−k|γk : j ∈ [0,∞)ν , k ≤ j, k ∈ Nν , ς ∈ B1, η ∈ B2

}
⊂ C∞

0 (BN (a))

is bounded. Since ης(2
j) = ηη′ς(2

j) =
∑
k≤j ηγ

(2k)
k , the result follows. �

24We have written k ≤ j to denote the inequality holds coordinatewise.
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In what follows, αμ ∈ NNμ will denote a multi-index in the tμ variable. Let
�N = N1 + · · · + Nν . �α = (α1, . . . , αν) ∈ NN1 × · · · × NNν = N

�N . We write
∂�αt = ∂α1

t1 · · ·∂αν
tν . This differs from multi-index notation, because the tμ variables

may overlap and, therefore, �N may be greater than N . For j ∈ [0,∞]ν , we write

2−j∂tμ = (2−j·ê
μ
1 ∂t1μ , . . . , 2

−j·êμNμ∂
t
Nμ
μ

), and 2−j∂�αt = (2−j∂t1)
α1 · · · (2−j∂tν )αν . In

particular, this is defined so that (2−j∂�αt )ς
(2j) = (∂�αt ς)

(2j).

Proposition 7.7. Let a > 0, M ∈ N and let B1 ⊂ S (RN ) and B2 ⊂ C∞
0 (BN (a))

be bounded sets. Let j ∈ [0,∞)ν , ς ∈ B1 ∩ S{μ:jμ �=0}, and η ∈ B2. There exists{
γk,�α : k ≤ j, k ∈ Nν , |αμ| =M when kμ �= 0, |αμ| = 0 when kμ = 0

}
⊂C∞

0 (BN (a))

such that if we set

ςk :=
∑
�α∈N

�N

|αμ|=M when kμ �=0
|αμ|=0 when kμ=0

∂�αt γk,�α,

we have

η(t) ς(2
j)(t) = η(t)

∑
k≤j
k∈N

ν

ς
(2k)
k (t).

Furthermore, for every L ∈ N, the following set is bounded:{
2L|j−k|γk,�α : j ∈ [0,∞)ν , k ≤ j, k ∈ Nν , ς ∈ B1 ∩ S{μ:jμ �=0}, η ∈ B2,

|αμ| =M when kμ �= 0, |αμ| = 0 when kμ = 0
}
⊂ C∞

0 (BN (a)).

Proof. Let j ∈ [0,∞)ν , ς ∈ B1∩S{μ:jμ �=0}, and η ∈ B2. We prove the result for M
replaced by 2M (because the result for M follows from the result for 2M , this is
sufficient). Define E0 = {μ : jμ �= 0}. Because ς ∈ SE0 , Lemma 7.3 shows

ς =
[ ∏
μ∈E0

�M
μ

]
ς̃ ,

where {ς̃ : j ∈ [0,∞)ν , ς ∈ B1 ∩ S{μ:jμ �=0}} ⊂ S (RN ) is a bounded set. Let

η′ ∈ C∞
0 (BN (a)) be such that η′ equals 1 on a neighborhood of the closure of⋃

η∈B2
supp (η). We apply Lemma 7.6 to η′ ς̃(2

j) to write

η′(t) ς̃(2
j)(t) =

∑
k≤j
k∈N

ν

η′(t) γ̃(2
k)

k (t),

where for every L,

(7.6)
{
2L|j−k|γ̃k : j ∈ [0,∞)ν , k ≤ j, k ∈ Nν , ς ∈ B1 ∩ S{μ:jμ �=0}

}
⊂ C∞

0 (BN (a))
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is a bounded set. Consider, using (7.2),

η ς(2
j) = η

[ ∏
μ∈E0

(2−j · �μ)
M
]
ς̃(2

j) = η
[ ∏
μ∈E0

(2−jμ · �μ)
M
]
η′ ς̃(2

j)

=
∑
k≤j
k∈N

ν

η
[ ∏
μ∈E0

(2−j · �μ)
M
]
η′ γ̃(2

k)
k =

∑
k≤j
k∈N

ν

η
[ ∏
μ∈E0

(2−j · �μ)
M
]
γ̃
(2k)
k .

We expand
∏
μ∈E0

�M
μ as∏
μ∈E0

�M
μ =

∑
�α∈N

�N

|αμ|=2M when μ∈E0

|αμ|=0 when μ�∈E0

c�α ∂
�α
t ,

where c�α is a constant depending on �α. Consider

(2−j∂t)�α γ̃
(2k)
k = (2(k−j)·e�α ∂�αt γ̃k)

(2k),

where e�α is a vector depending on �α. Setting γk,�α = 2(k−j)·e�α c�α γ̃k and using (7.6)
completes the proof. �

For the next lemma, we move to the single-parameter case. Thus, we assume
we have single-parameter dilations e1, . . . , eN ∈ (0,∞) on RN . When we write

ς(2
j)(t) for ς : RN → C and j ∈ R, we are using these dilations in the definition.

Lemma 7.8. Fix δ ∈ R. There exists M = M(δ) ∈ N such that the following
holds. For every bounded set B ⊂ S (RN ) and j ∈ [0,∞) if ς0 ∈ B and ς = ∂αt ς0
with |α| =M , we may write

2jδς(2
j) =
∑
k≤j
k∈N

2kδ ς
(2k)
k,j

where ςk,j ∈ S0(R
N ) for k > 0 and

{ςk,j : j ∈ [0,∞), k ∈ N, k ≤ j, ς0 ∈ B, |α| =M} ⊂ S (RN )

is a bounded set.

Proof. Let φ̂ ∈ C∞
0 (Rn) equal 1 on a neighborhood of 0 ∈ Rn, and set ψ̂(ξ) =

φ̂(ξ)− φ̂(2ξ) (here 2ξ is defined using the given single-parameter dilations on Rn).

Let j′ ∈ N be the largest integer ≤ j. Consider, where f̂ denotes the Fourier
transform of f ,

ς̂(2j)(ξ) =
(
1− φ̂(2−j

′
ξ)
)
ς̂(2−jξ) + φ̂(2−j

′
ξ) ς̂(2−jξ).

Let
2j

′δ ς̂j′,j,1(2
−j′ξ) := 2jδ

(
1− φ̂(2−j

′ξ)
)
ς̂(2−jξ).

Let ςj′,j,1 be the inverse Fourier transform of ς̂j′,j,1. Clearly

{ςj′,j,1 : j ∈ [0,∞), ς0 ∈ B, |α| =M} ⊂ S0(R
n)

is a bounded set.
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Thus, we need only deal with the term 2jδ φ̂(2−j
′
ξ) ς̂(2−jξ). Consider

φ̂(2−j
′
ξ) ς̂(2−jξ) = 2jδ φ̂(2−j

′
ξ)(2−jξ)α ς̂0(2−jξ)

= 2jδ φ̂(ξ)(2−jξ)α ς̂0(2−jξ) +
j′∑
k=1

2jδψ̂(2−kξ) (2−jξ)α ς̂0(2−jξ)

= 2jδ−j deg(α) ξα φ̂(ξ) ς̂0(2−jξ)

+

j′∑
k=1

2kδ 2(j−k)δ+(k−j) deg(α) (2−kξ)α ψ̂(2−kξ) ς̂0(2−jξ).

By taking M =M(δ) large, we have deg(α) ≥ δ+1. From here, the result follows
by taking the inverse Fourier transform of the above expression. �

7.1. Proof of Proposition 2.4

In this section, we prove Proposition 2.4. The ideas here are not used elsewhere in
the paper.

Fix μ ∈ {1, . . . , ν}. Using the μ parameter dilations on tμ ∈ RNμ discussed at
the start of this section, we obtain single parameter dilations on tμ by

δμtμ = (1, . . . , 1, δμ, 1, . . . , 1) tμ,

where (1, . . . , 1, δμ, 1, . . . , 1) ∈ [0,∞)ν denotes the vector which is δμ in the μ

component, and 1 in all the other components. Let φ̂μ ∈ C∞
0 (RNμ) equal 1 on a

neighborhood of 0 ∈ RNμ , and for j ∈ Nν define

ψ̂j,μ(ξμ) :=

{
φ̂μ(ξμ)− φ̂μ(2ξμ), if j > 0,

φ̂μ(ξμ), if j = 0,

where 2ξμ is defined using the single parameter dilations on RNμ (and so is not

just standard multiplication). Note that
∑
j∈N

ψ̂j,μ(2
−jξμ) = 1 in the sense of

tempered distributions. Let ψj,μ be the inverse Fourier transform of ψ̂j,μ, and

define ψ
(2j)
j,μ (j ∈ N) in the usual way, i.e. ψ

(2j)
j,μ is defined so that∫

ψ
(2j)
j,μ (tμ) η(tμ) dtμ =

∫
ψj,μ(tμ) η(2

−jtμ) dtμ,

and 2−jtμ is defined by the single parameter dilations. We have

(7.7) δ0(tμ) =
∑
j∈N

ψ
(2j)
j,μ (tμ),

where δ0(tμ) denotes the Dirac δ function at 0 in the tμ variable. In the next
lemma, we take μ = ν.
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Lemma 7.9. Let δ < 0 and fix E ⊆ {1, 2, . . . , ν−1}. Suppose B ⊂ SE is a bounded
set. For j ∈ N let {ςl : l ∈ N, l ≥ j} ⊂ B be bounded. Define ς̃j by

(7.8) ς̃j(t) :=
∑
l,k∈N

l∧k=j

2(l−j)δ
(
ς
(2(0,0,...,0,l−j))
l ∗ ψ(2k−j)

k,ν

)
(t),

where ∗ denotes convolution in the tν variable. Then,

{ς̃j : j ∈ N, {ςl : l ≥ j} ⊆ B} ⊂ S (RN )

is a bounded set. Furthermore, ς̃0 ∈ SE and ς̃j ∈ SE∪{ν} for j > 0.

Proof. We separate the sum in (7.8) into two parts:

ς̃j(t) =
∑
l≥j

2(l−j)δ
(
ς
(2(0,0,...,0,l−j))
l ∗ ψj,ν

)
(t) +
∑
k>j

(
ςj ∗ ψ(2k−j)

k,ν

)
(t) =: ς̃j,1 + ς̃j,2.

We first deal with ς̃j,1. It follows from a standard computation that{(
ς(2

(0,0,...,0,l)) ∗ ψj,ν
)
(t) : ς ∈ B, j, l ∈ N

}
⊂ S (RN )

is a bounded set. Since δ < 0, it follows that

{ς̃j,1 : j ∈ N, {ςl : l ≥ j} ⊆ B} ⊂ S (RN )

is a bounded set. If j > 0, because ςl ∈ SE and ψj,ν ∈ S0(R
Nν ) it follows that

ςl ∗ψj,ν ∈ SE∪{ν}; and therefore ς̃j,1 ∈ SE∪{ν}. If j = 0, because ςl ∈ SE it follows
that ςl ∗ ψ0,ν ∈ SE ; and therefore ς̃0,1 ∈ SE .

We now turn to ς̃j,2. For k > 0, because ψk,ν ∈ S0(R
Nν ) we have ψk,ν = �ν ψ̃ν ,

where ψ̃ν ∈ S (RNν ) (here we have used that ψk,ν does not depend on k for k > 0).
Integrating by parts, we have

ςj ∗ ψ(2k−j)
k,ν =

(
2j−k · �νςj

)
∗ ψ̃ν ;

here,
2j−k · �ν := 2(1,...,1,j−k) · �ν ,

where 2(1,...,1,j−k) · �ν is defined via (7.1). A standard estimate shows that there
exists c > 0 (depending on the dilations; see (7.4)) such that{

2c|j−k|
(
2j−k · �νςj

)
∗ ψ̃ν : j ∈ N, {ςl : l ≥ j} ⊆ B

}
⊂ S (RN )

is a bounded set. It follows that

{ς̃j,2 : j ∈ N, {ςl : l ≥ j} ⊆ B} ⊂ S (RN )

is a bounded set. Furthermore, since for k > 0 we have ψk ∈ S0(R
Nν ) it follows

that ςj ∗ ψ(2k−j)
k,ν ∈ SE∪{ν} for all k > 0. Hence ς̃j,2 ∈ SE∪{ν}, as desired. �
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Lemma 7.10. Let {ςj : j ∈ Nν} ⊂ S (RN ) be a bounded set and let δ ∈ Rν .
Suppose ςj ∈ S{μ:jμ �=0,δμ≥0}. Then the sum∑

j∈Nν

2j·δ ς(2
j)

j

converges in the sense of tempered distribution.

Proof. Let ς ∈ S (RN ). Let N(j) = max{jμ : δμ ≥ 0}. The same proof as in
Lemma 7.4 shows that for every L,∣∣∣ ∫ ς

(2j)
j (t) ς(t) dt

∣∣∣ � 2−LN(j).

Hence, if c = min{−δμ : δμ < 0} we have∣∣∣ ∫ 2j·δ ς(2
j)

j (t) ς(t) dt
∣∣∣ � 2−c|j|∞ .

The result follows. �

Lemma 7.11. Suppose δ ∈ Rν . Let E ⊆ {1, . . . , ν} be such that {μ : δμ ≥ 0} ⊆ E.
Suppose {ςj : j ∈ Nν} ⊂ S (RN ) is a bounded set with ςj ∈ S{μ∈E:jμ �=0}. Define a
distribution by

K(t) :=
∑
j∈Nν

2j·δ ς(2
j)

j (t).

Let μ0 �∈ E. Then, there is a bounded set {ς̃j : j ∈ Nν} ⊂ S (RN ) with ς̃j ∈
S{μ∈E∪{μ0}:jμ �=0} such that

K(t) =
∑
j∈Nν

2j·δ ς̃(2
j)

j (t).

Proof. By relabeling, we may without loss of generality take μ0 = ν in the state-
ment of the lemma (and therefore δν < 0). For the proof, we need some new
notation. Separate t = (tν , t

⊥
ν ) and define ν parameter dilations on tν as was done

at the start of the section. Note that (for k ∈ R), 2ktν = 2(0,...,0,k)tν , where 2
ktν is

defined via the single parameter dilations on RNν defined above. For ψ ∈ S (RNν ),

j ∈ Rν , we define ψ(2j) as usual; i.e., for η ∈ S (RNν ), we have∫
ψ(2j)(tν) η(tν) dtν =

∫
ψ(tν) η(2

−jtν) dtν .

For j ∈ Rν we decompose j = (j′, jν) ∈ Rν−1 × R, where j′ = (j1, . . . , jν−1).
Notice, with this notation and applying (7.7), we have for j′ ∈ Rν−1 fixed∑

k∈N

ψ
(2(j

′ ,k))
k,ν = δ0(tν).
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Also, we have, for ς̃ , ς ∈ S (RN ), ψ ∈ S (RNν ), j, k, l ∈ Rν ,

(7.9) ς̃(2
l) = ς(2

j) ∗ ψ(2k) ⇐⇒ ς̃ = ς(2
j−l) ∗ ψ(2k−l).

Thus, writing j ∈ Nν as j = (j′, jν), we have∑
j∈Nν

2j·δς(2
j)

j =
∑
j∈Nν

∑
k∈N

2j·δ
(
ς
(2j)
j ∗ ψ(2(j

′ ,k)·δ)
k,ν

)
=
∑

j′∈Nν−1

∑
l∈N

∑
jν∧k=l

2j·δ
(
ς
(2j)
j ∗ ψ(2(j

′ ,k)·δ)
k,ν

)
=:
∑

j′∈Nν−1

∑
l∈N

2(j
′,l)·δ ς̃(2

l)
(j′,l),

where

2(j
′,l)·δ ς̃(2

l)
(j′,l) :=

∑
jν∧k=l

2j·δ
(
ς
(2j)
j ∗ ψ(2(j

′ ,k)·δ)
k,ν

)
.

Using (7.9), this is equivalent to

ς̃(j′,l) =
∑

jν∧k=l
2(jν−l)δν

(
ς
(20,...,0,jν−l)
j ∗ ψ(2k−l)

k,ν

)
.

Rewriting (j′, l) as j, and using Lemma 7.9, we have ς̃j ∈ S{μ∈E∪{ν}:jμ �=0} and

{ς̃j : j ∈ Nν} ⊂ S (RN ) is a bounded set, which completes the proof. �

Proof of Proposition 2.4. The convergence of the sum follows from Lemma 7.10.
From here, the result follows from Lemma 7.11 and a simple induction. �

8. The Frobenius theorem and the unit scale

In this section, we review the quantitative Frobenius theorem from [55]; the reader
is also referred to Section 2.2 of [57] for further details and a more leisurely intro-
duction to these concepts.25

Before we can introduce the setting of the Frobenius theorem, we need to
introduce a few additional pieces of notation. Let Ω ⊆ Rn be an open set and let
U ⊆ Ω be an arbitrary set. For m ∈ N, we define

‖f‖Cm(U) :=
∑

|α|≤m
sup
x∈U

|∂αx f(x)|,

and if we say ‖f‖Cm(U) < ∞ we mean that all the above partial derivatives exist

and are are continuous on U . If V is a vector field on Ω and V =
∑n

j=1 aj∂xj , we

denote by ‖V ‖Cm(U) :=
∑n

j=1 ‖aj‖Cm(U). If A is a n× q matrix, and n0 ≤ n ∧ q,
we let detn0×n0 A denote the vector whose entries consist of the determinants of
the n0×n0 submatrices of A. It is not important in which order these determinants
are arranged.

25This quantitate version of the Frobenius theorem takes its roots in work of Nagel, Stein, and
Wainger [39] and Tao and Wright [58] on Carnot–Carathéodory geometry.
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Let Ω ⊆ Rn be an open set. We are given C∞ vector fields Z1, . . . , Zq on Ω.
For x ∈ Ω and δ > 0, we let BZ(x, δ) := B(Z,1) (x, δ), where B(Z,1) (x, δ) de-
notes the Carnot–Carathéodory ball from Definition 3.2 using the set (Z, 1) =
{(Z1, 1), . . . , (Zq, 1)}.

Fix x0 ∈ Ω. We assume that there exists 0 < ξ1 ≤ 1 such that:

(a) For every a1, . . . , aq ∈ L∞([0, 1]), with
∥∥∑q

j=1 |aj |2
∥∥
L∞ < 1, there exists a

solution to the ODE

γ′(t) =
q∑
j=1

aj(t) ξ1 Zj(γ(t)), γ(0) = x0, γ : [0, 1] → Ω.

Notice, by the Picard–Lindelöf theorem for existence of ODEs, this condition
holds so long as we take ξ1 small enough, depending on the C1 norms of
Z1, . . . , Zq and the Euclidean distance between x0 and ∂Ω.

(b) For each m, there is a constant Cm such that

(8.1) ‖Zj‖Cm(BZ(x0,ξ1))
≤ Cm.

(c) [Zj, Zk] =
∑q

l=1 c
l
j,kZl on B(Z,d) (x0, ξ1), where for every m there is a con-

stant Dm such that

(8.2)
∑

|α|≤m

∥∥Zαclj,k∥∥C0(BZ (x0,ξ1))
≤ Dm.

For m ≥ 2, we say C is an m-admissible constant if C can be chosen to depend
only on upper bounds for m, n, q, Cm from (8.1), Dm from (8.2), and a positive
lower bound for ξ1. For m < 2, we say C is an m-admissible constant if C is a
2-admissible constant. We write A �m B if A ≤ CB, where C is an m-admissible
constant, and we write A ≈m B if A �m B and B �m A.

Let n0 = dim span {Z1(x0), . . . , Zq(x0)}. In light of the classical Frobenius
theorem, there is a unique, maximal, injectively immersed submanifold of Ω passing
through x0 whose tangent space equals span {Z1, . . . , Zq} – called a leaf. BZ(x0, δ)
is an open subset of this leaf, and for a subset, S, of this leaf, we use the notation
Vol (S) to denote the volume of S with respect to the induced Lebesgue measure
on this leaf. See Section 2.2 of [57] for more details.

We state, without proof, the quantitative Frobenius theorem. The proof can
be found in [55].

Theorem 8.1 (The quantitative Frobenius theorem). There exist 2-admissible
constants ξ2, ξ3, η > 0, ξ3 < ξ2 < ξ1 and a C∞ map

Φ : Bn0(η) → BZ(x0, ξ2),

such that

• Φ(0) = x0.

• Φ is injective.

• BZ(x0, ξ3) ⊆ Φ(Bn0(η)) ⊆ BZ(x0, ξ2).
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• For u ∈ Bn0(η),

(8.3)
∣∣ det
n0×n0

dΦ(u)
∣∣ ≈2

∣∣ det
n0×n0

(Z1(x0)| · · · |Zq(x0))
∣∣ ≈2 Vol (BZ(x0, ξ2)) ,

where (Z1(x0)| · · · |Zq(x0)) is the matrix whose columns are given by the vec-
tors Z1(x0), . . . , Zq(x0).

Furthermore, if Y1, . . . , Yq are the pullback of Z1, . . . , Zq to Bn0(η), then

(8.4) ‖Yj‖Cm(Bn0(η)) �m 1,

and

(8.5) inf
u∈Bn0(η)

∣∣ det
n0×n0

(Y1(u)| · · · |Yq(u))
∣∣ ≈2 1.

8.1. Control of vector fields

Let Ω′ ⊆ Ω ⊆ Rn be open sets. Let Z = {Z1, . . . , Zq} be a finite set of smooth
vector fields on Ω, which satisfy the assumptions of Theorem 8.1 at some point
x0 ∈ Ω. Let Z0 be another smooth vector field on Ω. We introduce the following
conditions on Z0 which turn out to be equivalent. All parameters that follow are
assumed to be strictly positive real numbers.

1. P1(τ1, {σm1 }m∈N), (τ1 ≤ ξ1): there exists cj ∈ C0 (BZ(x0, τ1)) such that

• Z0 =
∑q

j=1 cjZj , on BZ(x0, τ1).

•
∑

|α|≤m ‖Zαcj‖C0(BZ(x0,τ1))
≤ σm1 .

2. P2(η2, {σm2 }m∈N), (η2 ≤ η1): Z0 is tangent to the leaf passing through x0
generated by Z1, . . . , Zq, and moreover, if Y0 is the pullback of Z0 via the
map Φ from Theorem 8.1, then we have ‖Y0‖Cm(Bn0(η2))

≤ σm2 .

Proposition 8.2. P1 ⇔ P2 in the following sense.

• P1(τ1, {σm1 }m∈N) ⇒ there exists a 2-admissible constant η2 = η2(τ1) > 0 and
m-admissible constants σm2 = σm2 (σm1 ) such that P2(η2, {σm2 }m∈N) holds.

• P2(η2, {σm2 }m∈N) ⇒ there exists a 2-admissible constant τ1 = τ1(η2) > 0 and
m-admissible constants σm1 = σm1 (σm2 ) such that P1(τ1, {σm1 }m∈N) holds.

Proof. This is contained in Proposition 11.6 of [56]. �

Remark 8.3. The proof of Proposition 11.6 of [56] actually gives more than is
stated in Proposition 8.2: namely, that σm1 is small if and only if σm2 is small. More
precisely, for all ε > 0, m ∈ N, there exists an m-admissible constant δm > 0 such
that:

• P1(τ1, {σm1 }m∈N) ⇒ there exists a 2-admissible constant η2 = η2(τ1) > 0 and
m-admissible constants σm2 = σm2 (σm1 ) such that P2(η2, {σm2 }m∈N) holds.
Furthermore, if σm1 < δm, then σ

m
2 < ε.
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• P2(η2, {σm2 }m∈N) ⇒ there exists a 2-admissible constant τ1 = τ1(η2) > 0 and
m-admissible constants σm1 = σm1 (σm2 ) such that P1(τ1, {σm1 }m∈N) holds.
Furthermore, if σm2 < δm, then σ

m
1 < ε.

We will use this in Section 15.

Definition 8.4. Let V = {V1, . . . , Vr} be a finite set of smooth vector fields on Ω.
We say V controls Z0 at the unit scale near x0 if P1 holds (with Z replaced by V ).
We say V controls Z0 at the unit scale on Ω′ if P1 holds ∀x0 ∈ Ω′, where the
constants τ1, {σm1 }m∈N can be chosen independent of x0 ∈ Ω′.

Remark 8.5. Proposition 8.2 shows that Z controls Z0 at the unit scale near x0
if and only if P2 holds. This uses that Z satisfies the assumptions of Theorem 8.1

Let γ̂t(x) = γ̂(t, x) : BN (ρ)×Ω → Ω be a smooth function, satisfying γ̂0(x) ≡ x.
Given γ̂, we can define a vector field as in (4.1) given by

(8.6) Ŵ (t, x) =
d

dε

∣∣∣
ε=1

γ̂εt ◦ γ̂−1
t (x),

which is defined for |t| sufficiently small (we shrink ρ so that W (t, x) is defined
for all t ∈ BN (ρ)). Just as above, we introduce two conditions, which turn out to
be equivalent. All parameters that follow are assumed to be strictly positive real
numbers.

1. Q1(ρ1, τ1, {σm1 }m∈N), (ρ1 ≤ ρ, τ1 ≤ ξ1):

• Ŵ (t, x) =
∑q

l=1 cl(t, x)Zl(x), on BZ(x0, τ1).

•
∑

|α|+|β|≤m
∥∥Zα∂βt cl∥∥C0(BN (ρ1)×BZ(x0,τ1))

≤ σm1 .

2. Q2(ρ2, τ2, {σm2 }), (ρ2 ≤ ρ, τ2 ≤ ξ1):

• γ̂
(
BN (ρ2)×BZ(x0, τ2)

)
⊆ BZ(x0, ξ1).

• If η′ = η′(τ2) > 0 is an 2-admissible constant so small26 that

Φ(Bn0(η′)) ⊆ BZ(x0, τ2) ⊆ Φ(Bn0(η1)),

then if we define a new map

θt(u) = Φ−1 ◦ γt ◦ Φ(u) : BN (ρ2)×Bn0(η′) → Bn0(η1),

we have ‖θ‖Cm(BN (ρ2)×Bn0(η′)) ≤ σm2 .

Proposition 8.6. Q1 ⇔ Q2 in the following sense:

• Q1(ρ1, τ1, {σm1 }m∈N) ⇒ there exists a 2-admissible constant

ρ2 = ρ2(ρ1, τ1, σ
1
1 , N) > 0

and m+ 1-admissible constants σm2 = σm2 (σm+1
1 , N) such that

Q2(ρ2, τ1/2, {σm2 }m∈N)

holds.
26Such a 2-admissible η′ always exists. See Proposition 11.2 of [56].
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• Q2(ρ2, τ2, {σm2 }m∈N) ⇒ there exists a 2-admissible constant τ1 = τ1(τ2) > 0
and m-admissible constants σm1 = (σm+1

2 , N) such that

Q1(ρ2, τ1, {σm1 }m∈N)

holds.

Proof. This is Proposition 12.3 of [56]. �

Definition 8.7. Let V = {V1, . . . , Vr} be a finite set of smooth vector fields on Ω.
We say V controls γ̂ at the unit scale near x0 if Q1 holds (with Z replaced by V ).
We say V controls γ̂ at the unit scale on Ω′ if Q1 holds with ρ1, τ1, and {σm1 }m∈N

independent of x0 ∈ Ω′.

Remark 8.8. Proposition 8.6 shows Z controls γ̂ at the unit scale near x0 if and
only if Q2 holds. This uses that Z satisfies the assumptions of Theorem 8.1

Now let I be some index set (of arbitrary cardinality).

Definition 8.9. For each ι ∈ I, let V ι = {V ι1 , . . . , V ιr } be a finite set of smooth
vector fields on Ω, and let Zι0 be another smooth vector field on Ω. We say V ι

controls Zι0 at the unit scale on Ω′, uniformly in ι ∈ I if for each x0 ∈ Ω′ and ι ∈ I,
P1 holds with parameters (τ1, {σm1 }) independent of x0 ∈ Ω′ and ι ∈ I (with Z
replaced by V ι).

Definition 8.10. For each ι ∈ I let V ι = {V ι1 , . . . , V ιr } be a finite set of smooth
vector fields on Ω each paired with single-parameter formal degrees. Let Ω′ � Ω′′ �
Ω be open sets. Suppose, for each ι ∈ I, γ̂ι : BN (ρ)×Ω → Ω is a smooth function
satisfying γ̂ι0(x) ≡ 0, and such that for |t| < ρ, γιt : Ω′′ → Ω is a diffeomorphism
onto its image. We say V ι controls γ̂ι at the unit scale on Ω′, uniformly in ι ∈ I if
for each x0 ∈ Ω′ and ι ∈ I, Q1 holds with parameters (ρ1, τ1, {σm1 }) independent
of x0 ∈ Ω′ and ι ∈ I (with Z replaced by V ι).

Remark 8.11. Fix q ∈ N and for each ι ∈ I let Zι =
{
Zι1, . . . , Z

ι
q

}
be a finite

set of smooth vector fields on Ω (where q does not depend on ι). We assume that
the assumptions of Theorem 8.1 hold uniformly for Zι uniformly for x0 ∈ Ω′, in
the sense that ξ1 > 0 can be chosen independent of ι, and Cm and Dm from (8.1)
and (8.2) can be chosen independent of ι. Note that m-admissible constants can
be chosen independent of ι. In this case, Zι controls Zι0 at the unit scale on Ω′,
uniformly in ι, if and only if P2 holds with parameters independent of x0 ∈ Ω′

and ι ∈ I (Proposition 8.2). Zι controls γ̂ι at the unit scale on Ω′, uniformly
in ι, if and only if Q2 holds with parameters independent of x0 ∈ Ω′ and ι ∈ I
(Proposition 8.6).

Proposition 8.12. Let (X, d) = {(X1, d1), . . . , (Xq, dq)} ⊂ Γ(TΩ)×([0,∞)ν\{0})
be a finite set. For δ ∈ [0, 1]ν , let Zδ := {δd1X1, . . . , δ

dqXq}.
• Let X0 be another C∞ vector field on Ω and let h : [0, 1]ν → [0, 1]ν be

a function. Then, (X, d) controls (X0, h) on Ω′ if and only if Zδ controls
h(δ)X0 at the unit scale on Ω′, uniformly in δ ∈ [0, 1]ν .
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• (X, d) satisfies D(Ω′) if and only if Zδ satisfies the conditions of Theorem 8.1,
uniformly for δ ∈ [0, 1]ν and x0 ∈ Ω′.

• Let (γ, e,N,Ω,Ω′′′) be a parameterization with ν-parameter dilations (where
Ω′ � Ω′′′ � Ω). Then (X, d) controls (γ, e,N,Ω,Ω′′′) on Ω′ if and only if Zδ

controls γδt(x) at the unit scale on Ω′, uniformly in δ ∈ [0, 1]ν . Here, δt is
defined with the ν-parameter dilations, e.

Proof. Let d̂1 = |d1|1, . . . , d̂q = |dq|1, and let (Zδ, d̂) = {(Zδ1 , d̂1), . . . , (Zδq , d̂q)}. If,
in all of the definitions “at the unit scale” and in the conditions of Theorem 8.1,
we replace BZδ (x, ·) with B(Zδ,d̂) (x, ·), then the above results follow immediately

from the definitions. To complete the proof, it suffices to note, given τ1 > 0, there
exists τ2 = τ2(τ1) > 0, depending on the C1 norms of X1, . . . , Xq, and upper and

lower bounds for d̂1, . . . , d̂q such that

BZδ (x, τ2) ⊆ B(Zδ,d̂) (x, τ1) , B(Zδ,d̂) (x, τ2) ⊆ BZδ (x, τ1).

The result follows. �

Remark 8.13. Combining Proposition 8.12 with Remark 8.11 shows that we can
use the characterizations P2 and Q2 at each scale, uniformly in the scale, when
working with the notions of control. This is the key point behind these definitions.

9. Proofs: Adjoints

A key point in the proofs that follow is that the class of operators we consider is
closed under adjoints. More precisely, we have the following results. Fix open sets
Ω0 � Ω′ � Ω′′ � Ω′′′ � Ω ⊆ Rn.

Proposition 9.1. Let (γ, e,N,Ω,Ω′′′) be a parameterization. For t ∈ RN with |t|
sufficiently small, we may consider γ−1

t (x); the inverse of γt(·). Then,

(γ−1
t , e,N,Ω′′,Ω)

is a parameterization. Furthermore, if (γ, e,N) is finitely generated (resp. linearly
finitely generated ) by F on Ω′, then (γ−1

t , e,N) is finitely generated (resp. linearly
finitely generated ) by F on Ω′.

Proof. It is clear that (γ−1
t , e,N,Ω′′,Ω) is a parameterization. When (γ, e,N) is

finitely generated by F on Ω′, that (γ−1
t , e,N) is finitely generated by F on Ω′ is

exactly the statement of Lemma 12.20 of [56].

Now suppose (γ, e,N) is linearly finitely generated by F on Ω′. First we claim
that F controls (γ−1

t , e,N) on Ω′. Indeed, by Lemma 4.24, (γ, e,N) is finitely
generated by F on Ω′, and by the above (γ−1

t , e,N) is finitely generated by F
on Ω′, and therefore (γ−1

t , e,N) is controlled by F on Ω′.
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Let (γ, e,N) correspond to the vector field parameterization (W, e,N), and
let (γ−1

t , e,N) correspond to the vector field parameterization (Wi, e,N). We
know that

W (t) =
N∑
j=1

tjXj +O(|t|2),

where {X1, . . . , XN} and F are equivalent on Ω′. By the definition of linearly
finitely generated, the proof will be complete once we show the same is true for
Wi (with Xj replaced by −Xj). We have

0 =
d

dε

∣∣∣
ε=1

γεt ◦ γ−1
εt ◦ γt(x) =W (t, γt(x)) + (dxγt(x))Wi(t, x).

I.e.,
Wi(t, x) = −(dxγt(x))

−1W (t, γt(x)).

Using that W (t, x) ≡ 0, and that γ0(x) ≡ x, we have

Wi(t, x) = −(dxγt(x))
−1W (t, γt(x)) = −W (t, x)+O(|t|2) =

N∑
j=1

tj(−Xj)+O(|t|2).

The result follows. �

Theorem 9.2. Let (γ, e,N,Ω′′′,Ω) be a parameterization. There exists a > 0
(depending on the parameterization) such that if T is a fractional Radon transform
of order δ ∈ Rν corresponding to (γ, e,N) on BN (a), then T ∗ is a fractional Radon
transform of order δ corresponding to (γ−1

t , e,N) on BN (a).

Proof. Suppose T is given by (6.1). Then a simple change of variables shows, if
K ∈ Kδ(N, e, a) for a > 0 sufficiently small,

T ∗f(x) = ψ2(x)

∫
f(γ−1

t (x))ψ1(γ
−1
t (x))κ̃(t, x)K(t) dt,

where
κ̃(t, x) = κ(t, γ−1

t (x))
∣∣(det dxγt) (t, γ−1

t (x))
∣∣−1

.

Using that γ0(x) ≡ x, for |t| < a (if a > 0 is chosen small enough),

(det dxγt) (t, γ
−1
t (x))

stays bounded away from zero, and therefore κ̃ ∈ C∞(BN (a) × Ω′′). The result
follows. �

In the sequel, we need the following version of Theorem 9.2 which happens “at
each scale”.

Proposition 9.3. Let (γ, e,N,Ω,Ω′′′) be a parameterization. There exists a > 0
such that the following holds. Let B1 ⊂ S (RN ), B2 ⊂ C∞

0 (BN (a)), B3 ⊂ C∞
0 (Ω0),

and B4 ⊂ C∞(BN (a)× Ω′′) be bounded sets. For j ∈ [0,∞)ν , ς ∈ B1 ∩ S{μ:jμ>0},
η ∈ B2, ψ1, ψ2 ∈ B3, and κ ∈ B4, define

Tj [(γ, e,N), ς, η, ψ1, ψ2, κ]f(x) := ψ1(x)

∫
f(γt(x))ψ2(γt(x))κ(t, x)η(t)ς

(2j )(t) dt.
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Then,
Tj[(γ, e,N), ς, η, ψ1, ψ2, κ]

∗

is “of the same form” as

Tj[(γ, e,N), ς, η, ψ1, ψ2, κ],

with (γ, e,N) replaced by (γ−1
t , e,N). More precisely,

Tj[(γ, e,N), ς, η, ψ1, ψ2, κ]
∗ = Tj [(γ

−1
t , e,N), ς, η, ψ2, ψ1, κ̃],

where κ̃ = κ̃(κ, (γ, e,N)) and

(9.1) {κ̃ : κ ∈ B4} ⊂ C∞(BN (a)× Ω′′)

is a bounded set. In the above, ς, η, ψ2, and ψ1 denote the complex conjugate of
the respective function.

Proof. A straightforward change of variables shows

Tj[(γ, e,N), ς, η, ψ1, ψ2, κ]
∗ = Tj [(γ

−1
t , e,N), ς, η, ψ2, ψ1, κ̃],

where
κ̃(t, x) = κ(t, γ−1

t (x))
∣∣(det dxγt) (t, γ−1

t (x))
∣∣−1

.

Using that γ0(x) ≡ x, for |t| < a (if a > 0 is chosen small enough),

(det dxγt) (t, γ
−1
t (x))

stays bounded away from zero, and therefore the set in (9.1) is bounded. �

10. Proofs: A technical L2 lemma

In this section, we present a basic L2 lemma, which lies at the heart of our anal-
ysis. The lemma has two parts. The first part is a consequence of the basic L2

result which forms the heart of the work in [56]; we use this to study fractional
Radon transforms corresponding to finitely generated parameterizations. The sec-
ond part is an analogous version which is appropriate for studying fractional Radon
transforms corresponding to linearly finitely generated parameterizations.

Fix open sets Ω′ � Ω′′ � Ω′′′ � Ω ⊆ Rn. Let Z = {Z1, . . . , Zq} be a finite set
of smooth vector fields on Ω. We assume these vector fields satisfy the conditions
of Theorem 8.1, uniformly for x0 ∈ Ω′. It, therefore, makes sense to talk about
m-admissible constants as in that section; and these constants can be chosen to be
independent of x0 ∈ Ω′.

Let γ̂(t, x) : BN (ρ)×Ω′′′ → Ω be controlled at the unit scale on Ω′ by Z, with
γ̂(0, x) ≡ x. Fix a > 0 small (to be chosen later). Let κ(t, x) ∈ C∞(BN (a)× Ω′′),
ψ1, ψ2 ∈ C∞

0 (Ω′), and ς ∈ C∞
0 (BN (a)). Decompose RN = RN1 × RN2 and write

t = (t1, t2) ∈ RN1 × RN2 . Define Ŵ as in (8.6). We separate our assumptions

on Ŵ into two possible cases.
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Case I. Setting t2 = 0 and expanding Ŵ (t1, 0) as a Taylor series in the t1 variable

(10.1) Ŵ (t1, 0) ∼
∑
|α|>0

tα1Zα,

where the Zα are smooth vector fields on Ω′′. We assume that there exists M ∈ N

such that the following holds. Let FM
1 := {Zα : |α| ≤M}. Recursively define

FM
j := FM

j−1

⋃[ ⋃
1≤k,l≤j

{
[Y1, Y2] : Y1 ∈ FM

k , Y2 ∈ FM
l

} ]
.

We assume that FM
M controls Z at the unit scale on Ω′.

Case II. Setting t2 = 0 and expanding Ŵ (t1, 0) as a Taylor series in the t1 variable
as in (10.1), we assume {Zα : |α| = 1} controls Z at the unit scale on Ω′.

We also separate our assumptions on ς into the same two cases:

Case I.
∫
ς(t1, t2) dt2 = 0.

Case II. For some L ∈ N, ς(t1, t2) =
∑

|α|=L ∂
α
t2ςα(t1, t2), where ςα ∈ C∞

0 (BN (a)).

For ζ ∈ (0, 1], define an operator

Dζf(x) = ψ1(x)

∫
f(γ̂t1,ζt2(x))ψ2(γ̂t1,ζt2(x))κ(t1, ζt2, x)ς(t) dt.

Lemma 10.1. If a > 0 is chosen sufficiently small, then we have:

• In Case I, there exists ε > 0 so that ‖Dζ‖L2→L2 � ζε.

• In Case II, ‖Dζ‖L2→L2 � ζL/2.

In our applications of Lemma 10.1 it is important that we be explicit about
what parameters the constants may depend on. Because Z satisfies the conditions
of Theorem 8.1, it makes sense to talk about m-admissible constants as in that
theorem. In this section, we say C is an admissible constant, if C can be chosen
to depend only on the following:

• Anything an m-admissible constant can depend on, where m can be chosen
to depend only on q, n, and M in Case I, or q, n, and L in Case II.

• ‖κ‖CK(BN (a)×Ω′), ‖ψ1‖CK(Ω′), and ‖ψ2‖CK(Ω′), where K can be chosen to
depend only on q, n, N , and M in Case I, or q, n, N , and L in Case II.

• In Case I, ‖ς‖CK(BN (a)), where K can be chosen to depend only on q, n, N ,
and M .

• In Case II, ‖ςα‖CK(BN (a)), |α| = L, where K can be chosen to depend only
on q, n, N , and L.

• As Z controls γ̂ at the unit scale on Ω′, we have that Q1(ρ1, τ1, {σm1 }m∈N)
holds at each point x0 ∈ Ω′, for some ρ1, τ1, and {σm1 } independent of x0.
C can depend on ρ1, τ1 and σm1 , where m can be chosen to depend only on
q, n, and M in Case I, or q, n, and L in Case II.
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In Lemma 10.1, a and the implicit constants in � are all admissible constants.
In Case I, ε can be chosen to depend only on q, N , and M . For the remainder
of this section, we write A � B to denote A ≤ CB, where C is an admissible
constant.

Proof of Lemma 10.1 in Case I. We first claim that we may, without loss of gen-
erality, replace Z with FM

M . Indeed, because FM
M controls Zj at the unit scale

on Ω′, ∀Zj ∈ Z, we have that FM
M controls γ̂ at the unit scale on Ω′. Because Z

controls γ̂ at the unit scale on Ω′, we have that Z controls Y at the unit scale
on Ω′, ∀Y ∈ FM

M . Combining this with the fact that FM
M controls Zj at the unit

scale on Ω′, ∀Zj ∈ Z, it follows that FM
M satisfies the conditions of Theorem 8.1:

indeed, if X,Y ∈ FM
M , then Z controls [X,Y ] at the unit scale on Ω′, and therefore

FM
M controls [X,Y ] at the unit scale on Ω′. Hence, FM

M satisfies all the hypothesis
that Z satisfies in our assumptions and we may assume Z = FM

M in what follows.
It suffices to show that there exists ε > 0 (depending only on q, n, andM) such

that ∥∥D∗
ζDζD

∗
ζDζ

∥∥
L2→L2 � ζε.

Because
∥∥D∗

ζ

∥∥
L2→L2 � 1, it suffices to show

(10.2)
∥∥DζD

∗
ζDζ

∥∥
L2→L2 � ζε.

Set S1 = Dζ , S2 = D∗
ζ , R1 = Dζ , and R2 = 0. Note

R2f(x) = ψ2(x)

∫
f(γt1,0(x))ψ2(γt1,0(x))κ(t1, 0, x) ς(t1, t2) dt1 dt2 = 0,

where we have used the fact that
∫
ς(t1, t2) dt2 = 0. I.e., R2 is the same as R1 but

with ζ = 0. (10.2) is equivalent to

(10.3) ‖S1S2(R1 −R2)‖L2→L2 � ζε,

and this follows directly from Theorem 14.5 of [56]. See the proofs of Proposi-
tion 15.1 of [56] and Theorem 10.1 of [52] for similar arguments with more de-
tails. �

Proof of Lemma 10.1 in Case II. Without loss of generality, we may take Z =
{Zα : |α| = 1}, where Zα is as in (10.1): this follows as in Case I, replacing FM

M

with {Zα : |α| = 1} throughout the first paragraph of the proof of Case I. Just as in
Case I, we have that this choice of Z satisfies all of the assumptions; in particular,
it satisfies the assumptions of Theorem 8.1.

It follows from a simple change of variables that (for a � 1 sufficiently small),
‖Dζ‖L1→L1 � 1. Thus, by interpolation, it suffices to show ‖Dζ‖L∞→L∞ � ζL.
Let f be a bounded measurable function with supx |f(x)| = ‖f‖L∞ . Fix x0 ∈ Ω′.
We will show

(10.4) |Dζf(x0)| � ζL ‖f‖L∞ ,

with implicit constant not depending on x0, and the result will follow.27

27It suffices to only consider f such that supx |f(x)| = ‖f‖L∞ because
∥∥Dζ

∥∥
L1→L1 < ∞, and

therefore if f is supported on a set of measure 0, then Dζf = 0 almost everywhere.
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Because γ̂ is controlled by Z, it is easy to see that Dζf(x0) depends only on the
values of f on BZ(x0, ξ3) provided we take a � 1 to be sufficiently small, and ξ3 is
the 2-admissible constant from Theorem 8.1. Let Φ be the map from Theorem 8.1
with this choice of x0 and Z. Let Φ#f = f ◦Φ (the pullback via Φ), and consider

the operator Tζ := Φ#Dζ

(
Φ#
)−1

. Let η > 0 be the 2-admissible constant of
the same name from Theorem 8.1, and let n0 = dim span {Z1(x0), . . . , Zq(x0)}.
Because BZ(x0, ξ3) ⊆ Φ(Bn0(η)), and because Φ(0) = x0, to show (10.4) it suffices
to show, for supp (g) ⊆ Bn0(η),

(10.5) |Tζg(0)| � ζL ‖g‖L∞ .

Let θt(u) = Φ−1 ◦ γ̂t ◦ Φ(u). By Proposition 8.6, we have

(10.6) ‖θ‖CL+1(BN (a)×Bn0(η)) � 1.

Also,

Tζg(0) = ψ1 ◦ Φ(0)
∫
g(θt(0))ψ2(θt(0))κ(t,Φ(0))ζ

−N2ς(t1, ζ
−1t2) dt.

= ζL
∑

|α|=L
ψ1 ◦ Φ(0)

∫
g(θt(0))ψ2(θt(0))κ(t,Φ(0))ζ

−N2∂αt2ςα(t1, ζ
−1t2) dt.

Fix α with |α| = L. Set

Iα :=

∫
g(θt(0))ψ2(θt(0))κ(t,Φ(0)) ζ

−N2 ∂αt2ςα(t1, ζ
−1t2) dt.

We will show

(10.7) |Iα| � ‖g‖L∞ ,

and then (10.5) will follow, which completes the proof. Because ςα(t1, t2) can
be written as a rapidly converging sum of functions of the form ς1(t1)ς2(t2) with
ς1 ∈ C∞

0 (BN1(a)), ς2 ∈ C∞
0 (BN2(a)),28 and so it suffices to assume ςα(t1, t2) is of

the form ςα(t1, t2) = ς1(t1)ς2(t2). Thus we are considering

Iα :=

∫
g(θt(0))ψ2(θt(0))κ(t,Φ(0)) ς1(t1) ζ

−N2 ∂αt2ς2(ζ
−1t2) dt.

Let Y1, . . . , Yq be the pullback of Z1, . . . , Zq via Φ to Bn0(η). Because we are
assuming Z = {Zα : |α| = 1}, our we have that q = N1 and if we write t1 =
(t11, . . . , t

q
1),

(10.8)
∂

∂tj1
θt(0)
∣∣∣
t=0

= Yj(0), 1 ≤ j ≤ q.

28We are using the fact that C∞
0 (BN1 (a))⊗̂C∞

0 (BN2 (a)) ∼= C∞
0 (BN1 (a) ×BN2 (a)), where ⊗̂

denotes the tensor product of these nuclear spaces. See [59] for more details.
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By possibly rearranging the coordinates of t1 and using (8.5), we may assume

(10.9) |det (Y1(0)| · · · |Yn0(0))| � 1.

Separating t1 = (t1,1, t1,2) where t1,1 = (t11, . . . , t
n0
1 ) and t1,2 = (tn0+1

1 , . . . , tq1),
(10.9) combined with (10.8) shows∣∣∣ det ∂

∂t1,1
θt(0)
∣∣
t=0

∣∣∣ � 1.

Applying a change of variables in the t1,1 variable (setting u = θt), taking a � 1
sufficiently small, and using (10.6), we have

Iα =

∫
|u|,|t1,2|<a

g(u)K(u, t1,2, t2) ζ
−N2 ∂αt2ς2(ζ

−1t2) du dt1,2 dt2,

where ‖K‖CL � 1.29 Integrating by parts, we have

Iα = (−1)L
∫
|u|,|t1,2|<a

g(u)
[
∂αt2K(u, t1,2, t2)

]
ζ−N2 ς2(ζ

−1t2) du dt1,2 dt2.

That |Iα| � ‖g‖L∞ now follows immediately. �

In the next two subsections, we present our main applications of Lemma 10.1.

10.1. Application I: Almost orthogonality

Fix open sets Ω0 � Ω′ � Ω′′ � Ω′′′ � Ω ⊆ Rn. For a set F ⊂ Rν define

diam F = sup
j,k∈F

|j − k|.

Suppose (γ1, e1, N1,Ω,Ω
′′′), . . . , (γL, eL, NL,Ω,Ω′′′) are L parameterizations, each

with ν-parameter dilations 0 �= el1, . . . e
l
NL

∈ [0,∞)ν . We separate our assumptions
in this section into two cases:

Case I. There exists a finite set F ⊂ Γ(TΩ)× ([0,∞)ν \ {0}) such that

(γ1, e1, N1), . . . , (γ
L, eL, NL)

are all finitely generated by F on Ω′.

Case II. There exists a finite set F ⊂ Γ(TΩ)× dν such that

(γ1, e1, N1), . . . , (γ
L, eL, NL)

are all linearly finitely generated by F on Ω′.

29See Theorem B.3.1 of [57] for a precise statement of this kind of change of variables.
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Fix a > 0 small (how small to be chosen later). For 1 ≤ l ≤ L, ς ∈ S (RNl),
η ∈ C∞

0 (BNl(a)), j ∈ [0,∞)ν , ψ1, ψ2 ∈ C∞
0 (Ω0), and κ ∈ C∞(BNl(a)×Ω′′), define

the operator

T lj [ς, η, ψ1, ψ2, κ]f(x)

:= ψ1(x)

∫
f(γltl(x))ψ2(γ

l
tl(x))κ(t

l, x)η(tl)ς(2
j)(tl) dtl.

(10.10)

Proposition 10.2. For each l ∈ {1, . . . , L}, let Bl1 ⊂ S (RNl), Bl2 ⊂ C∞
0 (BNl(a)),

Bl3 ⊂ C∞
0 (Ω0), and Bl4 ⊂ C∞(BNl(a) × Ω′′) be bounded sets. For j1, . . . , jL ∈

[0,∞)ν , ςl ∈ S{μ:jl,μ>0} ∩ Bl1, ηl ∈ Bl2, ψ1,l, ψ2,l ∈ Bl3, and κl ∈ Bl4, define

T ljl := T ljl [ςl, ηl, ψ1,l, ψ2,l, κl].

Then, there exists a > 0 (depending on the parameterizations) such that the fol-
lowing holds.

a) In Case I, there exists ε > 0 (depending on the parameterizations) such that∥∥T 1
j1 · · ·T

L
jL

∥∥
L2→L2 ≤ C 2−εdiam {j1,...,jL},

where C depends on the above parameterizations, and the sets Bl1, Bl2, Bl3, and Bl4.
b) In Case II, for every N , there exists CN (depending on the above parame-

terizations, and the sets Bl1, Bl2, Bl3, and Bl4) such that∥∥T 1
j1 · · ·T

L
jL

∥∥
L2→L2 ≤ CN 2−Ndiam {j1,...,jL}.

In this section, we prove of Proposition 10.2.

Definition 10.3. Given S ⊆ Γ(TΩ)× ([0,∞)ν \ {0}), define the following:

• For μ ∈ {1, . . . , ν}, let

πμ(S) := {(X, d) ∈ S : d is nonzero in only the μ component}.

• For K ≥ 0, let

σK(S) := {(X, d) ∈ S : |d|1 ≤ K}.

• For K ∈ N, let LK(S) be defined inductively as follows: L1(S) = S and
for j ≥ 1,

Lj+1(S)

:= Lj(S)
⋃[ ⋃

k+l=j+1
1≤k,l

{([X1, X2], d1 + d2) : (X1, d1) ∈ Lk(S), (X2, d2) ∈ Ll(S)}
]
.

Note, L(S) =
⋃
j∈N

Lj(S).
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Lemma 10.4. Suppose S1,S2 ⊂ Γ(TΩ) × dν are such that there exists a finite
set F ⊂ Γ(TΩ) × ([0,∞)ν \ {0}) with both L(S1) and L(S2) finitely generated by
F on Ω′. Then, there exists L ∈ N such that the following holds. Pick any two
subsets P1,P2 ⊆ {1, . . . , ν} with P1

⋃
P2 = {1, . . . , ν}. Then, the set

(10.11) LL
( ⋃
l∈{1,2}

⋃
μ∈Pl

σL(πμSl)
)

is equivalent to F on Ω′.

Proof. Because L(S1) and L(S2) are both equivalent to F on Ω′, taking δ =
(0, . . . , 0, δμ, 0, . . . , 0) ∈ [0, 1]ν in the definitions shows L(πμS1) and L(πμS2) are
equivalent to πμF on Ω′. In particular, πμF controls πμS1 and πμS2 on Ω′. For
l = 1, 2, Sl =

⋃
μ πμSl and so,

L
( ⋃
μ∈{1,...,ν}

πμF
)

controls L(S1) and L(S2) on Ω′, and therefore, L(
⋃
μ∈{1,...,ν} πμF) controls F

on Ω′.
Because L(πμS1) and L(πμS2) are both equivalent to πμF on Ω′, we have

L
( ⋃
l∈{1,2}

⋃
μ∈Pl

πμSl
)

controls
⋃
μ πμF on Ω′, and therefore controls L(

⋃
μ∈{1,...,ν} πμF) on Ω′, and there-

fore controls F on Ω′. Because F is finite, there exists L such that the set in (10.11)
controls F on Ω′. It follows that, with this choice of L, the set in (10.11) and F
are equivalent on Ω′. �

Lemma 10.5. Suppose S1,S2,F ⊂ Γ(TΩ) × dν are finite sets such that S1, S2,
and F are all equivalent on Ω′. Let P1,P2 ⊆ {1, . . . , ν} be such that P1

⋃
P2 =

{1, . . . , ν}. Then ⋃
l∈{1,2}

⋃
μ∈Pl

πμSl

is equivalent to F on Ω′.

Proof. It follows immediately from the definition of control, by taking

δ = (0, . . . , 0, δμ, 0, . . . , 0) ∈ [0, 1]ν ,

that πμS1, πμS2, and πμF are all equivalent on Ω′. Because F =
⋃
μ πμF (similarly

for S1 and S2) by assumption, the result follows. �

The heart of the proof of Proposition 10.2 lies in the next lemma. For it,
we need some notation from Section 7. For l = 1, . . . , L, we let tl ∈ RNl . For
1 ≤ μ ≤ ν, we let tlμ denote the vector consisting of those coordinates tlj of tl

such that elj,μ �= 0 (i.e., the μth component of elj is strictly positive). We let Nμ
l

denote the dimension of the tlμ variable, and let �Nl = N1
l + · · · + Nν

l . We write

�αl = (αl1, . . . , α
l
ν) ∈ NN

1
l × · · · × NN

ν
l = N

�Nl , and define ∂�αtl as in Section 7.
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Lemma 10.6. There exists a > 0 (depending on (γ1, e1, N1) and (γ2, e2, N2)) such
that the following holds. For l = 1, 2, let Bl1 ⊂ C∞

0 (BNl(a)), Bl2 ⊂ C∞
0 (Ω0), and

Bl3 ⊂ C∞(BNl(a) × Ω′′) be bounded sets. Fix M ∈ N. Let j1, j2 ∈ [0,∞)ν . For
l = 1, 2 suppose the following:

ςl =
∑

�αl∈N
�Nl

|αl
μ|=M when jμ

l
�=0

|αl
μ|=0 when jμ

l
=0

∂�αtlγl,�α,

where γl,�α ∈ Bl1. Let ψ1,l, ψ2,l ∈ Bl2, and κl ∈ Bl3. Define

T ljlf(x) = ψ1,l(x)

∫
f(γltl(x))κl(t

l, x)ψ2,l(γ
l
tl(x)) ς

(2jl )(tl) dtl.

Then,

a) In Case I, if M ≥ 1, there exists ε > 0 (depending on (γ1, e1, N1) and
(γ2, e2, N2)) such that ∥∥T 1

j1T
2
j2

∥∥
L2→L2 ≤ C 2−ε|j1−j2|,

where C depends on (γ1, e1, N1), (γ
2, e2, N2), B1

l , B2
l , and B3

l , l = 1, 2.

b) In Case II, for every N , there exists a choice of M and a constant CN
(depending on (γ1, e1, N1), (γ

2, e2, N2), B1
l , B2

l , and B3
l , l = 1, 2) such that∥∥T 1

j1T
2
j2

∥∥
L2→L2 ≤ CN 2−N |j1−j2|.

Proof. We prove the two cases simultaneously. If j1 = j2, the result is obvious, so
we assume |j1 − j2| > 0. Set j = j1 ∧ j2 ∈ [0,∞)ν (the coordinatewise minimum
of j1 and j2). Set Z = {2−j·dX : (X, d) ∈ F}. Because F satisfies D(Ω′), Z
satisfies the conditions of Theorem 8.1, uniformly for x0 ∈ Ω′.

Consider

T 1
j1T

2
j2f(x) = ψ1,1(x)

∫
f(γ22−j2 t2 ◦ γ

1
2−j1 t1(x))ψ2,2(γ

2
2−j2 t2 ◦ γ

1
2−j1 t1(x))

· κ(2−j1t1, 2−j2t2, x) ς1(t1)ς2(t2) dt1 dt2,

where κ ∈ C∞(BN1(a)×BN2(a)× Ω̃) and Ω′ � Ω̃ � Ω′′, provided a > 0 is chosen
small, and κ ranges over a bounded set as the various parameters in the problem
vary.

Take μ so that |jμ1 −j
μ
2 | = |j1−j2|∞ > 0. We assume jμ1 > jμ2 – the reverse case

is nearly identical, and we leave it to the reader. Separate t1 into two variables,
t1 = (t1μ, t

1
μ⊥), where t

1
μ denotes the vector consisting of those coordinates t1j of t

1 so

that e1j,μ �= 0, and t1μ⊥ denotes the vector consisting of the rest of the coordinates.

We write 2−j1t1μ and 2−j1t1μ⊥ for the corresponding coordinates of 2−j1t1. Let
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ζ = 2−(jμ1 −jμ2 )c, where c = min{e1j,μ : 1 ≤ j ≤ N1, e
1
j,μ �= 0} > 0. Note that if

t1μ = (t1μ,1, . . . , t
1
μ,lμ

), we have

2−j1t1μ = ζ 2−j(ξ1t1μ,1, . . . , ξlμt
1
μ,lμ),

where ξ1, . . . , ξlμ ∈ (0, 1] (here, ξ1, . . . , ξlμ depend on j1, j2). By our hypotheses,
γ12−jt1(x) and γ22−jt2 are controlled at the unit scale by Z on Ω′ (here, and ev-
erywhere else in this proof, all such conclusions are uniform in j1, j2). It follows
immediately from the definitions (see also Proposition 12.7 of [56]) that

γ1(2−j(ξ1t1μ,1,...,ξlμ t
1
μ,lμ

),2−j1 t1
μ⊥ )(x) and γ22−j2 t2(x)

are controlled at the unit scale by Z. Let s1 = (t1μ⊥ , t
2) and s2 = t1μ. Applying

Proposition 12.6 of [56], we have

γ̂s1,s2(x) := γ22−j2 t2 ◦ γ1(2−j(ξ1t1μ,1,...,ξlμ t
1
μ,lμ

),2−j1 t1
μ⊥ )(x)

is controlled at the unit scale by Z on Ω′. Set ς̃(s1, s2) := ς1(t
1)ς2(t

2). By our
hypotheses,

ς̃(s1, s2) =
∑

|α|=M
∂αs2 ς̃α(s1, s2),

where {ς̃α} ⊂ C∞
0 (BN1+N2(2a)) is a bounded set (where {ς̃α} denotes the set of

all ς̃α as the various parameters in the problem vary). Also, define

κ̃(s1, s2) := ψ2,2(γ̂s1,s2(x))κ((2
−j(ξ1t1μ,1, . . . , ξlμt

1
μ,lμ), 2

−j1t1μ⊥), 2
−j2t2, x),

so that {κ̃} ⊂ C∞(BN1(a)×BN2(a)× Ω̃) is a bounded set (again, {κ̃} denotes the
set of all such κ̃ as the various parameters vary). Using this notation we have

T 1
j1T

2
j2f(x) = ψ1,1(x)

∫
f(γ̂s1,ζs2(x)) κ̃(s1, ζs2, x) ς(s1, s2) ds1 ds2.

The goal is to apply Lemma 10.1 to this operator.
Define

Ŵ (s, x) =
∂

∂ε

∣∣∣
ε=1

γ̂εs ◦ γ̂−1
s (x),

and suppose the parameterizations (γ1, e1, N1) and (γ2, e2, N2) correspond to the
vector field parameterizations (W 1, e1, N1) and (W 2, e2, N2), respectively. Return-

ing to the t1, t2 coordinates and treating Ŵ as a function of (t1, t2) = ((t1μ, t
1
μ⊥), t

2),
we have

(10.12) Ŵ ((0, t1μ⊥), 0) =W 1(0, 2−j1t1μ⊥), Ŵ (0, t2) =W 2(2−j2t2).

We now separate the proof into the two cases. We begin with Case I, and we
wish to show that the hypotheses of Case I of Lemma 10.1 hold in this situation,
with the above choice of Z. At this point it is a matter of unravelling the definitions.
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We have already seen that Z controls γ̂ at the unit scale on Ω′, and it is clear
that when M ≥ 1,

∫
ς(s1, s2) ds2 = 0. Write W1(t

1) ∼
∑

|α|>0(t
1)αX1

α, and

W2(t
2) ∼
∑

|α|>0(t
2)αX2

α. For l ∈ {1, 2} let Sl := {(X l
α, deg(α)) : deg(α) ∈ dν}.

By our assumptions, both L(S1) and L(S2) are equivalent to F on Ω′. For l ∈ 1, 2,

let Pl := {μ′ ∈ {1, . . . , ν} : jμ
′

l = jμ′}; i.e., μ′ ∈ Pl if and only if jμ
′

l = jμ
′

1 ∧ jμ
′

2 .
Clearly P1

⋃
P2 = {1, . . . , ν} and μ �∈ P1. Lemma 10.4 shows that there exists L

such that the set in (10.11) is equivalent to F on Ω′. In particular, the set in (10.11)
controls F on Ω′. Notice that there exists K = K(L) such that for each

(X, d) ∈
⋃

l∈{1,2}

⋃
μ′∈Pl

σL(πμSl),

the following holds:

• d is nonzero in precisely one component: dμ′ �= 0 for only one μ′ ∈ {1, . . . , ν}.
• This μ′ satisfies μ′ ∈ P1 ∪ P2 = {1, . . . , ν}.
• If μ′ ∈ P1, X appears as a Taylor coefficient in W 1(0, t1μ⊥) corresponding

to some multi-index α with |α| ≤ K and deg(α) = d. Here we have used
μ �∈ P1, so that μ′ �= μ in this case.

• If μ′ ∈ P2, X appears as a Taylor coefficient in W 2(t2) corresponding to
some multi-index α with |α| ≤ K and deg(α) = d.

Combining this with (10.12), and using that d is nonzero in only one component,

shows that 2−j·dX appears as a Taylor coefficient in Ŵ (s1, s2) corresponding to
a multi-index of order ≤ K. Combining this with the fact that the set in (10.11)
controls F on Ω′ shows that the hypotheses of Lemma 10.4 hold in this case. It
follows that there exists ε, ε′, ε′′ > 0 with∥∥T 1

j1T
2
j2

∥∥
L2→L2 � ζε � 2−ε

′(jμ1 −jμ2 ) � 2−ε
′′|j1−j2|,

as desired.
We now turn to Case II, and we wish to show that the hypotheses of Case II of

Lemma 10.1 hold in this situation with the above choice of Z, and it again is just
a matter of unravelling the definitions. We have already seen that Z controls γ̂
at the unit scale on Ω′, and we have ς(s1, s2) =

∑
|α|=M ∂αs2ςα(s1, s2), where ςα ∈

C∞
0 (BN1(a) × BN2(a)) ranges over a bounded set as the various parameters in

the problem vary. Proceeding as in Case I, we write W1(t
1) and W2(t

2) as Taylor
series. For l = 1, 2, we set Sl := {(X l

α, deg(α)) : deg(α) ∈ dν and |α| = 1}. Our
hypotheses imply that S1, S2, and F are all equivalent. Define P1 and P2 as in

Case I; i.e., Pl := {μ′ ∈ {1, . . . , ν} : jμ
′

l = jμ′}. Note μ �∈ P1. By Lemma 10.5,

(10.13)
⋃

l∈{1,2}

⋃
μ′∈Pl

πμ′Sl

is equivalent to F on Ω′. Note that for (X, d) ∈
⋃
l∈{1,2}

⋃
μ′∈Pl

πμ′Sl, the following
holds:



706 B. Street

• d is nonzero in precisely one component: dμ′ �= 0 for only one μ′ ∈ {1, . . . , ν}.
• This μ′ satisfies μ′ ∈ P1 ∪ P2 = {1, . . . , ν}.
• If μ′ ∈ P1, X appears as a Taylor coefficient in W 1(0, t1μ⊥) corresponding to

some multi-index α with |α| = 1 and deg(α) = d ∈ dν . Here we have used
μ �∈ P1, so μ

′ �= μ in this case.

• If μ′ ∈ P2, X appears as a Taylor coefficient in W 2(t2) corresponding to
some multi-index α with |α| = 1 and deg(α) = d ∈ dν .

Combining this with (10.12), and using that d is nonzero in only one component,

shows that 2−j·dX appears as a Taylor coefficient in Ŵ (s1, s2) corresponding to a
multi-index of order 1. Using that the set in (10.13) controls F on Ω′ shows the
the hypotheses of Lemma 10.4 hold in this case. Thus we have, for some c, c′ > 0
(independent of any relevant parameters)∥∥T 1

j1T
2
j2

∥∥
L2→L2 � ζM/2 � 2−cM(jμ1 −jμ2 ) � 2−c

′M|j1−j2|.

The result follows. �

Proof of Proposition 10.2. The result for L = 1 is trivial. The result for L > 2
follows from the result for L = 2 and L = 1, so we prove only the result for L = 2.
Fix M ∈ N. In Case I, we take M = 1. In Case II, we take M = M(N) large to
be chosen later. For l ∈ {1, 2}, we apply Proposition 7.7 to write

ηl(t)ς
(2jl )
l (t) = ηl(t)

∑
k≤jl
k∈N

ν

ς
(2k)
l,k (t),

where t ∈ Nl and we are using the dilations el to define ς
(2jl )
l . Here, using the

notation of Proposition 7.7, we have

ςl,k =
∑
�α∈N

�Nl

|αμ|=M when kμ �=0
|αμ|=0 when kμ=0

∂�αt γk,�α,

where, for every L ∈ N,{
2L|jl−k|γk,�α : jl ∈ [0,∞)ν , ςl ∈ S{μ:jl,μ>0} ∩ Bl1, ηl ∈ Bl2, k ≤ jl, k ∈ Nν

|αμ| =M when kμ �= 0, |αμ| = 0 when kμ = 0
}

⊂ C∞
0 (BN (a))

(10.14)

is a bounded set.
Define T ljl,k, for k ∈ Nν with k ≤ jl, by

T ljl,kf(x) = ψ1,l(x)

∫
f(γltl(x))ψ2,l(γ

l
tl(x))κ(t

l, x) ηl(tl) ς
(2k)
l,k (tl) dtl.
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We have
T ljl =

∑
k∈N

ν

k≤jl

T ljl,k,

and it follows that

(10.15)
∥∥T 1

j1T
2
j2

∥∥
L2→L2 ≤

∑
k1,k2∈N

ν

k1≤j1,k2≤j2

∥∥T 1
j1,k1T

2
j2,k2

∥∥
L2→L2 .

In Case I, we apply Lemma 10.6 and use (10.14) (with L = 1) to see that (if
a > 0 is chosen small enough, depending only on the parameterizations), there
exists 0 < ε ≤ 1/2 such that∥∥T 1

j1,k1T
2
j2,k2

∥∥
L2→L2 � 2−|j1−k1|−|j2−k2|−ε|k1−k2| ≤ 2−(1/2)(|j1−k2|+|j2−k2|)−ε|j1−j2|.

Plugging this into (10.15), we have∥∥T 1
j1T

2
j2

∥∥
L2→L2 �

∑
k1,k2∈N

ν

k1≤j1,k2≤j2

2−(1/2)(|j1−k2|+|j2−k2|)−ε|j1−j2| � 2−ε|j1−j2|,

as desired.
In Case II, we takeM =M(N) large, apply Lemma 10.6, and use (10.14) (with

L = N + 1) to see that (if a > 0 is chosen small enough, depending only on the
parameterizations),∥∥T 1

j1,k1T
2
j2,k2

∥∥
L2→L2 � 2−(N+1)|j1−k1|−(N+1)|j2−k2|−N |k1−k2|

� 2−|j1−k1|−|j2−k2|−N |j1−j2|.

Plugging this into (10.15), we have∥∥T 1
j1T

2
j2

∥∥
L2→L2 �

∑
k1,k2∈N

ν

k1≤j1,k2≤j2

2−|j1−k1|−|j2−k2|−N |j1−j2| � 2−N |j1−j2|,

as desired. �

10.2. Application II: Different geometries

In this section we present another application of Lemma 10.1. Here the setting
is the same as in Section 5.1. Fix open sets Ω0 � Ω′ � Ω′′ � Ω′′′ � Ω ⊆ Rn.
Let ν̃, ν̂ ∈ N, and suppose S̃ ⊂ Γ(TΩ) × dν̃ , Ŝ ⊂ Γ(TΩ) × dν̂ are finite sets. Let
ν = ν̃ + ν̂ and define

S :=
{(
X̂, (d̂, 0ν̃)

)
: (X̂, d̂) ∈ Ŝ

}⋃{(
X̃, (0ν̂ , d̃)

)
: (X̃, d̃) ∈ S̃

}
⊂ Γ(TΩ)× dν .

We separate our assumptions into two cases:

Case I. L(S) is finitely generated by some F ⊂ Γ(TΩ)× ([0,∞)ν \ {0}) on Ω′.

Case II. L(S) is linearly finitely generated by some F ⊂ Γ(TΩ)× dν on Ω′.
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Let λ be a ν̃ × ν̂ matrix whose entries are all in [0,∞]. In both Case I and
Case II, we assume

L(Ŝ) λ-controls S̃ on Ω′.

We suppose we are given a parameterization (γ, e,N,Ω,Ω′′′) with ν-parameter
dilations such that

Case I. (γ, e,N) is finitely generated by F on Ω′.

Case II. (γ, e,N) is linearly finitely generated by F on Ω′.
Fix a > 0 small (how small to be chosen later). For ς ∈ S (RN ), η ∈

C∞
0 (BN (a)), j ∈ [0,∞)ν , ψ1, ψ2 ∈ C∞

0 (Ω0), and κ ∈ C∞(BN (a) × Ω′′), define
the operator

Tj[ς, η, ψ1, ψ2, κ]f(x) := ψ1(x)

∫
f(γt(x))ψ2(γt(x))κ(t, x) ς

(2j)(t) dt.

Proposition 10.7. Let B1 ⊂ S (RN ), B2 ⊂ C∞
0 (BN (a)), B3 ⊂ C∞

0 (Ω0), and
B4 ⊂ C∞(BN (a) × Ω′′) be bounded sets. For j = (ĵ, j̃) ∈ [0,∞)ν̂ × [0,∞)ν̃ =
[0,∞)ν , ς ∈ S{μ:jμ>0} ∩ B1, η ∈ B2, ψ1, ψ2 ∈ B3, and κ ∈ B4, define

Tj := Tj[ς, η, ψ1, ψ1, κ].

Then, there exists a > 0 (depending on (γ, e,N)) such that the following holds.

a) In Case I, there exists ε > 0 (depending on (γ, e,N)) such that

‖Tj‖L2→L2 ≤ C 2−ε|j̃∨λ(ĵ)−λ(ĵ)|,

where C depends on (γ, e,N), B1, B2, B3, and B4.

b) In Case II, for every L, there exists CL (depending on (γ, e,N) and the sets
B1, B2, B2, and B4) such that

‖Tj‖L2→L2 ≤ CL 2−L|j̃∨λ(ĵ)−λ(ĵ)|.

In the above, for vectors j, k we have written j ∨k to denote the coordinatewise
maximum.

The rest of this section is devoted to the proof of Proposition 10.7. The key
lies in the next lemma. We use some notation from Section 7. For t ∈ RN , and
for 1 ≤ μ ≤ ν, we let tμ denote the vector consisting of those coordinates tj of t
such that eμj �= 0. We let Nμ denote the dimension of the tμ variable and let

�N = N1 + · · · + Nν . We write �α = (α1, . . . , αν) ∈ NN1 × · · · × NNν = N
�N , and

define ∂�αt as in Section 7.

Lemma 10.8. There exists a > 0 (depending on (γ, e,N)) such that the following
holds. Let B1 ⊂ C∞

0 (BN (a)), B2 ⊂ C∞
0 (Ω0), and B3 ⊂ C∞(BN (a) × Ω′′) be

bounded sets. Fix M ∈ N and let j ∈ [0,∞)ν . Suppose

ς =
∑
�α∈N

N

|αμ|=M when jμ �=0
|αμ|=0 when jμ=0

∂�αt γ�α,
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where γ�α ∈ B1. Let ψ1, ψ2 ∈ B2, and κ ∈ B3. Define

Tjf(x) = ψ1(x)

∫
f(γt(x))κ(t, x)ψ2(γt(x)) ς

(2j)(t) dt.

Then,

a) In Case I, if M ≥ 1, there exists ε > 0 (depending on (γ, e,N)) such that

‖Tj‖L2→L2 ≤ C 2−ε|j̃∨λ(ĵ)−λ(ĵ)|,

where C depends on (γ, e,N), B1, B2, and B3.

b) In Case II, for every L, there exists a choice ofM =M(L) and a constant CL
(depending on (γ, e,N), B1, B2, and B3) such that

‖Tj‖L2→L2 ≤ CL 2−L|j̃∨λ(ĵ)−λ(ĵ)|.

Proof. We prove the two cases simultaneously. First notice that the assumption
that L(Ŝ) λ-controls S̃ on Ω′ can be rephrased in the following way. For 0 �= d̃ ∈
[0,∞)ν̃ , define hd̃,λ : [0, 1]ν̃ → [0, 1] by hd̃,λ(2

−ĵ) = 2−λ(ĵ)·d̃. Then we are assume

that for each (X̃, d̃) ∈ S̃, L(Ŝ) controls (X̃, hd̃,λ) on Ω′.30

If j̃μ ≤ λ(ĵ)μ for all μ ∈ {1, . . . , ν}, the result it obvious. Thus we assume for

some μ, j̃μ − λ(ĵ)μ > 0 and we pick μ so that j̃μ − λ(ĵ)μ = |j̃ ∨ λ(ĵ) − λ(ĵ)|∞.

Let l̃ = j̃ ∧ λ(ĵ) ∈ [0,∞)ν̃ (i.e., l̃ is the coordinatewise minimum of j̃ and λ(ĵ))
and set l = (ĵ, l̃) ∈ [0,∞)ν . Let Z = {2−l·dX : (X, d) ∈ F}. Because F satisfies
D(Ω′), Z satisfies the conditions of Theorem 8.1, uniformly for x0 ∈ Ω′. Note that
(ĵ, j̃)μ0+ν̂ = j̃μ0 for 1 ≤ μ0 ≤ ν̃.

We decompose t ∈ RN into two variables: t = (s1, s2). Here, s2 is the vector

consisting of those coordinates of t which, when we compute 2−jt = 2−(ĵ,j̃)t are

multiplied by a power of 2−j̃μ′ , where j̃μ′ > λ(ĵ)μ′ . Also, s1 is the vector consisting
of the rest of the coordinates. More precisely, s2 is the vector consisting of those
coordinates tk of t such that eμ0+ν̂

k �= 0, where μ0 is such that j̃μ0 > λ(ĵ)μ0 ; and s1
is the vector consisting of the rest of the coordinates – note that μ is such a μ0. We
decompose s2 into two variables: s2 = (s2,1, s2,2). Here, s2,2 is the vector consisting
of those coordinates of t which, when we compute 2−jt are multiplied by a power
of 2−j̃μ – note that every such coordinate is a coordinate of s2. Also, s2,1 is the
vector consisting of the rest of the coordinates of s2. More precisely, s2,2 consists

of those coordinates tk of t such that eμ+ν̂k �= 0; and s2,1 consists of the rest of the
coordinates of s2.

Set ζ = 2−c(j̃μ−λ(ĵ)μ), where c = min{eμ+ν̂l : 1 ≤ l ≤ N, eμ+ν̂l �= 0} > 0. Write

s2,1 = (s12,1, . . . , s
N1
2,1) and s2,2 = (s12,2, . . . , s

N2
2,2). The dilations 2

−jt induce dilations
in the (s1, s2) variables, which we again denote by 2−j(s1, s2). Using these choices,
we may write

2−j(s1, s2) = 2−l(s1, (ξ1,1s12,1, . . . , ξ1,N1s
N1
2,1), ζ(ξ2,1s

1
2,2, . . . , ξ2,N2s

N2
2,2)),

where ξ1,1, . . . , ξ1,N1 , ξ2,1, . . . , ξ2,N2 ∈ (0, 1] (here, ξk1,k2 depends on j̃, ĵ).

30Here we make the convention that ∞ · 0 = ∞ in the definition of λ(ĵ), but ∞ · 0 = 0 in the
definition of dot product λ(ĵ) · d̃.
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By our hypotheses, γ2−lt(x) is controlled at the unit scale by Z on Ω′ (here, and
everywhere else in the proof, all such conclusions are uniform in j̃ and ĵ; see Defi-
nition 8.9). It follows immediately from the definitions (see also Proposition 12.7
of [56]) that

γ̂s1,s2,1,s2,2(x) := γ
2−l(s1,(ξ1,1s12,1,...,ξ1,N1s

N1
2,1),(ξ2,1s

1
2,2,...,ξ2,N2s

N2
2,2))

(x)

is controlled at the unit scale by Z on Ω′. By our hypotheses, and using the
coordinates s1, s2,1, s2,2 and the fact that j̃μ > 0, we have

(10.16) ς(s1, s2,1, s2,2) =
∑

|α|=M
∂αs2,2 ςα(s1, s2,1, s2,2),

where {ςα} ⊂ C∞
0 (BN (a)) is a bounded set (and {ςα} denotes the set of all ςα as

the various parameters in the problem vary). Using the above choices, we have

Tjf(x) = ψ1(x)

∫
f(γ̂s1,s2,1,ζs2,2(x))ψ2(γ̂s1,s2,1,ζs2,2(x))

· κ(s1, s2,1, ζs2,2, x) ς(s1, s2,1, s2,2) ds1 ds2,1 ds2,2.
(10.17)

The goal is to apply Lemma 10.1 to this operator.
Let s = (s1, s2,1, s2,2) and define

Ŵ (s, x) =
∂

∂ε

∣∣∣
ε=1

γ̂εs ◦ γ̂−1
s (x).

and suppose the parameterization (γ, e,N) corresponds to the vector field param-
eterization (W, e,N). Note, we have

(10.18) Ŵ ((s1, 0, 0), x) =W (2−l(s1, 0, 0), x).

The ν-parameter dilations e1, . . . , eN assign to each multi-index α ∈ NN a
degree deg(α) ∈ [0,∞)ν by Definition 2.2. This induces the same for multi-indicies
when we consider (s1, s2)

α: i.e., if we write (s1, s2)
α, then deg(α) is defined to be

deg(β) where (s1, s2)
α corresponds to tβ under the change of coordinates.

We now separate the proof into the two cases, and we begin with Case I. We
wish to show that the hypotheses of Case I of Lemma 10.1 hold in this situation,
with the above choice of Z. We have already seen that Z controls γ̂ at the unit
scale on Ω′, and it is clear from (10.16) that

∫
ς ds2,2 = 0. Decompose W (s) as a

Taylor series in the s = (s1, s2) variable: W (s) ∼
∑

|α|>0 s
αXα. Let

S0 := {(Xα, deg(α)) : deg(α) ∈ dν}.

Our hypotheses show that L(S0) is equivalent to F on Ω′. Using that S0 =⋃
μ∈{1,...,ν} πμS0, Lemma 10.4 shows that there exists L ∈ N such that LL(σLS0)

is equivalent to F on Ω′. In particular, LL(σLS0) satisfies D(Ω′). Let

(10.19) P1 := {μ0 + ν̂ ∈ {1, . . . , ν} : 1 ≤ μ0 ≤ ν̃ and j̃μ0 > λ(ĵ)μ0},
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and let P2 = {1, . . . , ν} \ P1. Because LL(σL(S0)) is equivalent to F on Ω′ we
have that LL(σL(S0)) is equivalent to L(S) on Ω′. It follows (by taking δμ′ = 0
for μ′ ∈ P1 in the definitions) that

LL
(
σL
⋃

μ′∈P2

πμ′S0

)
and L

( ⋃
μ′∈P2

πμ′S
)

are equivalent on Ω′. Set S1 =
⋃
μ′∈P2

πμ′S0. Note that (X, d) ∈ S1 if and only if X
appears as a Taylor coefficient inW (s1, 0, 0) corresponding to a multi-index α with

deg(α) = d; and therefore by (10.18), 2−l·dX is a Taylor coefficient of Ŵ (s1, 0, 0).
Using the above, we have{

2−l·dX : (X, d) ∈ LL (σLS1)
}

controls {2−l·dX : (X, d) ∈ F and dμ′ = 0, ∀μ′ ∈ P1} at the unit scale on Ω′. In

particular, since for each (X̂, d̂)∈L(Ŝ), {2−l·dX : (X, d) ∈F and dμ′ = 0, ∀μ′ ∈ P1}
controls 2−ĵ·d̂X̂ at the unit scale on Ω′, we have that

{
2−l·dX : (X, d) ∈ LL (σLS1)

}
controls 2−ĵ·d̂X̂ at the unit scale on Ω′.

If 1 ≤ μ′ ≤ ν̃ is such that j̃μ′ ≤ λ(ĵ)μ′ , then μ′ + ν̂ ∈ P2. Thus, for such

a μ′, if (X̃, d̃) ∈ S̃ has d̃ nonzero in only the μ′ coordinate, since F controls

L(S) on Ω′, it follows that LL (σLS1) controls (X̃, (0ν̂ , d̃)) on Ω′, and therefore,{
2−l·dX : (X, d) ∈ LL (σLS1)

}
controls 2−j̃·d̃X̃ = 2−(j̃∧λ(ĵ))·d̃X̃ at the unit scale

on Ω′.
By the hypothesis that for each (X̃, d̃) ∈ S̃, (X̃, hd̃,λ) is controlled by L(Ŝ)

on Ω′, it follows that
{
2−l·dX : (X, d) ∈ LL (σLS1)

}
controls 2−λ(ĵ)·d̃X̃ at the unit

scale on Ω′. Hence, if d̃ is nonzero in only the μ′ coordinate for some μ′ with j̃μ′ >

λ(ĵ)μ′ , then
{
2−l·dX : (X, d) ∈ LL (σLS1)

}
controls 2−λ(j̃)·d̃X̃ = 2−(j̃∧λ(ĵ))·d̃X̃ at

the unit scale on Ω′.
Combining the above three paragraphs (and using that for each (X, d) ∈ S, d

is nonzero in only one component) shows that for all (X0, d0) ∈ S,{
2−l·dX : (X, d) ∈ LL (σLS1)

}
controls 2−l·d0X0 at the unit scale on Ω′. By taking commutators of this, we see
for every (X0, d0) ∈ L(S), there exists L′ = L′(X0, d0) such that{

2−l·dX : (X, d) ∈ LL′ (σLS1)
}

controls 2−l·d0X0 at the unit scale on Ω′. Since L(S) controls F on Ω′, we see that
for every (X0, d0) ∈ F , there exists L′′ = L′′(X0, d0) such that{

2−l·dX : (X, d) ∈ LL′′ (σLS1)
}

controls 2−l·d0X0 at the unit scale on Ω′. Set L′′′ = max{L′′(X0, d0) : (X0, d0) ∈
F}. We therefore have for all (X0, d0) ∈ F ,{

2−l·dX : (X, d) ∈ LL′′′ (σLS1)
}
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controls 2−l·d0X0 at the unit scale on Ω′. This is the same as saying that, for all
Z0 ∈ Z, {

2−l·dX : (X, d) ∈ LL′′′ (σLS1)
}

controls Z0 at the unit scale on Ω′.
Because for every (X, d) ∈ S1, X appears as a Taylor coefficient of W (s1, 0, 0)

corresponding to a multi-index α with deg(α) = d (and therefore by (10.18), 2−l·dX
appears as a Taylor coefficient of Ŵ (s1, 0, 0)), this shows that the hypotheses of
Case I of Lemma 10.1 hold when applied to the operator (10.17). It follows that
there exists ε, ε′, ε′′ > 0 with

‖Tj‖L2→L2 � ζε � 2−ε
′(j̃μ−λ(ĵ)μ) = 2−ε

′|j̃∨λ(ĵ)−λ(ĵ)|∞ � 2−ε
′′|j̃∨λ(ĵ)−λ(ĵ)|,

as desired, completing the proof in Case I.
We now turn to Case II. We wish to shows that the hypotheses of Case II

of Lemma 10.1 hold when applied to the operator (10.17), with the above choice
of Z. We have already seen that Z controls γ̂ at the unit scale on Ω′, and it is
clear from (10.16) that

ς(s1, s2,1, s2,2) =
∑

|α|=M
∂αs2,2 ςα(s1, s2,1, s2,2),

where ςα ∈ C∞
0 (BN (a)) ranges over a bounded set as the various parameters

of the problem vary. As before, decompose W (s) into a Taylor series W (s) ∼∑
|α|>0 s

αXα, and now let

S0 := {(Xα, deg(α)) : deg(α) ∈ dν and |α| = 1}.

Our hypotheses show that S0 and F are equivalent on Ω′. Define P1 as in (10.19)
and let P2 = {1, . . . , ν}\P1 as before. Set S1 =

⋃
μ′∈P2

πμ′S0. Note, (X, d) ∈ S1 if
and only ifX appears as a Taylor coefficient ofW (s1, 0, 0) corresponding to a multi-
index α with |α| = 1 and deg(α) = d ∈ dν . Using (10.18), we see that if (X, d) ∈ S1,

then 2−l·dX appears as a Taylor coefficient of Ŵ (s1, 0, 0) corresponding to a multi-
index α with |α| = 1.

Recall, by the hypothesis that (γ, e,N) is linearly finitely generated by F , we
have F ⊂ Γ(TΩ) × dν . Let (X0, d0) ∈ F . We know that d0 ∈ dν , i.e. d0 is
nonzero in precisely one component. Suppose μ′ ∈ P2, and d0,μ′ �= 0. Using the
fact that S0 controls F on Ω′, we have S1 controls (X0, d0) on Ω′, and therefore
{2−l·dX : (X, d) ∈ S1} controls 2−l·d0X0 at the unit scale on Ω′.

Because S0 is equivalent to F on Ω′ and F controls S on Ω′, we have for

each (X̂, d̂) ∈ Ŝ, 2−ĵ·d̂X̂ is controlled by {2−l·dX : (X, d) ∈ S0} at the unit

scale on Ω′. Because {1, . . . , ν̂} ⊆ P2, it follows that 2−ĵ·d̂X̂ is controlled by
{2−l·dX : (X, d) ∈ S1} at the unit scale on Ω′. Since S0 is equivalent to F on Ω′,
S0 satisfies D(Ω′). By taking δ so that δμ′ = 0 for all μ′ ∈ P1 in the definition

of D(Ω′), it follows that S1 satisfies D(Ω′). Hence, for each (X̂, d̂) ∈ L(Ŝ), we
have 2−ĵ·d̂X̂ is controlled by {2−l·dX : (X, d) ∈ S1} at the unit scale on Ω′. Let
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(X̃, d̃) ∈ S̃, and suppose d̃μ′ �= 0 with μ′ + ν̂ ∈ P1 (because S̃ ⊂ Γ(TΩ) × dν̃ , d̃

is nonzero in precisely one component). By hypothesis, L(Ŝ) controls (X̃, hd̃,λ)

on Ω′; therefore, 2−λ(ĵ)·d̃X̃ = 2−(j̃∧λ(ĵ))·d̃X̃ is controlled by {2−l·dX : (X, d) ∈ S1}
at the unit scale on Ω′.

Let (X0, d0) ∈ F with d0 nonzero in only the μ′ component, where μ′ ∈ P1.
Because L(S) controls F on Ω′, (X0, d0) is controlled by L(πμ′S). For each

(X1, d1) ∈ πμ′S, 2−l·d1X1 = 2−λ(ĵ)·d̃X̃ for some X̃ ∈ S̃. Thus, applying the
conclusion of the previous paragraph and using that S1 satisfies D(Ω′), we have
2−l·d0X0 is controlled by {2−l·dX : (X, d) ∈ S1} at the unit scale on Ω′.

Combining the above, we see that for any (X0, d0) ∈ F , 2−l·d0X0 is controlled
by {2−l·dX : (X, d) ∈ S1} at the unit scale on Ω′. This is the same as saying
for all Z0 ∈ Z, Z is controlled by {2−l·dX : (X, d) ∈ S1} at the unit scale on Ω′.
Since for each (X, d) ∈ S1, 2

−l·dX appears as a Taylor coefficient of Ŵ (s1, 0, 0)
corresponding to a multi-index α with |α| = 1, this shows that the hypotheses of
Case II of Lemma 10.1 hold when applied to the operator (10.17). Thus, we have
for some c, c′ > 0 (independent of any relevant parameters),

‖Tj‖L2→L2 � ζM/2 � 2−cM(j̃μ−λ(ĵ)μ) � 2−c
′M|j̃∨λ(ĵ)−λ(ĵ)|.

The result follows. �

Proof of Proposition 10.7. Fix M ∈ N. In Case I, we take M = 1. In Case II, we
take M =M(L) large to be chosen later. We apply Proposition 7.7 to write

η(t)ς(2
j)(t) = η(t)

∑
k∈Nν, k≤j

ς
(2k)
k (t).

Here, using the notation of Proposition 7.7, we have

ςk =
∑
�α∈N

�N

|αμ|=M when kμ �=0
|αμ|=0 when kμ=0

∂�αt γk,�α,

where for every M ′ ∈ N,{
2M

′|j−k|γk,�α : j ∈ [0,∞)ν , ς ∈ S{μ:jμ>0} ∩ B1, η ∈ B2, k ≤ j, k ∈ Nν ,

|αμ| =M when kμ �= 0, |αμ| = 0 when kμ = 0
}

⊂ C∞
0 (BN (a))

(10.20)

is a bounded set.
Define Tj,k for k ∈ Nν with k ≤ j by

Tj,kf(x) = ψ1(x)

∫
f(γt(x))ψ2(γt(x))κ(t, x) η(t) ς

(2k)
k (t) dt.

We have
Tj =

∑
k∈Nν, k≤j

Tj,k,
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and it follows that

(10.21) ‖Tj‖L2→L2 ≤
∑

k∈Nν, k≤j
‖Tj,k‖L2→L2 .

In Case I, we apply Lemma 10.8 and use (10.20) to see that (if a > 0 is chosen
small enough, depending only on the parameterization), there exists 0 < ε ≤ 1
such that for any M ′,

‖Tj,k‖L2→L2 ≤ 2−M
′|j−k|−ε|k̃∨λ(k̂)−λ(k̂)|.

Taking M ′ =M ′(λ) sufficiently large, we have,

‖Tj,k‖L2→L2 ≤ 2−|j−k|−ε|j̃∨λ(ĵ)−λ(ĵ)|.

Plugging this into (10.21), we have

‖Tj‖L2→L2 �
∑

k∈Nν, k≤j
2−|j−k|−ε|j̃∨λ(ĵ)−λ(ĵ)| � 2−ε|j̃∨λ(ĵ)−λ(ĵ)|,

as desired.
In Case II, we takeM =M(L) large, apply Lemma 10.8, and use (10.20) to see

that (if a > 0 is chosen small enough, depending only on the parameterization),
we have for any M ′ ∈ N,

‖Tj,k‖L2→L2 � 2−M
′|j−k|−L|k̃∨λ(k̂)−λ(k̂)|.

Taking M ′ =M ′(λ, L) sufficiently large, we have

‖Tj,k‖L2→L2 � 2−|j−k|−L|j̃∨λ(ĵ)−λ(ĵ)|.

Plugging this into (10.21), we have

‖Tj‖L2→L2 �
∑

k∈Nν, k≤j
2−|j−k|−L|j̃∨λ(ĵ)−λ(ĵ)| � 2−L|j̃∨λ(ĵ)−λ(ĵ)|,

as desired. �

11. Proofs: The maximal function

A key tool in the proofs that follow is the maximal function corresponding to a
finitely generated parameterization. This was studied in [52] and we present those
results here. Fix open sets Ω0 � Ω′ � Ω′′′ � Ω ⊆ Rn. Let (γ, e,N,Ω,Ω′′′) be a
parameterization, with ν-parameter dilations 0 �= e1, . . . , eN ∈ [0,∞)ν . For a > 0
a small number, and ψ1, ψ2 ∈ C∞

0 (Ω0) with ψ1, ψ2 ≥ 0, define

M(γ,e,N),ψ1,ψ2
f(x) = sup

δ∈[0,1]ν
ψ1(x)

∫
|t|<a

|f(γδt(x))|ψ2(γδt(x)) dt.
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Theorem 11.1. If (γ, e,N) is finitely generated on Ω′, there exists a > 0 (de-
pending on the parameterization (γ, e,N)) such that for 1 < p ≤ ∞,∥∥M(γ,e,N),ψ1,ψ2

f
∥∥
Lp � ‖f‖Lp ,

where the implicit constant depends on p, the parameterization, and the choice
of ψ1 and ψ2.

Proof. This follows from Theorem 5.4 of [52]. �

The maximal function often arises via the following proposition.

Proposition 11.2. Let a > 0 be as in the definition of the maximal function. Let
B1 ⊂ S (RN ), B2 ⊂ C∞

0 (BN (a)), B3 ⊂ C∞
0 (Bn(Ω0)), and B4 ⊂ C∞(BN (a)×Ω′′)

be bounded sets. For each ς ∈ B1, η ∈ B2, ψ1, ψ2 ∈ B3, κ ∈ B4, and j ∈ [0,∞)ν

define

Tj [ς, η, ψ1, ψ2, κ]f(x) := ψ1(x)

∫
f(γt(x))ψ2(γt(x))κ(t, x) η(t) ς

(2j )(t) dt.

Then, there exists C = C(B1,B2,B3,B4, e,N) and ψ′
1, ψ

′
2 ∈ C∞

0 (Ω0) (ψ′
1, ψ

′
2 de-

pending only on B3) such that

|Tj[ς, η, ψ1, ψ2, κ]f(x)| ≤ CM(γ,e,N),ψ′
1,ψ

′
2
|f |(x).

Proof. Because B3 ⊂ C∞
0 (Bn(Ω0)) is bounded, if we define

K :=
⋃
ψ∈B3

supp (ψ),

then K � Ω0. Let ψ
′
1, ψ

′
2 ∈ C∞

0 (Ω0) be such that ψ′
1, ψ

′
2 ≥ 0, and ψ′

1, ψ
′
2 ≡ 1 on K.

For ς ∈ B1, η ∈ B2, and j ∈ [0,∞)ν , we apply Lemma 7.6 to write

η(t) ς(2
j)(t) =

∑
k∈Nν, k≤j

η(t) ς
(2k)
k (t),

where

(11.1)
{
2|j−k|ςk : j ∈ [0,∞)ν , k ∈ Nν , ς ∈ B1, η ∈ B2

}
⊂ C∞

0 (BN (a))

is bounded.
For k ∈ Nν , k ≤ j, define Tj,k = Tj,k[ς, η, ψ1, ψ2, κ] by

Tj,kf(x) = ψ1(x)

∫
f(γt(x))ψ2(γt(x))κ(t, x) ς

(2k)
k (t) dt

so that

(11.2) Tj [ς, η, ψ1, ψ2, κ] =
∑

k∈Nν, k≤j
Tj,k.
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We have

|Tj,kf(x)| ≤ |ψ1(x)|
∫ ∣∣f(γ2−kt(x))ψ2(γ2−kt(x))κ(2

−kt, x) ςk(t)
∣∣ dt

� ψ′
1(x)

∫
|t|<a

|f(γ2−kt(x))| ψ′
2(γ2−kt(x)) |ςk(t)| dt

� 2−|j−k| M(γ,e,N),ψ′
1,ψ

′
2
|f |(x),

where in the last line we used (11.1). Plugging this into (11.2), we have

|Tj[ς, η, ψ1, ψ2, κ]f(x)| �
∑
k≤j
k∈N

ν

2−|j−k|M(γ,e,N),ψ′
1,ψ

′
2
|f |(x) � M(γ,e,N),ψ′

1,ψ
′
2
|f |(x),

as desired, completing the proof. �

12. Proofs: A single parameter Littlewood–Paley theory

Fix open sets Ω0 � Ω′ � Ω′′′ � Ω. Suppose F ⊂ Γ(TΩ) × (0,∞) is a finite set
satisfying D(Ω′). Enumerate F :

F = {(X1, d1), . . . , (Xq, dq)}.
Define on Rq, for δ ∈ [0,∞), single parameter dilations by

δ(t1, . . . , tq) = (δd1t1, . . . , δ
d1tq).

We denote these single parameter dilations by d. Define

γt(x) := et1X1+···+tqXqx,

so that (γ, d, q,Ω,Ω′′′) is a parameterization.

Proposition 12.1. There exists a > 0, depending on (γ, d, q), such that the follow-
ing holds. Let D = (1, (γ, d, q,Ω,Ω′′′), a, η, {ςj}j∈N, ψ) be Sobolev data on Ω′, and
let {εj}j∈N be a sequence of i.i.d. random variables of mean 0 taking values ±1.
For j ∈ N let Dj = Dj(D) be given by (5.1). Then, for 1 < p <∞,

‖f‖Lp ≈
∥∥∥(∑

j∈N

|Djf |2
)1/2∥∥∥

Lp
≈
(
E

∥∥∥∑
j∈N

εjDjf
∥∥∥p
Lp

)1/p
, f ∈ C∞

0 (Ω0).

Here, the implicit constants depend on p ∈ (1,∞) and D, and E denotes the
expectation with respect to the (suppressed) variable with respect to which εj is a
random variable.

Proof. This is exactly the statement of Corollary 2.15.54 of [57], and we refer the
reader there for the full details. We make a few comments on the proof here. The
estimate ∥∥∥(∑

j∈N

|Djf |2
)1/2∥∥∥

Lp
≈
(
E

∥∥∥∑
j∈N

εjDjf
∥∥∥p
Lp

)1/p
is an immediate consequence of the Khintchine inequality.
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In the case that X1, . . . , Xq span the tangent space at every point, to prove(
E

∥∥∥∑
j∈N

εjDjf
∥∥∥p
Lp

)1/p
� ‖f‖Lp ,

one shows the (a priori stronger) estimate

sup
εj∈{±1}

∥∥∥∑
j∈N

εjDjf
∥∥∥
Lp

� ‖f‖Lp

by showing that
∑

j∈N
εjDj is a Calderón–Zygmund operator, uniformly in the

choice of sequence εj , so that the estimate follows from classical theorems. When
X1, . . . , Xq do not span the tangent space one wishes to use the Frobenius theorem
to foliate the ambient space into leaves; and apply the above idea to each leaf. This
can be achieved using Theorem 8.1.

Finally, the estimate

‖f‖Lp �
∥∥∥(∑

j∈N

|Djf |2
)1/2∥∥∥

Lp

follows from the above and a Calderón reproducing type formula (which can be
proved using the above estimates and an almost orthogonality argument). We refer
the reader to [57] for all the details. �

13. Proofs: Non-isotropic Sobolev spaces

In this section, we prove the results from Section 5. For this, we use vector val-
ued Lp spaces. For 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞, we define the space Lp (�q(Nν)) to
be the Banach space consisting of sequences of measurable functions {fj(x)}j∈Nν ,
fj : R

n → C, with the norm:

‖{fj}j∈Nν‖Lp(�q(Nν)) :=

⎧⎨⎩
∥∥(∑

j∈Nν |fj(x)|q
)1/q∥∥

Lp , if q ∈ [1,∞),∥∥supj∈Nν |fj(x)|
∥∥
Lp , if q = ∞.

In the proofs that follow, we use the following convention. If Tj , j ∈ Nν is a
sequence of operators, then, for j ∈ Zν \ Nν we define Tj = 0. Let Ω0 � Ω′ �
Ω′′′ � Ω ⊆ Rn be open sets. We need the next result concerning vector valued
operators.

Proposition 13.1. Suppose (γ1, e1, N1,Ω,Ω
′′′), . . . , (γK , eK , NK ,Ω,Ω′′′) be K pa-

rameterizations, each with ν-parameter dilations 0 �= el1, . . . , e
l
Nl

∈ [0,∞)ν . We
separate our assumptions into two cases:

Case I. There exists a finite set F ⊂ Γ(TΩ)× ([0,∞)ν \ {0}) such that

(γ1, e1, N1), . . . , (γ
K , eK , NK)

are all finitely generated by F on Ω′.
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Case II. There exists a finite set F ⊂ Γ(TΩ)× dν such that

(γ1, e1, N1), . . . , (γ
K , eK , NK)

are all linearly finitely generated by F on Ω′.

Then, there exists a > 0 (depending on the parameterizations) such that the
following holds. For each l ∈ {1, . . . ,K}, let Bl1 ⊂ S (RNl), Bl2 ⊂ C∞

0 (BNl(a)),
Bl3 ⊂ C∞

0 (Ω0), and Bl4 ⊂ C∞(BNl(a)×Ω′′) be bounded sets. For each j1, . . . , jK ∈
[0,∞)ν , let ςl,jl ∈ S{μ:jl,μ>0} ∩ Bl1, ηl,jl ∈ Bl2, ψ1,l,jl , ψ2,l,jl ∈ Bl3, and κl,jl ∈ Bl4.
Define an operator T ljl by

T ljlf(x) := ψ1,l,jl(x)

∫
f(γltl(x))ψ2,l,jl (γ

l
tl(x))κl,jl (t

l, x) ηl,jl(t
l) ς

(2jl )
l,jl

(tl) dtl.

For k2, . . . , kK ∈ Zν define a vector valued operator by

Tk2,...,kK{fj}j∈Nν :=
{
T 1
j T

2
j+k2T

3
j+k3 · · ·T

K
j+kKfj

}
j∈Nν ,

where for jl ∈ Zν \Nν , T ljl = 0, by convention. Then, for 1 < p <∞, we have the
following.

a) In Case I, there exists εp > 0 (depending on p and the parameterizations)
such that

(13.1) ‖Tk2,...,kK‖Lp(�2(Nν))→Lp(�2(Nν)) ≤ Cp 2
−εp(|k2|+···+|kK |),

where Cp depends on p, the above parameterizations, and the sets Bl1, Bl2,
Bl3, and Bl4.

b) In Case II, for every L, there exists Cp,L (depending on p, L, the above
parameterizations, and the sets Bl1, Bl2, Bl3, and Bl4) such that

(13.2) ‖Tk2,...,kK‖Lp(�2(Nν))→Lp(�2(Nν)) ≤ Cp,L 2−L(|k2|+···+|kK |).

The above results hold even when K = 1. When K = 1 one takes, by convention,
|k2|+ · · ·+ |kK | = 0.

Proof. Applying Proposition 10.2, and using that |k2|+ · · ·+ |kK | � diam {j, j +
k2, . . . , j + kK}, we have:

• In Case I, there exists ε2 > 0 such that

(13.3)
∥∥T 1

j T
2
j+k2T

3
j+k3 · · ·T

K
j+kK

∥∥
L2→L2 � 2−ε2(|k2|+···+|kK |).

• In Case II, for every L, there exists a constant CL such that

(13.4)
∥∥T 1

j T
2
j+k2T

3
j+k3 · · ·T

K
j+kK

∥∥
L2→L2 ≤ CL2

−L(|k2|+···+|kK |).



Sobolev spaces for singular and fractional Radon transforms 719

In Case II, fix L ∈ N. Applying (13.3) (in Case I) and (13.4) (in Case II) and
interchanging the norms, we have

(13.5) ‖Tk2,...,kK‖L2(�2(Nν))→L2(�2(Nν)) �
{
2−ε2(|k2|+···+|kK |) in Case I,

2−L(|k2|+···+|kK |) in Case II.

We also have the trivial inequality
∥∥T 1

j T
2
j+k2

T 3
j+k3

· · ·TKj+kK
∥∥
L1→L1 � 1, from

which it follows that

(13.6) ‖Tk2,...,kK‖L1(�1(Nν))→L1(�1(Nν)) � 1.

Interpolating (13.5) and (13.6) we see for 1 < p ≤ 2,

(13.7) ‖Tk2,...,kK‖Lp(�p(Nν))→Lp(�p(Nν)) �
{
2−(2− 2

p )ε2(|k2|+···+|kK |) in Case I,

2−(2− 2
p )L(|k2|+···+|kK |) in Case II.

We claim, for 1 < p <∞,

(13.8) ‖Tk2,...,kK‖Lp(�∞(Nν))→Lp(�∞(Nν)) � 1,

with implicit constant depending on p. Applying Proposition 11.2 to find ψ′
1,l, ψ

′
2,l ∈

C∞
0 (Ω0), 1 ≤ l ≤ K (depending only on Bl3) such that∣∣T ljlf(x)∣∣ � M(γl,el,Nl),ψ′

1,l,ψ
′
2,l
|f |(x).

Hence, we have for 1 < p <∞,

‖Tk2,...,kK{fj}j∈Nν‖Lp(�∞(Nν)) =
∥∥ sup

j

∣∣T 1
j T

2
j+k2 · · ·T

K
j+kKfj

∣∣ ∥∥
Lp

�
∥∥M(γ1,e1,N1),ψ′

1,1,ψ
′
2,1

· · ·M(γK,eK ,NK),ψ′
1,K ,ψ

′
2,K

sup
j

|fj |
∥∥
Lp

�
∥∥ sup

j
|fj |
∥∥
Lp = ‖{fj}j∈Nν‖Lp(�∞(Nν)) ,

where in the last inequality we have applied Theorem 11.1. (13.8) follows.
Interpolating (13.7) and (13.8) shows for 1 < p ≤ 2,

‖Tk2,...,kK‖Lp(�2(Nν))→Lp(�2(Nν)) �
{
2−(p−1)ε2(|k2|+···+|kK |) in Case I,

2−(p−1)L(|k2|+···+|kK |) in Case II.

Because L ∈ N was arbitrary, this completes the proof for 1 < p ≤ 2.
Fix 2 ≤ p < ∞. For this choice of p, we wish to prove (13.1) in Case I,

and (13.2) in Case II. Let 1/p+ 1/q = 1. The dual of Lp
(
�2(Nν)

)
is Lq
(
�2(Nν)

)
.

Let T ∗
k2,...,kK

denote the adjoint of Tk2,...,kK , and define

Rk2,...,kK{fj}j∈Nν :=
{ (
TKj
)∗ (

TK−1
j+k2

)∗ · · · (T 1
j+kK

)∗
fj
}
j∈Nν .
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Proposition 9.3 combined with Proposition 9.1 shows that Rk2,...,kK is of the same
form as Tk2,...,kK and by applying the result for q (which we have already proved
since 1 < q ≤ 2), we have in Case I there exists εp > 0, and in Case II for all
L ∈ N,

(13.9) ‖Rk2,...,kK‖Lq(�2(Nν))→Lq(�2(Nν)) �
{
2−εp(|k2|+···+|kK |) in Case I,

2−L(|k2|+···+|kK |) in Case II.

Consider (using the convention that fj = 0 for j ∈ Zν \ Nν)∥∥T ∗
k2,...,kK{fj}j∈Nν

∥∥
Lq(�2(Nν))

=
∥∥{(TKj+kK )∗ (TK−1

j+kK−1
)∗ · · · (T 2

j+k2)
∗(T 1

j )
∗ fj
}
j∈Nν

∥∥
Lq(�2(Nν)

=
∥∥{(TKj )∗ (TK−1

j+kK−1−kK )∗ · · · (T 2
j+k2−kK )∗ (T 1

j−kK )∗ fj−kK
}
j∈Nν

∥∥
Lq(�2(Nν)

=
∥∥RkK−1−kK ,kK−2−kK ,...,k2−kK ,−kK{fj−kK}j∈Nν

∥∥
Lq(�2(Nν))

�
{
2−εp(|kK−1−kK |+···+|k2−kK |+|kK |) ‖{fj}j∈Nν‖Lq(�2(Nν)) in Case I,

2−L(|kK−1−kK |+···+|k2−kK |+|kK |) ‖{fj}j∈Nν‖Lq(�2(Nν)) in Case II.

�
{
2−εp/2(|k2|+···+|kK |) ‖{fj}j∈Nν‖Lq(�2(Nν)) in Case I,

2−L/2(|k2|+···+|kK |) ‖{fj}j∈Nν‖Lq(�2(Nν)) in Case II.

Hence,

∥∥T ∗
k2,...,kK

∥∥
Lq(�2(Nν))→Lq(�2(Nν))

�
{
2−εp/2(|k2|+···+|kK |) in Case I,

2−L/2(|k2|+···+|kK |) in Case II.

Therefore,

‖Tk2,...,kK‖Lp(�2(Nν))→Lp(�2(Nν)) �
{
2−εp/2(|k2|+···+|kK |) in Case I,

2−L/2(|k2|+···+|kK |) in Case II,

as desired, completing the proof. �

Lemma 13.2. Let D = (ν, (γ, e,N,Ω,Ω′′′), a, η, {ςj}j∈Nν , ψ) be Sobolev data on Ω′.
Define Dj = Dj(D) by (5.1). We separate our assumptions into two cases:

Case I. D is finitely generated on Ω′.

Case II. D is linearly finitely generated on Ω′.

Then, if a > 0 is sufficiently small (depending on (γ, e,N)), we have for 1 < p <∞,

a) In Case I, there exists ε = ε(p, (γ, e,N)) > 0 and A = A(D, p) such that for
all δ ∈ Rν , δ0 ∈ R with |δ|, δ0 < ε, we have for f ∈ C∞

0 (Ω0),

(13.10)
∑
k∈Zν

∥∥∥( ∑
j∈Nν

∣∣∣2j·δ+δ0|k|DjDj+kf
∣∣∣2 )1/2∥∥∥

Lp
≤ A ‖f‖NLp

δ(D) .
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b) In Case II, for every δ ∈ Rν , δ0 ∈ R, there exists A = A(D, p, δ, δ0) such that
for f ∈ C∞

0 (Ω0),

(13.11)
∑
k∈Zν

∥∥∥( ∑
j∈Nν

∣∣2j·δ+δ0|k|DjDj+kf
∣∣2)1/2∥∥∥

Lp
≤ A ‖f‖NLp

δ (D) .

Proof. First we prove the result in Case I, then we indicate the modifications
necessary to prove the result in Case II. Let p ∈ (1,∞). We define two families
vector valued operators: for k1, k2 ∈ Zν define

R1
k1,k2{fj}j∈Nν := {DjDj+k1Dj+k2fj}j∈Nν , R2

k1{fj}j∈Nν := {DjDj+k1fj}j∈Nν .

Case I of Proposition 13.1 shows that there exists εp > 0 with∥∥R1
k1,k2

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−εp(|k1|+|k2|),∥∥R2
k1

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−εp|k1|.
(13.12)

Here we have replaced Ω0 in Proposition 13.1 with a larger open set Ω′
0 � Ω′ so

that supp (ψ) � Ω′
0.

We prove (13.10) for δ ∈ Rν , δ0 ∈ R with |δ| ≤ εp/8 and δ0 ≤ εp/4; and the
result will follow. In fact, we prove the result for δ0 = εp/4 and |δ| ≤ εp/8, as
then the result follows for all smaller δ0 as well. Thus, for the rest of the proof of
Case I, take δ0 = εp/4 and |δ| ≤ εp/8.

Fix M ∈ N to be chosen later.31 Consider, for f ∈ C∞
0 (Ω0), using that ψf = f

and
∑
j Dj = ψ2,∑
k∈Zν

∥∥∥( ∑
j∈Nν

∣∣∣2j·δ+(εp/4)|k|DjDj+kf
∣∣∣2 )1/2∥∥∥

Lp

=
∑
k∈Zν

∥∥∥( ∑
j∈Nν

∣∣∣2j·δ+(εp/4)|k|DjDj+kψ
4f
∣∣∣2 )1/2∥∥∥

Lp

=
∑
k1∈Zν

∥∥∥( ∑
j∈Nν

∣∣∣∣∣∣
∑

k2,k3∈Zν

2j·δ+(εp/4)|k1|DjDj+k1Dj+k2Dj+k3f

∣∣∣∣∣∣
2 )1/2∥∥∥

Lp

≤
∑

k1,k2,k3∈Zν

∥∥∥( ∑
j∈Nν

∣∣∣2j·δ+(εp/4)|k1|DjDj+k1Dj+k2Dj+k3f
∣∣∣2 )1/2∥∥∥

Lp

=
∑

k1,k2,k3∈Z
ν

|k3|≤M

+
∑

k1,k2,k3∈Z
ν

|k3|>M
|k2|≥|k3|/2

+
∑

k1,k2,k3∈Z
ν

|k3|>M
|k3|>2|k2|

=: (I) + (II) + (III).

Set

T 1
k1,k2,k3 := 2−k3·δ+(εp/4)|k1|R1

k1,k2 , T 2
k1,k2,k3 := 2−k2·δ+(εp/4)|k1|−(εp/4)|k3−k2|R2

k1 .

31In the following inequalities A � B means A ≤ CB where C is allowed to depend on p and
D, but not on M or the function f under consideration.
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We begin with (I). Using (13.12), we have∥∥T 1
k1,k2,k3

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

= 2−k3·δ+(εp/4)|k1| ∥∥R1
k1,k2

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−k3·δ+(εp/4)|k1|−εp(|k1|+|k2|) ≤ 2|k3||δ|−(3/4)εp(|k1|+|k2|).

Thus,

(I) =
∑

k1,k2,k3∈Z
ν

|k3|≤M

∥∥∥( ∑
j∈Nν

∣∣∣2j·δ+(εp/4)|k1|DjDj+k1Dj+k2Dj+k3f
∣∣∣2 )1/2∥∥∥

Lp

=
∑

k1,k2,k3∈Z
ν

|k3|≤M

∥∥∥∥T 1
k1,k2,k3

{
2(j+k3)·δDj+k3f

}
j∈Nν

∥∥∥∥
Lp(�2(Nν))

�
∑

k1,k2,k3∈Z
ν

|k3|≤M

2|k3||δ|−(3/4)εp(|k1|+|k2|) ∥∥{2j·δDjf}j∈Nν

∥∥
Lp(�2(Nν))

� 2ν|δ|M ‖f‖NLp
δ (D) .

We now turn to (II). For (II), we restrict attention to |k2| ≥ |k3|/2. With
this restriction, (13.12) shows∥∥T 1

k1,k2,k3

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−k3·δ+(εp/4)|k1|−εp(|k1|+|k2|)

≤ 2|k3||δ|+(εp/4)|k1|−εp|k1|−(εp/4)|k2|−(3εp/8)|k3| ≤ 2−(εp/4)(|k1|+|k2|+|k3|),

where in the last line we have used |δ| ≤ εp/8. Thus,

(II) =
∑

k1,k2,k3∈Z
ν

|k3|>M
|k2|≥|k3|/2

∥∥∥( ∑
j∈Nν

∣∣∣2j·δ+(εp/4)|k1|DjDj+k1Dj+k2Dj+k3f
∣∣∣2 )1/2∥∥∥

Lp

=
∑

k1,k2,k3∈Z
ν

|k3|>M
|k2|≥|k3|/2

∥∥∥∥T 1
k1,k2,k3

{
2(j+k3)·δDj+k3f

}
j∈Nν

∥∥∥∥
Lp(�2(Nν))

�
∑

k1,k2,k3∈Z
ν

|k3|>M
|k2|≥|k3|/2

2−(εp/4)(|k1|+|k2|+|k3|) ∥∥{2j·δDjf}j∈Nν

∥∥
Lp(�2(Nν))

� ‖f‖NLp
δ (D) .

We turn to (III). For (III) we restrict attention to |k3| > 2|k2|. With this
restriction, (13.12) shows (using |δ| ≤ εp/8)∥∥T 2

k1,k2,k3

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−k2·δ+(εp/4)|k1|−(εp/4)|k3−k2|−εp|k1|

≤ 2|k2||δ|−(3εp/4)|k1|−(εp/8)|k3| ≤ 2(εp/16)|k3|−(3εp/4)|k1|−(εp/8)|k3|

≤ 2−(3εp/4)|k1|−(εp/16)|k3| ≤ 2−(εp/64)(|k1|+|k2|+|k3|).
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Thus,

(III) =
∑

k1,k2,k3∈Z
ν

|k3|>M
|k3|>2|k2|

∥∥∥( ∑
j∈Nν

∣∣∣2j·δ+(εp/4)|k1|DjDj+k1Dj+k2Dj+k3f
∣∣∣2 )1/2∥∥∥

Lp

=
∑

k1,k2,k3∈Z
ν

|k3|>M
|k3|>2|k2|

∥∥∥∥T 2
k1,k2,k3

{
2(j+k2)·δ+(εp/4)|k3−k2|Dj+k2Dj+k3f

}
j∈Nν

∥∥∥∥
Lp(�2(Nν))

�
∑

k1,k2,k3∈Z
ν

|k3|>M
|k3|>2|k2|

2−
εp
64 (|k1|+|k2|+|k3|)

∥∥∥( ∑
j∈Nν

∣∣∣2(j+k2)·δ+(εp/4)|k3−k2|Dj+k2Dj+k3f
∣∣∣2 )1/2∥∥∥

Lp

≤
∑

k1,k2,k3∈Z
ν

|k3|>M
|k3|>2|k2|

2−
εp
64 (|k1|+|k2|+|k3|)

∥∥∥( ∑
j∈Nν

∣∣∣2j·δ+(εp/4)|k3−k2|DjDj+k3−k2f
∣∣∣2 )1/2∥∥∥

Lp

≤
∑

k1,k2,k3∈Z
ν

|k3|>M

2−
εp
64 (|k1|+|k3|)

∥∥∥( ∑
j∈Nν

∣∣∣2j·δ+(εp/4)|k3−k2|DjDj+k3−k2f
∣∣∣2 )1/2∥∥∥

Lp

=
∑

k1,k
′
2,k3∈Z

ν

|k3|>M

2−
εp
64 (|k1|+|k3|)

∥∥∥( ∑
j∈Nν

∣∣∣2j·δ+(εp/4)|k′2|DjDj+k′2f
∣∣∣2 )1/2∥∥∥

Lp

� 2−Mεp/(64ν)
∑
k′2∈Zν

∥∥∥( ∑
j∈Nν

∣∣∣2j·δ+(εp/4)|k′2|DjDj+k′2f
∣∣∣2 )1/2∥∥∥

Lp
,

where in the second to last line we have set k′2 = k2 − k3 in the summation in k2,
and in the last line we have summed in k1, k3 using the restriction |k3| > M .

Combining the above estimates, we have that there exists a constant C which
is independent of f and M such that

∑
k∈Zν

∥∥∥( ∑
j∈Nν

∣∣2j·δ+δ0|k|DjDj+kf
∣∣2)1/2∥∥∥

Lp
= (I) + (II) + (III)

≤ C 2ν|δ|M ‖f‖NLp
δ (D) + C 2−Mεp/(64ν)

∑
k∈Zν

∥∥∥( ∑
j∈Nν

∣∣2j·δ+δ0|k|DjDj+kf
∣∣2)1/2∥∥∥

Lp
.

Taking M so large that C 2−Mεp/(64ν) ≤ 1/2 we have

∑
k∈Zν

∥∥∥( ∑
j∈Nν

∣∣2j·δ+δ0|k|DjDj+kf
∣∣2)1/2∥∥∥

Lp
≤ 2C 2ν|δ|M ‖f‖NLp

δ (D) .

This completes the proof in Case I.
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We now turn to Case II. In the proof in Case I, we proved the result for
|δ| ≤ εp/8 and δ0 ≤ εp/4, where εp was chosen so that (13.12) held. In Case II,
Case II of Proposition 13.1 shows that (13.12) holds for all εp ∈ (0,∞). Thus, the
same proof applies to show that (13.11) holds for all δ ∈ Rν , δ0 ∈ R, as desired. �

Proof of Theorem 5.3. First we prove the result for Case I, then we indicate the
modifications necessary to prove the result in Case II. Let p ∈ (1,∞), and let D, D̃

be as in the statement of the theorem. For j ∈ Nν define Dj = Dj(D) and D̃j =

D̃j(D̃) by (5.1). Our goal is to show that there is an ε = ε(p, (γ, e,N), (γ̃, ẽ, Ñ)) > 0
such that for δ ∈ Rν with |δ| < ε,

‖f‖NLp
δ (D) ≈ ‖f‖NLp

δ (D̃) , f ∈ C∞
0 (Ω0).

Because the problem is symmetric in D and D̃ it suffices to show that there exists
ε = ε(p, (γ, e,N), (γ̃, ẽ, Ñ)) > 0 such that for δ ∈ Rν with |δ| < ε,

‖f‖NLp
δ (D̃) � ‖f‖NLp

δ (D) , f ∈ C∞
0 (Ω0).

For k1 ∈ Zν , we define a vector valued operator

R1
k1{fj}j∈Nν := {D̃jDj+k1fj}j∈Nν .

Case I of Proposition 13.1 and Lemma 13.2 show that there exists εp > 0 such
that 32

(13.13)
∥∥R1

k1

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−εp|k1|,

and if |δ|, δ0 < εp,

(13.14)
∑
k∈Zν

∥∥∥( ∑
j∈Nν

∣∣2j·δ+δ0|k|DjDj+kf
∣∣2)1/2∥∥∥

Lp
≤ A ‖f‖NLp

δ (D) , f ∈ C∞
0 (Ω0).

We prove the result for |δ| ≤ εp/4.

We have, for f ∈ C∞
0 (Ω0), using that f = ψ2f and the convention that Dk = 0

for k ∈ Zν \ Nν ,

‖f‖NLp
δ
(D̃) =

∥∥ψ4f
∥∥
NLp

δ (D̃)
=
∥∥∥( ∑

j∈Nν

∣∣2j·δD̃jψ
4f
∣∣2)1/2∥∥∥

Lp

=
∥∥∥( ∑

j∈Nν

∣∣∣ ∑
k1,k2∈Zν

2j·δD̃jDj+k1Dj+k2f
∣∣∣2)1/2∥∥∥

Lp

≤
∑

k1,k2∈Zν

∥∥∥( ∑
j∈Nν

∣∣2j·δD̃jDj+k1Dj+k2f
∣∣2)1/2∥∥∥

Lp

=
∑

k1,k2∈Z
ν

|k1|≥|k2|/2

+
∑

k1,k2∈Z
ν

|k2|>2|k1|

=: (I) + (II).

32As in the proof of Lemma 13.2, we have replaced Ω0 in our application of Proposition 13.1
with a larger open set Ω′

0 � Ω′, so that Proposition 13.1 applies to R1
k1

.
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We begin by bounding (I). For k1, k2 ∈ Zν , let T 1
k1

:= 2−k2·δR1
k1
. For |k1| ≥

|k2|/2, we have by (13.13) and the fact that |δ| ≤ εp/4,∥∥T 1
k1

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

= 2−k2·δ
∥∥R1

k1

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−k2·δ−εp|k1| ≤ 22|k1||δ|−εp|k1| ≤ 2|k1|εp/2−εp|k1| ≤ 2−εp|k1|/2.
(13.15)

Using (13.15), we have

(I) =
∑

k1,k2∈Z
ν

|k1|≥|k2|/2

∥∥∥( ∑
j∈Nν

∣∣2j·δD̃jDj+k1Dj+k2f
∣∣2)1/2∥∥∥

Lp

=
∑

k1,k2∈Z
ν

|k1|≥|k2|/2

∥∥∥T 1
k1{2

(j+k2)·δDj+k2f}j∈Nν

∥∥∥
Lp(�2(Nν))

�
∑

k1,k2∈Z
ν

|k1|≥|k2|/2

2−εp|k1|/2
∥∥{2j·δDjf}j∈Nν

∥∥
Lp(�2(Nν))

�
∑

k1,k2∈Z
ν

|k1|≥|k2|/2

2−εp|k1|/4−εp|k2|/8
∥∥{2j·δDjf}j∈Nν

∥∥
Lp(�2(Nν))

�
∥∥{2j·δDjf}j∈Nν

∥∥
Lp(�2(Nν))

= ‖f‖NLp
δ (D) .

We now turn to (II). Define a vector valued operatorR{fj}j∈Nν := {D̃jfj}j∈Nν .
Proposition 13.1 shows ‖R‖Lp(�2(Nν))→Lp(�2(Nν)) � 1.

(II) =
∑

k1,k2∈Z
ν

|k2|>2|k1|

∥∥∥( ∑
j∈Nν

∣∣2j·δD̃jDj+k1Dj+k2f
∣∣2)1/2∥∥∥

Lp

=
∑

k1,k2∈Z
ν

|k2|>2|k1|

2−k1·δ−3
εp
4 |k2−k1|

∥∥∥R{2(j+k1)·δ+3
εp
4 |k2−k1|Dj+k1Dj+k2f}j∈Nν

∥∥∥
Lp(�2(Nν))

�
∑

k1,k2∈Z
ν

|k2|>2|k1|

2−k1·δ−3
εp
4 |k2−k1|

∥∥∥{2(j+k1)·δ+3
εp
4 |k2−k1|Dj+k1Dj+k2f}j∈Nν

∥∥∥
Lp(�2(Nν))

≤
∑

k1,k2∈Z
ν

|k2|>2|k1|

2|k1||δ|−3
εp
4 |k2−k1|

∥∥∥{2j·δ+3
εp
4 |k2−k1|DjDj+k2−k1f}j∈Nν

∥∥∥
Lp(�2(Nν))

≤
∑

k1,k2∈Z
ν

|k2|>2|k1|

2
εp
4 |k1|− εp

2 |k1|− εp
8 |k2|
∥∥∥{2j·δ+3

εp
4 |k2−k1|DjDj+k2−k1f}j∈Nν

∥∥∥
Lp(�2(Nν))

�
∑
l∈Zν

∥∥∥{2j·δ+3
εp
4 |l|DjDj+lf}j∈Nν

∥∥∥
Lp(�2(Nν))

� ‖f‖NLp
δ
(D) ,

where the last inequality follows from (13.14). Combining the above estimates
completes the proof in Case I.
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We now turn to Case II. The proof above in Case I worked for |δ| ≤ εp/4,
where εp was such that (13.13) and (13.14) held. Under the assumptions in Case II,
Case II of Proposition 13.1 and Lemma 13.2 show that these equations hold for all
εp ∈ (0,∞). The result for Case II therefore follows from the same proof. �

We now turn to the proof of Proposition 5.8. Let D be Sobolev data. In light
of Theorem 5.3, it suffices to prove Proposition 5.8 for any Sobolev data D̃ such
that D and D̃ are finitely generated by the same F on Ω′. The next lemma helps us
pick out a choice of Sobolev data which is convenient for proving Proposition 5.8.
In it, we use the notation πμ from Definition 10.3.

Lemma 13.3. Let S ⊆ Γ(TΩ) × dν be such that L(S) is finitely generated by
F ⊂ Γ(TΩ)× ([0,∞)ν \ {0}) on Ω′. For each μ ∈ {1, . . . , ν}, enumerate

πμF = {(Xμ
1 , d

μ
1 ), . . . , (X

μ
qμ , d

μ
qμ)} ⊂ Γ(TΩ)× dν .

Let d̂μj = |dμj |1. For each μ, and tμ = (tμ,1, . . . , tμ,qμ) ∈ Rqμ , define

(13.16) γμtμ(x) := e
tμ,1X

μ
1 +···+tμ,qμX

μ
qμx.

Define single parameter dilations (denoted by d̂μ) on Rqμ by, for jμ ∈ R,

2−jμtμ = (2−jμd̂
μ
1 tμ,1, . . . , 2

−jμd̂μqμ tqμ,μ).

Thus, we have a parameterization (γμ, d̂μ, qμ). Let q = q1 + · · · + qν . For t =
(t1, . . . , tν) ∈ Rq1 × · · · × Rqν = Rq define

γt(x) := γνtν ◦ γν−1
tν−1

◦ · · · ◦ γ1t1(x).

We define ν parameter dilations on Rq, which we denote by e, by for j ∈ Rν ,

2−j(t1, . . . , tν) = (2−j1t1, . . . , 2−jν tν),

where 2−jμtμ is defined by the single parameter dilations on Rqμ . Then, (γ, e, q) is
finitely generated by F on Ω′. Furthermore, if L(S) is linearly finitely generated
by F ⊂ Γ(TΩ)× dν on Ω′, then γ is linearly finitely generated by F on Ω′.

Proof. First we show that F controls (γ, e, q) on Ω′. Using Proposition 8.12, it
suffices to show that for j ∈ [0,∞]ν , if Z := {2−j·dX : (X, d) ∈ F} and if γ̂t(x) :=
γ2−jt(x), then Z controls γ̂ at the unit scale on Ω′, uniformly in j ∈ [0,∞]ν . Set
γ̂μtμ(x) := γμ

2−jμ tμ
(x). By Proposition 12.6 of [56], it suffices to show Z controls γ̂μ

at the unit scale on Ω′, uniformly in j ∈ [0,∞]ν , μ ∈ {1, . . . , ν}. Fix x0, we will
show Z controls γ̂ at the unit scale near x0 uniformly for x0 ∈ Ω′ and j ∈ [0,∞]ν ,
μ ∈ {1, . . . , ν}. Because F satisfies D(Ω′) (Lemma 3.22), Z satisfies the conditions
of Theorem 8.1 uniformly for x0 ∈ Ω′, j ∈ [0,∞]ν . Let Φ be the map associated
to Z given by Theorem 8.1, with this choice of x0. By Proposition 8.6, it suffices
to show that γ̂μ satisfies Q2, with parameters independent of j ∈ [0,∞]ν , x0 ∈ Ω′.
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Let Y μl be the pullback of 2−jμd̂
μ
l Xμ

l via Φ. Theorem 8.1 shows for every m,
‖Y μj ‖Cm � 1. Standard theorems from ODEs 33 show that the function

θμtμ(u) := e
tμ,1Y

μ
1 +···+tqμ,μY

μ
qμu

satisfies ‖θμ‖Cm(Bqμ (a′)×Bn0(η′)) � 1 for every m (here a′, η′ � 1). Because
θμtμ(u) = Φ−1 ◦ γ̂tμ ◦Φ(u), we have that Q2 holds with parameters independent of
j ∈ [0,∞]ν , x0 ∈ Ω′. Combining all of the above, we have that F controls (γ, e, q)
on Ω′, as desired.

Let (γ, e, q) correspond to the vector field parameterization (W, e, q). Note that

(13.17) W (0, . . . , 0, tμ, 0, . . . , 0) = tμ,1X
μ
1 + · · ·+ tμ,qμX

μ
qμ .

It follows that if S is given by (4.3) (with this choice of W ), then each πμF ⊆ S.
Lemma 10.4 shows that L(

⋃
μ∈{1,...,ν} πμF) is equivalent to F on Ω′, and therefore

L(S) controls F on Ω′. Because F controls (γ, e, q) on Ω′, it follows that F controls
L(S) on Ω′, and therefore L(S) is finitely generated by F on Ω′. Thus, (γ, e, q) is
finitely generated by F on Ω′.

Finally, if F ⊂ Γ(TΩ)× dν , then
⋃
μ∈{1,...,ν} πμF = F , and therefore if W (t) ∼∑

|α|>0 t
αXα, we have by (13.17), F = {(Xα, deg(α)) : deg(α) ∈ dν and |α| = 1}.

Because F controls (γ, e, q) on Ω′, it follows that (γ, e, q) is linearly finitely gener-
ated by F on Ω′, as desired. �

Lemma 13.4. Let D be Sobolev data on Ω′. We separate our assumptions into
two cases:

Case I. D is finitely generated by F ⊂ Γ(TΩ)× ([0,∞)ν \ {0}) on Ω′.
Case II. D is linearly finitely generated by F ⊂ Γ(TΩ)× dν on Ω′.
We take all the same notation as in Lemma 13.3 with this choice of F . Thus, we

have a parameterization (γ, d, q) which is finitely generated by F on Ω′ in Case I,
and linearly finitely generated by F on Ω′ in Case II. For μ ∈ {1, . . . , ν}, we

also have parameterizations (γμ, d̂μ, qμ) defined by (13.16), so that γt(x) = γνtν ◦
γν−1
tν−1

◦ · · · ◦ γ1t1(x). For μ ∈ {1, . . . , ν}, fix ψμ ∈ C∞
0 (Ω′) with ψν ≡ 1 on a

neighborhood of the closure of Ω0, and ψμ ≡ 1 on a neighborhood supp (ψμ+1), for
μ < ν. Let a > 0 be small (to be chosen in the proof ). For each μ ∈ {1, . . . , ν},
let Dμ =

(
1, (γμ, d̂μ, qμ,Ω,Ω

′′′), a, ημ, {ςμ,j}j∈N, ψμ
)
be Sobolev data on Ω′. For

jμ ∈ N, let Dμ
j = Dμ

j (D
μ) be given by (5.1). For j = (j1, . . . , jν) ∈ Nν define

Dj = D1
j1 · · ·D

ν
jν .

Then,

a) In Case I, for 1 < p < ∞, there exists ε = ε(p, (γ, d, q)) > 0 such that
for |δ| < ε,

(13.18) ‖f‖NLp
δ (D) ≈

∥∥∥( ∑
j∈Nν

∣∣2j·δDjf
∣∣2)1/2∥∥∥

Lp
, f ∈ C∞

0 (Ω0).

Here, the implicit constants depend on p ∈ (1,∞) and D.

33See Appendix B.1 of [57] for more on this.
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b) In Case II, for 1 < p <∞, δ ∈ Rν ,

(13.19) ‖f‖NLp
δ (D) ≈

∥∥∥( ∑
j∈Nν

∣∣2j·δDjf
∣∣2)1/2∥∥∥

Lp
, f ∈ C∞

0 (Ω0).

Here the implicit constants depend on p ∈ (1,∞), D, and δ ∈ Rν .

Furthermore, in either case, fix ν̂ ∈ {1, . . . , ν}, set ν̃ = ν − ν̂, and decompose

δ ∈ Rν as δ = (δ̂, δ̃) ∈ Rν̂ × Rν̃ where δ̂ = (δ1, . . . , δν̂), δ̃ = (δν̂+1, . . . , δν). Also,
for j ∈ Nν decompose j = (ĵ, j̃) in the same way. Set

D̃j̃ := Dν̂+1
jν̂+1

Dν̂+2
jν̂+2

· · ·Dν
jν .

Then for 1 < p <∞, δ̃ ∈ Rν̃ , we have

(13.20)
∥∥∥( ∑

j∈Nν

∣∣2j̃·δ̃Djf
∣∣2)1/2∥∥∥

Lp
≈
∥∥∥( ∑

j̃∈Nν̃

∣∣2j̃·δ̃D̃j̃f
∣∣2)1/2∥∥∥

Lp
,

where the implicit constants depend on p ∈ (1,∞). In particular, taking ν̂ = ν, we
have

(13.21)
∥∥∥( ∑

j∈Nν

|Djf |2
)1/2∥∥∥

Lp
≈ ‖f‖Lp .

Proof. We pick a > 0 so small for |tμ| < a and μ < ν, ψμ(x)ψμ+1(γ
μ
tμ(x)) =

ψμ+1(γ
μ
tμ(x)). Note that

∑
jμ∈N

Dμ
jμ

= ψ2
μ and therefore

∑
j∈Nν Dj =

∏ν
μ=1 ψ

2
μ =

ψ2
ν . Also,

Djf(x) =

ψ1(x)

∫
f(γt(x))ψν (γt(x))ψν (γ

ν−1
tν−1

◦ γν−2
tν−2

◦ · · · ◦ γ1t1(x))
[ ν∏
μ=1

ημ(tμ)ς
(2jμ )
jμ,μ

(tμ)
]
dt.

Because of the above remarks and the fact that (γ, d, q) is finitely generated by F
on Ω′ in Case I, and linearly finitely generated by F on Ω′ in Case II, the same
proof as in Theorem 5.3 yields (13.18) and (13.19) (by possibly shrinking a > 0).
Strictly speaking, Dj is not exactly of the form covered in the proof of Theorem 5.3,
but the same proof goes through unchanged.

We now turn to proving (13.20). Fix p ∈ (1,∞) and δ̃ ∈ Rν̃ . Set δ = (0ν̂ , δ̃) ∈
Rν̂ × Rν̃ = Rν . For each μ ∈ {1, . . . , ν}, pick Ωμ with Ω0 � Ωμ � Ω′ and
supp (ψμ) � Ωμ, and if μ > 1, ψμ−1 ≡ 1 on a neighborhood of the closure of Ωμ.
Proposition 12.1 (applied with Ω0 replaced by Ωμ) shows that if ε

μ
jμ

is a sequence
of i.i.d. random variables of mean 0 taking value ±1, we have

(13.22)
(
E

∥∥∥ ∑
jμ∈N

εμjμD
μ
jμ
f
∥∥∥p
Lp

)1/p
≈ ‖f‖Lp , f ∈ C∞

0 (Ωμ).
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Pick the sequences εμjμ so that they are mutually independent for μ ∈ {1, . . . , ν}.
For j = (j1, . . . , jν) ∈ Nν , set εj := ε1j1 · · · ε

ν
jν
, so that {εj}j∈Nν are i.i.d. random

variables of mean 0 taking value ±1. Also set εj̃ = εν̂+1

j̃1
· · · εν̂+ν̃

j̃ν̃
, so that {εj̃}j̃∈Nν̃

are also i.i.d. random variables of mean 0 taking values ±1. Using the Khintchine
inequality and repeated applications of (13.22), we have for f ∈ C∞

0 (Ω0),∥∥∥(∑
j∈N

∣∣2j̃·δ̃Djf
∣∣2)1/2∥∥∥

Lp
≈
(
E

∥∥∥ ∑
j∈Nν

εj2
j̃·δ̃Djf

∥∥∥p
Lp

)1/p
=
(
E

∥∥∥( ∑
j1∈N

ε1j1D
1
j1

)
· · ·
( ∑
jν̂∈N

εν̂jν̂D
ν̂
jν̂

)
×
( ∑
jν̂+1∈N

εν̂+1
jν̂+1

2jν̂+1δν̂+1Dν̂+1
jν̂+1

)
· · ·
( ∑
jν∈N

ενjν2
jνδνDν

jν

)
f
∥∥∥p
Lp

)1/p
≈
(
E

∥∥∥( ∑
j2∈N

ε2j2D
2
j2

)
· · ·
( ∑
jν̂∈N

εν̂jν̂D
ν̂
jν̂

)
×
( ∑
jν̂+1∈N

εν̂+1
jν̂+1

2jν̂+1δν̂+1Dν̂+1
jν̂+1

)
· · ·
( ∑
jν∈N

ενjν2
jνδνDν

jν

)
f
∥∥∥p
Lp

)1/p
≈ · · · ≈

(
E

∥∥∥( ∑
jν̂+1∈N

εν̂+1
jν̂+1

2jν̂+1δν̂+1Dν̂+1
jν̂+1

)
· · ·
( ∑
jν∈N

ενjν2
jνδνDν

jν

)
f
∥∥∥p
Lp

)1/p
=
(
E

∥∥∥ ∑
j̃∈Nν̃

εj̃2
j̃·δ̃D̃j̃f

∥∥∥p
Lp

)
≈
∥∥∥( ∑

j̃∈Nν̃

∣∣2j̃·δ̃D̃j̃f
∣∣2)1/2∥∥∥

Lp
,

as desired. �

Proof of Proposition 5.8. This follows by combining (13.18) and (13.21). �

13.1. Comparing Sobolev spaces

In this section, we prove the results from Section 5.1.

Proof of Theorem 5.11. We first prove the result for Case I, and then indicate
the modifications necessary to adapt the proof for Case II. Because of the sym-
metry of the theorem in D̃ and D̂, it suffices to show that there exists ε =
ε(p, (γ, e,N), (γ̃, ẽ, Ñ)) > 0 such that for δ̃ ∈ Rν̃ with |δ̃| < ε,

‖f‖NLp

(0ν̂ ,δ̃)
(D) ≈ ‖f‖NLp

δ̃
(D̃) , f ∈ C∞

0 (Ω0).

Write j ∈ Nν as j = (j̃, ĵ) ∈ Nν̃ × Nν̂ = Nν .

We take Dj, j ∈ Nν , and D̃j̃ , j̃ ∈ Nν̃ as in the statement of Lemma 13.4,

with this choice of D, ν̃, and ν̂. Notice that Dj is to D as D̃j̃ is to D̃. Thus

applying (13.18), there exists ε = ε(p, (γ, e,N), (γ̃, ẽ, Ñ)) > 0 such that for δ̃ ∈ Rν̃
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with |δ̃| < ε,

‖f‖NLp

(0ν̂ ,δ̃)
(D) ≈

∥∥∥( ∑
j∈Nν

∣∣2j̃·δ̃Djf
∣∣2)1/2∥∥∥

Lp
, f ∈ C∞

0 (Ω0)

and

‖f‖NLp

δ̃
(D̃) ≈

∥∥∥( ∑
j̃∈Nν̃

∣∣2j̃·δ̃D̃j̃f
∣∣2)1/2∥∥∥

Lp
, f ∈ C∞

0 (Ω0).

Combining the above with (13.20) yields the result.
In Case II, the same proof works except that we use (13.19) in place of (13.18).

�

Lemma 13.5. Let D and λ be as in the statement of Theorem 5.12 –where we
separate our assumptions into the same two cases as in that theorem. For j ∈
Nν define Dj = Dj(D) by (5.1); and decompose j = (ĵ, j̃) ∈ Nν̂ × Nν̃ as in

Theorem 5.12. For k ∈ Zν and δ̃ ∈ [0,∞)ν̃ , define two vector valued operators: 34

R1
k,δ̃

{fj}j∈Nν := {2j̃·δ̃−ĵ·λt(δ̃)DjDj+kfj}j∈Nν ,(13.23)

R2
δ̃
{fj}j∈Nν := {2j̃·δ̃−ĵ·λt(δ̃)Djfj}j∈Nν .(13.24)

Then, for 1 < p <∞, we have the following:

• In Case I, there exists ε = ε(p, (γ, e,N), λ) > 0 such that for |δ̃| < ε (δ̃ ∈
[0,∞)ν̃), we have ∥∥∥R1

k,δ̃

∥∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−ε|k|,∥∥R2
δ̃

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 1.
(13.25)

Here, the implicit constants depend on p and D.

• In Case II, for every L and δ̃ ∈ [0,∞)ν̃ , there exists CL = CL(p, δ̃, λ, (γ, e,N))
such that ∥∥∥R1

k,δ̃

∥∥∥
Lp(�2(Nν))→Lp(�2(Nν))

≤ CL 2−L|k|,∥∥R2
δ̃

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

≤ C1.

Proof. We first prove the result in Case I, and then indicate the necessary modifi-
cations to prove the result in Case II. To prove Case I, it suffices to prove (13.25)
for 1 < p ≤ 2, and prove (13.25) for 1 < p ≤ 2 with R1

k,δ̃
and R2

δ̃
replaced by

(R1
k,δ̃

)∗ and (R2
δ̃
)∗, respectively. The result then follows, since (for 1 < p ≤ 2) the

dual of Lp
(
�2(Nν)

)
is Lp

′ (
�2(Nν)

)
where 1/p+1/p′ = 1. We exhibit the proof for

R1
k,δ̃

and R2
δ̃
. A nearly identical proof works for the adjoints after an application

of Propositions 9.3 and 9.1 (see the proof of Proposition 13.1, where the same idea
is used). We leave the remainder of the details for the adjoints to the reader.

34We again use the convention that Dj = 0 for j ∈ Zν \ Nν .
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Case I of Proposition 10.7 shows that there exists ε > 0 such that

(13.26) ‖Dj‖L2→L2 � 2−ε|j̃∨λ(ĵ)−λ(ĵ)|.

Case I of Proposition 10.2 shows that there exists ε > 0 such that

(13.27) ‖DjDj+k‖L2→L2 � 2−ε|k|, k ∈ Zν .

Combining the above two estimates, using that δ̃ ∈ [0,∞)ν̃ , and using the trivial
bound ‖Dj+k‖L2→L2 � 1, we have that there exists ε2 > 0 such that for |δ̃| < ε2,

δ̃ ∈ [0,∞)ν̃ ,

(13.28)
∥∥2j̃·δ̃−ĵ·λt·δ̃Dj

∥∥
L2→L2 � 1,

∥∥2j̃·δ̃−ĵ·λt·δ̃DjDj+k

∥∥
L2→L2 � 2−ε2|k|.

We complexify the variable δ̃, which turns R1
k,δ̃

and R2
δ̃
into operators which

depend holomorphically on δ̃. For a variable z ∈ Cν̃ , we write

Re(z) := (Re(z1), . . . ,Re(zν̃)) ∈ Rν̃ ;

similarly for Im(z). When |Re(δ̃)| < ε2, Re(δ̃) ∈ [0,∞)ν̃ , (13.28) shows

(13.29)
∥∥∥R1

k,δ̃

∥∥∥
L2(�2(Nν))→L2(�2(Nν))

� 2−ε2|k|,
∥∥R2

δ̃

∥∥
L2(�2(Nν))→L2(�2(Nν))

� 1,

merely by interchanging the norms. Here the bounds are independent of Im(δ̃).
Also, we have the trivial estimates,

‖Dj‖L1→L1 � 1, ‖DjDj+k‖L1→L1 � 1.

Thus, when |Re(δ̃)| = 0, we have

(13.30)
∥∥∥R1

k,δ̃

∥∥∥
L1(�1(Nν))→L1(�1(Nν))

� 1,
∥∥R2

δ̃

∥∥
L1(�1(Nν))→L1(�1(Nν))

� 1,

again by interchanging the norms, and the bounds are independent of Im(δ̃).
Interpolating (13.29) and (13.30), for 1 < p ≤ 2 and |Re(δ̃)| < (2 − 2/p)ε2,

Re(δ̃) ∈ [0,∞)ν̃ , we have∥∥∥R1
k,δ̃

∥∥∥
Lp(�p(Nν))→Lp(�p(Nν))

� 2−(2− 2
p )ε2|k|,∥∥R2

δ̃

∥∥
Lp(�p(Nν))→Lp(�p(Nν))

� 1.
(13.31)

Just as in the proof of Proposition 13.1, by using the maximal function, we have
for 1 < p <∞, |Re(δ̃)| = 0,∥∥∥R1

k,δ̃

∥∥∥
Lp(�∞(Nν))→Lp(�∞(Nν))

� 1,∥∥R2
δ̃

∥∥
Lp(�∞(Nν))→Lp(�∞(Nν))

� 1.
(13.32)
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Interpolating (13.31) and (13.32) shows for 1 < p ≤ 2, if |Re(δ̃)| < (p − 1)ε2,
Re(δ̃) ∈ [0,∞)ν̃ , we have∥∥∥R1

k,δ̃

∥∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−(p−1)ε2|k|,∥∥R2
δ̃

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 1.
(13.33)

This completes the proof in Case I.
For Case II, we note that we proved (13.33), where ε2 was as in (13.28). Case II

of Propositions 10.7 and 10.2 show that (13.26) and (13.27) hold for all ε ∈ (0,∞),
and therefore (13.28) holds for all ε2 ∈ (0,∞). From here, the same proof as above
proves the result in Case II. �

Proof of Theorem 5.12. We first prove the result in Case I, and then indicate the
modifications necessary to prove the result in Case II. Let D be as in Case I, and
for j ∈ Nν define Dj = Dj(D) by (5.1); and decompose j = (ĵ, j̃) ∈ Nν̂ ×Nν̃ as in
the statement of the theorem.

For k ∈ Zν , δ̃ ∈ [0,∞)ν̃ define R1
k,δ̃

and R2
δ̃
by (13.23) and (13.24). Fix

1 < p < ∞. Case I of Lemma 13.5 and Case I of Lemma 13.2 show there exists
εp > 0 such that for |δ̃|, |δ|, δ0 < εp, δ̃ ∈ [0,∞)ν̃ , δ ∈ Rν , δ0 ∈ R,∥∥∥R1

k,δ̃

∥∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−εp|k|,
∥∥R2

δ̃

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 1,(13.34) ∑
k∈Zν

∥∥∥( ∑
j∈Zν

∣∣2j·δ+δ̃0|k|DjDj+kf
∣∣2)1/2∥∥∥

Lp
� ‖f‖NLp

δ (D) , f ∈ C∞
0 (Ω0).(13.35)

We prove (5.3) for |δ|, |δ̃| ≤ εp/4, δ̃ ∈ [0,∞)ν̃ , which will complete the proof in
Case I.

Consider, for f ∈ C∞
0 (Ω′), and using the fact that

∑
j∈Nν Dj = ψ2 where ψ ≡ 1

on a neighborhood of the closure of Ω0,

‖f‖NLp

δ+(−λt(δ̃),δ̃)
(D) =

∥∥∥( ∑
j∈Nν

∣∣2j·δ+j̃·δ̃−ĵ·λt(δ̃)Djf
∣∣2)1/2∥∥∥

Lp

=
∥∥∥( ∑

j∈Nν

∣∣2j·δ+j̃·δ̃−ĵ·λt(δ̃)Djψ
4f
∣∣2)1/2∥∥∥

Lp

=
∥∥∥( ∑

j∈Nν

∣∣ ∑
k1,k2∈Zν

2j·δ+j̃·δ̃−ĵ·λ
t(δ̃)DjDj+k1Dj+k2f

∣∣2)1/2∥∥∥
Lp

≤
∑

k1,k2∈Zν

∥∥∥( ∑
j∈Nν

∣∣2j·δ+j̃·δ̃−ĵ·λt(δ̃)DjDj+k1Dj+k2f
∣∣2)1/2∥∥∥

Lp

=
∑

k1,k2∈Z
ν

|k1|≥|k2|/2

+
∑

k1,k2∈Z
ν

|k2|>2|k1|

=: (I) + (II).

We bound the above two terms separately.
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We begin with (I). For k1, k2 ∈ Zν set T 1
k1,k2

:= 2−k2·δR1
k1,δ̃

. Applying (13.34),

we have for |k1| ≥ |k2|/2 and using that |δ| ≤ εp/4,∥∥T 1
k1,k2

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2|k2||δ|2−εp|k1| ≤ 2−|k1|εp/2 ≤ 2−(|k1|+|k2|)εp/8.

Using this, we have

(I) =
∑

k1,k2∈Z
ν

|k1|≥|k2|/2

∥∥∥( ∑
j∈Nν

∣∣2j·δ+j̃·δ̃−ĵ·λt(δ̃)DjDj+k1Dj+k2f
∣∣2)1/2∥∥∥

Lp

=
∑

k1,k2∈Z
ν

|k1|≥|k2|/2

∥∥T 1
k1,k2

{
2(j+k2)·δDj+k2f

}
j∈Nν

∥∥
Lp(�2(Nν))

�
∑

k1,k2∈Z
ν

|k1|≥|k2|/2

2−(|k1|+|k2|)εp/8∥∥{2j·δDjf
}
j∈Nν

∥∥
Lp(�2(Nν))

� ‖f‖NLp
δ (D) ,

as desired.
We turn to (II). For k1, k2 ∈ Zν , set T 2

k1,k2
:= 2−k1·δ−(3εp/4)|k1−k2|R2

δ̃
. For

|k2| > 2|k1|, we have −k1 · δ − (3εp/4)|k1 − k2| ≤ |k2|(εp/4) − |k2|(3εp/8) =
−(εp/8)|k2| ≤ −(εp/16)(|k1|+ |k2|). Combining this with (13.34), we have∥∥T 2

k1,k2

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−k1·δ−(3εp/4)|k1−k2| � 2−(εp/16)(|k1|+|k2|),

for |k2| > 2|k1|. Using this, we have

(II) =
∑

k1,k2∈Z
ν

|k2|>2|k1|

∥∥∥( ∑
j∈Nν

∣∣2j·δ+j̃·δ̃−ĵ·λt(δ̃)DjDj+k1Dj+k2f
∣∣2)1/2∥∥∥

Lp

=
∑

k1,k2∈Z
ν

|k2|>2|k1|

∥∥∥∥T 2
k1,k2

{
2(j+k1)·δ+(3εp/4)|k1−k2|Dj+k1Dj+k2f

}
j∈Nν

∥∥∥∥
Lp(�2(Nν))

�
∑

k1,k2∈Z
ν

|k2|>2|k1|

2−(εp/16)(|k1|+|k2|)
∥∥∥( ∑

j∈Nν

∣∣2(j+k1)·δ+(3εp/4)|k1−k2|Dj+k1Dj+k2f
∣∣2)1/2∥∥∥

Lp

≤
∑

k1,k2∈Z
ν

|k2|>2|k1|

2−(εp/16)(|k1|+|k2|)
∥∥∥( ∑

j∈Nν

∣∣2j·δ+(3εp/4)|k1−k2|DjDj+k2−k1f
∣∣2)1/2∥∥∥

Lp

≤
∑

l1,l2∈Zν

2−(εp/32)|l1|
∥∥∥( ∑

j∈Nν

∣∣2j·δ+(3εp/4)|l2|DjDj+l2f
∣∣2)1/2∥∥∥

Lp
� ‖f‖NLp

δ(D) ,

where the last line follows from (13.35).
Combining the above two estimates shows

‖f‖NLp

δ+(−λt(δ̃),δ̃)
(D) � ‖f‖NLp

δ (D) ,

as desired, completing the proof in Case I.
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For Case II, we note that the above proof proved the result for |δ|, |δ̃| ≤ εp/4,

δ̃ ∈ [0,∞)ν̃ , where εp was such that (13.34) and (13.35) held. In Case II, Case II
of Lemma 13.5 and Case II of Lemma 13.2 show that (13.34) and (13.35) hold for
all εp ∈ (0,∞). From here, the same proof as above gives the result in Case II. �

14. Proofs: Fractional Radon transforms

Proof of Theorem 6.2. We first prove the result when (γ, e,N) is finitely generated
on Ω′; then we outline the changes necessary for when (γ, e,N) is linearly finitely
generated on Ω′. Let T be given by (6.1), so that

Tf(x) = ψ1(x)

∫
f(γt(x))ψ2(γt(x))κ(t, x)K(t) dt,

where ψ1, ψ1 ∈ C∞
0 (Ω0), κ(t, x) ∈ C∞(BN (a)×Ω′′), δ ∈ Rν , and K ∈ Kδ(N, e, a).

Take η ∈ C∞
0 (BN (a)) and a bounded set {ςj : j ∈ Nν} ⊂ S (RN ) with ςj ∈

S{μ:jμ �=0} such that

K(t) = η(t)
∑
j∈Nν

2j·δς(2
j)

j (t).

For j ∈ Nν , define

Tjf(x) = ψ1(x)

∫
f(γt(x))ψ2(γt(x))κ(t, x) ς

(2j)
j dt,

so that T =
∑

j∈Nν 2j·δTj. Per our usual convention, we take Tj = 0 for j ∈ Zν\Nν .
Let D = (ν, (γ, e,N,Ω,Ω′′′), a, η̃, {ς̃j}j∈Nν , ψ) be Sobolev data on Ω′. We wish to
show that there exists ε = ε(p, (γ, e,N)) > 0 such that for |δ|, |δ′| < ε,

(14.1) ‖Tf‖NLp

δ′ (D) � ‖f‖NLp

δ+δ′ (D) , f ∈ C∞
0 (Ω0).

For j ∈ Nν let Dj = Dj(D) be as in (5.1); and as usual for j ∈ Zν \Nν , Dj = 0.
For k1, k2 ∈ Zν , we define two vector valued operators

R1
k1,k2{fj}j∈Nν := {DjTj+k1Dj+k2fj}j∈Nν , R2

k1{fj}j∈Nν := {DjTj+k1fj}j∈Nν .

Case I of Proposition 13.1 combined with Case I of Lemma 13.2 shows that for
1 < p < ∞, there exists εp > 0 such that for k1, k2 ∈ Zν , |δ|, δ0 < εp, δ ∈ Rν , and
δ0 ∈ R, we have ∥∥R1

k1,k2

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−εp(|k1|+|k2|),∥∥R2
k1

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−εp|k1|,
(14.2)

and

(14.3)
∑
k∈Zν

∥∥∥( ∑
j∈Nν

∣∣2j·δ+δ0|k|DjDj+kf
∣∣2)1/2∥∥∥

Lp
� ‖f‖NLp

δ (D) , f ∈ C∞
0 (Ω0).

Here, we have replaced Ω0 in the application of Proposition 13.1 with some Ω′
0 � Ω

such that supp (ψ) ⊂ Ω′
0. We prove (14.1) for |δ|, |δ′| < εp/8, which will complete

the proof in Case I.
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Let f ∈ C∞
0 (Ω0). Using the fact that ψf = f and

∑
j∈Nν Dj = ψ2, we see

‖Tf‖NLp

δ′ (D) =
∥∥∥( ∑

j∈Nν

∣∣2j·δ′DjTψ
4f
∣∣ )1/2∥∥∥

Lp

=
∥∥∥( ∑

j∈Nν

∣∣∣ ∑
k1,k2,k3∈Zν

2j·δ
′+(j+k1)·δDjTj+k1Dj+k2Dj+k3f

∣∣∣2)1/2∥∥∥
Lp

≤
∑

k1,k2,k3∈Zν

∥∥∥( ∑
j∈Nν

∣∣2j·δ′+(j+k1)·δDjTj+k1Dj+k2Dj+k3f
∣∣2)1/2∥∥∥

Lp

=
∑

k1,k2,k3∈Z
ν

|k2|≥|k3|/2

+
∑

k1,k2,k3∈Z
ν

|k3|>2|k2|

=: (I) + (II).

We bound the above two terms separately.
We begin with (I). For k1, k2, k3 ∈ Zν , define a vector valued operator

T 1
k1,k2,k3 := 2−k3·δ

′+(k1−k3)·δR1
k1,k2 .

Note that (14.2) implies for |k2| ≥ |k3|/2, using that |δ′|, |δ| < εp/8,∥∥T 1
k1,k2,k3

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−k3·δ
′+(k1−k3)·δ−εp(|k1|+|k2|)

≤ 2|k3||δ
′|+|k1−k3||δ|−εp(|k1|+k2|) ≤ 2|k2|εp/2+|k1|εp/8−εp(|k1|+k2|)

≤ 2−(|k1|+|k2|)εp/2 ≤ 2−(|k1|+|k2|+|k3|)εp/8.

Using this, we have

(I) =
∑

k1,k2,k3∈Z
ν

|k2|≥|k3|/2

∥∥∥( ∑
j∈Nν

∣∣2j·δ′+(j+k1)·δDjTj+k1Dj+k2Dj+k3f
∣∣2)1/2∥∥∥

Lp

=
∑

k1,k2,k3∈Z
ν

|k2|≥|k3|/2

∥∥∥∥T 1
k1,k2,k3

{
2(j+k3)·(δ

′+δ)Dj+k3f
}
j∈Nν

∥∥∥∥
Lp(�2(Nν))

�
∑

k1,k2,k3∈Z
ν

|k2|≥|k3|/2

2−(|k1|+|k2|+|k3|)εp/8
∥∥∥∥{2j·(δ′+δ)Djf

}
j∈Nν

∥∥∥∥
Lp(�2(Nν))

� ‖f‖NLp

δ′+δ
(D) ,

as desired.
We now turn to (II). For k1, k2, k3 ∈ Zν define

T 2
k1,k2,k3 := 2−k2·δ

′+(k1−k2)·δ−(3εp/4)|k3−k2|R2
k1 .

The second inequality in (14.2) implies for |k3| > 2|k2|, using that |δ′|, |δ| < εp/8,∥∥T 2
k1,k2,k3

∥∥
Lp(�2(Nν))→Lp(�2(Nν))

� 2−k2·δ
′+(k1−k2)·δ−(3εp/4)|k3−k2|−εp|k1|

≤ 2|k2|(|δ
′|+|δ|)+|k1||δ|−(3εp/8)|k3|−εp|k1| ≤ 2|k3|(εp/8)+|k1|(εp/8)−(3εp/8)|k3|−εp|k1|

≤ 2−(εp/4)(|k1|+|k3|) ≤ 2−(εp/8)(|k1|+|k2|+|k3|).
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Using this, we have

(II) =
∑

k1,k2,k3∈Z
ν

|k3|>2|k2|

∥∥∥( ∑
j∈Nν

∣∣2j·δ′+(j+k1)·δDjTj+k1Dj+k2Dj+k3f
∣∣2)1/2∥∥∥

Lp

=
∑

k1,k2,k3∈Z
ν

|k3|>2|k2|

∥∥∥T 2
k1,k2,k3

{
2(j+k2)·(δ+δ

′)+3
εp
4 |k3−k2|Dj+k2Dj+k3f

}
j∈Nν

∥∥∥
Lp(�2(Nν))

�
∑

k1,k2,k3∈Z
ν

|k3|>2|k2|

2−
εp
8 (|k1|+|k2|+|k3|)

∥∥∥(∑
j∈Nν

∣∣2(j+k2)·(δ+δ′)+3
εp
4 |k3−k2|Dj+k2Dj+k3f

∣∣2)1/2∥∥∥
Lp

≤
∑

k1,k2,k3∈Zν

2−
εp
8 (|k1|+|k2|+|k3|)

∥∥∥( ∑
j∈Nν

∣∣2j·(δ+δ′)+3
εp
4 |k3−k2|DjDj+k3−k2f

∣∣2)1/2∥∥∥
Lp

≤
∑

k1,l1,l2∈Zν

2−
εp
16 (|k1|+|l1|)

∥∥∥( ∑
j∈Nν

∣∣2j·(δ+δ′)+3
εp
4 |l2|DjDj+l2f

∣∣2)1/2∥∥∥
Lp

� ‖f‖NLp

δ+δ′ (D) ,

where the last line follows by (14.3). Combining the above estimates proves (14.1),
completing the proof in Case I.

We turn to the case when (γ, e,N) is linearly finitely generated, we note that in
the above we proved (14.1) for |δ|, |δ′| ≤ εp/8, where εp was so that (14.2) and (14.3)
held. But when (γ, e,N) is linearly finitely generated, Case II of Proposition 13.1
and Case II of Lemma 13.2 show that (14.2) and (14.3) hold for all εp ∈ (0,∞),
and therefore the above proof shows (14.1) holds for all δ, δ′ ∈ Rν , completing the
proof. �

Proof of Proposition 6.7. Let T be a fractional Radon transform of order δ̃ ∈ Rν̃

corresponding to (γ̃, ẽ, Ñ) on BÑ (a), as in the statement of the proposition. I.e.,

there exist ψ1, ψ2 ∈ C∞
0 (Ω0), κ(t, x) ∈ C∞(BÑ (a) × Ω′′), and K̃ ∈ Kδ̃(Ñ , ẽ, a)

such that

Tf(x) = ψ1(x)

∫
f(γ̃t̃(x))ψ2(γ̃t̃(x))κ(t̃, x) K̃(t̃) dt̃.

Let η̃ ∈ C∞
0 (BÑ (a)) and {ς̃j̃ : j̃ ∈ Nν̃} ⊂ S (RÑ ) be a bounded set with ς̃j̃ ∈

S{μ:j̃μ �=0} and such that K̃(t̃) = η̃(t̃)
∑

j̃∈Nν̃ ς̃(2
j̃)(t̃). Because supp (η̃) � BÑ (a),

we may pick ã ∈ (0, a) so that supp (η̃) � BÑ (ã).

Let Ŝ ⊆ Γ(TΩ) × dν̂ be as in the statement of the proposition. We know

that L(Ŝ) is finitely generated (resp. linearly finitely generated) by F̂ ⊂ Γ(TΩ)×
([0,∞)ν̂ \ {0}) (resp. F̂ ⊂ Γ(TΩ) × dν̂) on Ω′ in Case I (resp. in Case II).

Enumerate the vector fields in F̂ := {(X̂1, d̂1), . . . , (X̂q̂, d̂q̂)}. Define ν̂ parameter

dilations on Rq̂ by setting r̂(t̂1, . . . , t̂q̂) := (r̂d̂1 t̂1, . . . , r̂
d̂q̂ t̂q̂) for r̂ ∈ Rν̂ . Denote

these ν̂-parameter dilations on Rq̂ by d̂.
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Let Ñ ′ = q̂ + Ñ , and define ν-parameter dilations on RÑ
′
by for t = (t̂, t̃) ∈

Rq̂ × RÑ = RÑ
′
and r = (r̂, r̃) ∈ Rν̂ × Rν̃ = Rν ,

r(t̂, t̃) := (r̂t̂, r̃t̃),

where r̂t̂ is defined by the above ν̂ parameter dilations on Rq̂, and r̃t̃ is defined

by the given ν̃-parameter dilations ẽ on RÑ . Denote these ν parameter dilations

on RÑ
′
by ẽ′.

Let â ∈ (0, (a− ã)/2) be a small number, to be chosen later. Let δ0(t̂) denote

the Dirac δ function at 0 in the t̂ variable. By Lemma 2.3, δ0(t̂) ∈ K0(q̂, d̂, â).

Take η̂(t̂) ∈ C∞
0 (BN̂ (â)) and {ς̂ĵ : ĵ ∈ Nν̂} ⊂ S (RN̂ ) a bounded set with ς̂ĵ ∈

S{μ:ĵμ �=0} and

δ0(t̂) = η̂(t̂)
∑
ĵ∈Nν̂

ς̂
(2ĵ)

ĵ
(t̂),

where ς̂
(2ĵ)

ĵ
is defined by the dilations d̂, via (2.2).

For j = (ĵ, j̃) ∈ Nν̂ × Nν̃ , let ςj(t̂, t̃) := ς̂ĵ(t̂)ς̃j̃(t̃). Note that ς
(2j)
j (t̂, t̃) =

ς̂
(2ĵ)

ĵ
(t̂)ς̃

(2j̃)

j̃
(t̃), where ς

(2j)
j is defined via the ν-parameter dilations on ẽ′ on RÑ

′
.

Thus, we have

δ0(t̂)⊗ K̃(t̃) = η̂(t̂)η̃(t̃)
∑
j∈Nν

ς
(2j)
j (t̂, t̃).

Because ςj ∈ S{μ:jμ �=0}, we see K(t̂, t̃) := δ0(t̂)⊗ K̃(t̃) ∈ K(0,δ̃)(Ñ
′, ẽ′, a).

Let (γ̃, ẽ, Ñ ,Ω,Ω′′′) correspond to the vector field parameterization (W̃ , ẽ, Ñ ,Ω′′),
where Ω′ � Ω′′ � Ω′′′. Define a new vector field parameterization:

W (t̂, t̃, x) := W̃ (t̃, x) +

q̂∑
l=1

t̂l X̂l.

Let (γ̃′, ẽ′, Ñ ′) denote the parameterization corresponding to (W, ẽ′, Ñ ′). Because
γ̃′
0,t̃
(x) = γ̃t̃(x), standard existence theorems from ODEs show that γ̃′

t̂,t̃
(x) is de-

fined for |t̂| < â, |t̃| < ã, provided â is chosen sufficiently small. Note that if we

define S ⊂ Γ(TΩ) × dν in terms of (W, ẽ, Ñ ′) by (4.3), then S is exactly given

by (6.3). It follows from the assumptions that (γ̃′, ẽ′, Ñ ′) is finitely generated in
Case I (linearly finitely generated in Case II) by F on Ω′.

Finally, we have

Tf(x) = ψ1(x)

∫
f(γ̃t̃(x))ψ2(γ̃t̃(x))κ(t̃, x) K̃(t̃) dt̃

= ψ1(x)

∫
f(γ̃′

t̂,t̃
(x))ψ2(γ̃

′
t̂,t̃
(x))κ(t̃, x)K(t̂, t̃) dt̂ dt̃.

This shows that T is a fractional radon transform of order (0ν̂ , δ̃) ∈ Rν correspond-

ing to (γ̃′, ẽ′, Ñ ′) on BÑ
′
(a), which competes the proof. �
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15. Optimality

In this section we present results concerning optimality. We focus on the single-
parameter case, and in fact discuss only the optimality of the result in Corol-
lary 6.13 (and as a special case we obtain the optimality of Corollary 6.17).35 Fix
open sets Ω′ � Ω′′ � Ω′′′ � Ω ⊆ Rn.

Definition 15.1. Let (X, d) = {(X1, d1), . . . , (Xq, dq)} ⊂ Γ(TΩ) × (0,∞) be a
finite set and let λ > 0. Suppose Š ⊂ Γ(TΩ) × (0,∞). We say F sharply λ-
controls Š on Ω′ if F λ-controls Š on Ω′ and there exists a set Ω0 � Ω′, τ0 > 0
such that for all 0 < τ1 ≤ τ0 the following holds. There exists (X̌, ď) ∈ Š, m ∈ N,
and a sequence δk ∈ (0, 1] with δk → 0 such that for each x ∈ Ω0 we have 36

(15.1) δλďk X̌ =

q∑
j=1

δ
dj
k ckx,jXj on B(X,d) (x, τ1δk)

and such that

lim inf
k→∞

sup
x∈Ω0

inf
∑

|α|≤m

q∑
j=1

∥∥(δkX)αckx,j
∥∥
C0

(
B(X,d)(x,τ1δk)

) > 0.

Here, δkX = (δd1X1, . . . , δ
dqXq) and the infimum is taken over all representations

of the form (15.1).

Definition 15.2. Let S ⊆ Γ(TΩ) × (0,∞) and let λ > 0 such that S is finitely
generated by some F ⊂ Γ(TΩ) × (0,∞) on Ω′, and let λ > 0. Suppose Š ⊂
Γ(TΩ) × (0,∞). We say S sharply λ-controls Š on Ω′ if F sharply λ-controls Š
on Ω′.

Remark 15.3. Note that Definition 15.2 is independent of the choice of F .

Remark 15.4. It follows immediately from the definitions that if Š and Š ′ are
equivalent on Ω′, then S sharply λ-controls Š on Ω′ if and only if S sharply λ-
controls Š ′ on Ω′.

We now present the main theorem of the section.

Theorem 15.5. Suppose (γ̃, ẽ, Ñ ,Ω,Ω′′′) and (γ̂, ê, N̂ ,Ω,Ω′′′) are parameteriza-

tions with single-parameter dilations ẽ and ê, and let (W̃ , ẽ, Ñ) and (Ŵ , ê, N̂) be

the corresponding vector field parameterizations. Expand W̃ (t̃) and Ŵ (t̂) as Taylor
series in the t̃ and t̂ variables:

W̃ (t̃) ∼
∑
|α̃|>0

t̃α̃X̃α̃, Ŵ (t̂) ∼
∑
|α̂|>0

t̂α̂X̂α̂.

35The methods here apply in some cases to the multi-parameter situation, but we were unable
to formulate a short statement of a general result in the multi-parameter case. We have therefore
presented the single-parameter case, and leave any generalizations to the interested reader.

36It is always possible to write δλďk X̌ as in (15.1) because F λ-controls Š on Ω′.
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We suppose both {X̃α̃ : |α̃| > 0} and {X̂α̂ : |α̂| > 0} satisfy Hörmander’s condition

on Ω′′.37 Then, by Corollary 4.29, (γ̃, ẽ, Ñ) and (γ̂, ê, N̂) are finitely generated by

some F̃ ⊂ Γ(TΩ) × (0,∞) and F̂ ⊂ Γ(TΩ) × (0,∞) on Ω′, respectively. There
exists a > 0 such that the following holds.

a) Suppose F̃ sharply λ-controls F̂ on Ω′, for some λ > 0. Then, for 1 <

p < ∞, there exists ε = ε(p, (γ̃, ẽ, Ñ), (γ̂, ê, N̂), λ) > 0 such that for all δ̂ ∈ [0, ε),

δ ∈ (−ε, ε), and every fractional Radon transform T of order −λδ̂ corresponding

to (γ̃, ẽ, Ñ) on BÑ (a),

(15.2) ‖Tf‖NLp
δ ((γ̂,ê,N̂)) � ‖f‖NLp

δ−δ̂
((γ̂,ê,N̂)) , f ∈ C∞

0 (Ω′).

Furthermore, this is optimal in the sense that there do not exist p ∈ (1,∞), r > 0,

δ̂ ∈ [0, ε),38 δ ∈ (−ε, ε) such that for every fractional Radon transform T of order

−λδ̂ corresponding to (γ̃, ẽ, Ñ) on BÑ (a) we have

(15.3) ‖Tf‖NLp
δ+r((γ̂,ê,N̂)) � ‖f‖NLp

δ−δ̂
((γ̂,ê,N̂)) , f ∈ C∞

0 (Ω′).

b) Suppose F̂ sharply λ-controls F̃ on Ω′, for some λ > 0. Then, for 1 <

p < ∞, there exists ε = ε(p, (γ̃, ẽ, Ñ), (γ̂, ê, N̂), λ) > 0 such that for all δ̃ ∈ [0, ε),
δ ∈ (−ε, ε), and every fractional Radon transform T of order δ̃ corresponding to

(γ̃, ẽ, Ñ) on BÑ (a),

(15.4) ‖Tf‖NLp
δ ((γ̂,ê,N̂)) � ‖f‖NLp

δ+λδ̃
((γ̂,ê,N̂)) , f ∈ C∞

0 (Ω′).

Furthermore, this is optimal in the sense that there do not exist p ∈ (1,∞), r > 0,
δ̃ ∈ [0, ε), δ ∈ (−ε, ε) such that for every fractional Radon transform T of order δ̃

corresponding to (γ̃, ẽ, Ñ) on BÑ (a) we have

(15.5) ‖Tf‖NLp
δ+r((γ̂,ê,N̂)) � ‖f‖NLp

δ+λδ̃
((γ̂,ê,N̂)) , f ∈ C∞

0 (Ω′).

Before we prove Theorem 15.5 we need to further study the notion of sharp
λ-control. Suppose S ⊂ Γ(TΩ) × (0,∞) is such that L(S) is finitely generated
by F = {(X1, d1), . . . , (Xq, dq)} ⊂ Γ(TΩ) × (0,∞) on Ω′. We also assume that
for all x ∈ Ω′, dim span

{
X(x) : ∃d, (X, d) ∈ L(S)

}
= n. By Lemma 3.22, F

satisfies D(Ω′). By Proposition 8.12, the vector fields Zδ := {δdX : (X, d) ∈ F}
satisfy the conditions of Theorem 8.1, uniformly for δ ∈ [0, 1], x0 ∈ Ω′. Thus
Theorem 8.1 applies to give η > 0 and a map Φx0,δ : Bn(η) → BZδ

(x0, ξ2) (for
x0 ∈ Ω′, δ ∈ [0, 1]) satisfying the conclusions of that theorem (uniformly in x0
and δ) with Z replaced by Zδ. The next lemma helps to elucidate the notion of
sharp λ-control in this setting.

37I.e., we are assuming that γ̃ and γ̂ satisfy the curvature condition from [6].
38Recall, ε depends on p ∈ (1,∞).
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Lemma 15.6. Let S be as above so that we have the maps Φx0,δ for x0 ∈ Ω′,
δ ∈ [0, 1]. Let Š ⊂ Γ(TΩ) × (0,∞) and suppose L(S) sharply λ-controls L(Š)
on Ω′. Fix η0 > 0. Then, there exists Ω0 � Ω′ and sequences xk ∈ Ω0, δk ∈ [0, 1]
with δk → 0, and vector fields with formal degrees (X̌0, ď0) ∈ Š, (X0, d0) ∈ S, such
that the following holds. Let Y̌k be the pullback of δλď0k X̌0 via Φxk,δk to Bn(η) and

let Y k be the pullback of δd0k X0 via Φxk,δk to Bn(η). Then Y̌k and Y k converge in
C∞(Bn(η)), Y̌k → Y̌∞ and Y k → Y∞. Furthermore, there is a nonempty open set
U ⊆ Bn(η0) such that for all u ∈ U , Y∞(u) �= 0 and Y̌∞(u) �= 0.

Proof. Pick τ1 > 0 so small BF(x, τ1δ) ⊂ Φx,δ(B
n(η0)) for x ∈ Ω′, δ ∈ [0, 1]. Let

Ω0 � Ω′, δk ∈ [0, 1], xk ∈ Ω0, m ∈ N, and (X̌, ď) ∈ L(Š) be as in the definition

of sharp λ-control, with this choice of τ1. Let Y̌ ′
k be the pullback of δλďk X̌ via

Φxk,δk to Bn(η). Because (X, d) λ-controls Š on Ω′, it follows from (8.4) and (8.5)
that
∥∥Y̌ ′

k

∥∥
CL(Bn(η2))

� 1, for every L ∈ N with implicit constant depending on L.

By the definition of sharp λ-control and Proposition 8.2 and Remark 8.3, we have
that
∥∥Y̌ ′

k

∥∥
Cm(Bn(η0))

� 1. Replacing δk and xk with a subsequence shows that

Y̌ ′
k → Y̌ ′

∞ in C∞ with Y̌ ′
∞ not the zero vector field on Bn(η0). For (X̌, ď) ∈ L(Š),

X̌ can be written as an iterated commutator of vector fields X̌1, . . . , X̌r, where
(X̌1, ď1), . . . , (X̌r, ďr) ∈ Š with ď1 + · · · + ďr = ď. Thus, if Y̌k,s is the pullback

of δλďsk X̌s via Φxk,δk to Bn(η), we have that Y̌ ′
k can be written as an iterated

commutator of Y̌k,1, . . . , Y̌k,r. Because Y̌ ′
k → Y̌ ′∞ where Y̌ ′∞ is not the zero vector

field, and because Y̌k,1, . . . , Y̌k,r are uniformly in C∞ (Proposition 8.2) we must
that that Y̌k,s does not tend to the zero vector field on Bn(η0) in C

∞ for some s.
Moving to a subsequence, we see Y̌k,s → Y̌∞,s in C∞, where Y̌∞,s is not the
zero vector field on Bn(η0). Because Y̌∞,s is smooth, there is a nonempty open
set U ⊆ Bn(η0) on which Y̌∞,s is nonzero. This completes the proof for Š with
(X̌0, ď0) = (X̌s, ďs) ∈ Š.

Fix u0 ∈ Bn(η0) so that Y̌∞,s(u0) �= 0. Let Y k,1, . . . , Y k,q be the pullbacks of

δd1X1, . . . , δ
dqXq via Φxk,δk to Bn(η). Combining (8.4) and (8.5), we see that if

we move to a subsequence, there exists l ∈ {1, . . . , q} such that Y k,l → Y∞,l in C
∞

with Y∞,l(u0) �= 0. Because (X l, d0) ∈ L(S), X can be written as an iterated com-
mutator of vector fields X l,1, . . . , X l,r, where (Xl,1, dl,1), . . . , (Xl,r, dl,r) ∈ S with

dl,1 + · · ·+ dl,r = dl. Thus, if Y k,l,s is the pullback of δdsk X l,s via Φxk,δk to Bn(η),
we have that Y k,l can be written as an iterated commutator of Y k,l,1, . . . , Y k,l,r.
Because Y k,l → Y∞,l where Y∞,l(u0) �= 0, and because Y k,l,1, . . . , Y k,l,r are uni-
formly in C∞ (Proposition 8.2) we must that there exists an s such that that
Y k,l,s(u0) does not tend to the zero for some s. By moving to a subsequence,
we have Y k,l,s converges in C∞ to some vector field Y∞,l,s with Y∞,l,s(u0) �= 0.
We take (X0, d0) = (X l,s, dl,s). Because both Y∞,l,s(u0) �= 0 and Y̌∞,s(u0) �= 0,
and both vector fields are smooth, they are both nonzero on some open set. This
completes the proof. �

Remark 15.7. The same proof as in Lemma 15.6 can be used to show various
facts about sharp control. For instance, it can be used to show the following.
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• Let S ⊂ Γ(TΩ) × (0,∞) be such that L(S) is finitely generated on Ω′. Let
Š ⊂ Γ(TΩ)× (0,∞). Then L(S) sharply λ-controls L(Š) on Ω′ if and only if L(S)
sharply λ-controls Š on Ω′.

Now suppose we have two parameterizations with single parameter dilations
(γ, e,N,Ω,Ω′′′) and (γ̌, ě, Ň ,Ω,Ω′′′). We suppose (γ, e,N) is finitely generated
by F on Ω′ and (γ̌, ě, Ň) is finitely generated by F̌ on Ω′. Finally, we suppose F
sharply λ-controls F̌ on Ω′, for some λ > 0.

As before, Lemma 3.22 shows F satisfies D(Ω′) and Proposition 8.12 shows

the vector fields Zδ :=
{
δdX : (X, d) ∈ F

}
satisfy the conditions of Theorem 8.1,

uniformly for δ ∈ [0, 1], x0 ∈ Ω′. Theorem 8.1 applies to give η > 0 and a map
Φx0,δ : Bn(η) → BZδ

(x0, ξ2) (for x0 ∈ Ω′, δ ∈ [0, 1]) satisfying the conclusions of
that theorem (uniformly in x0 and δ) with Z replaced by Zδ. For each x ∈ Ω′ and
δ ∈ [0, 1] define

θ
x,δ

t (u) := Φ−1
x,δ ◦ γδt ◦Φx,δ(u), θ̌x,δ

ť
(u) := Φ−1

x,δ ◦ γ̌δλ ť ◦ Φx,δ(u),

where δt is defined by the single-parameter dilations e and δλ ť is defined by the
single-parameter dilations ě.

Lemma 15.8. Under the above hypotheses, there exists Ω0 � Ω′, η0 > 0, a > 0,
and sequences xk ∈ Ω0 and δk ∈ (0, 1] with δk → 0 such that the following holds.

For x ∈ Ω′, δ ∈ (0, 1], θ
x,δ

t (u) ∈ C∞(BN (a) × Bn(η0)
)
(where t ∈ BN (a), u ∈

Bn(η0)) and θ̌
x,δ
ť

(u) ∈ C∞(BŇ (a)×Bn(η0)
)
(where ť ∈ BŇ (a), u ∈ Bn(η0)). Also

θ
xk,δk → θ

∞
in C∞(BN (a)×Bn(η0)

)
and θ̌xk,δk → θ̌∞ in C∞(BŇ (a)×Bn(η0)

)
,

and there exists an open set U ⊆ Bn(η) such that for u ∈ U neither θ
∞
t (u) nor

θ̌∞̌
t
(u) are constant in t or ť, respectively, on any neighborhood of 0 in the t or ť

variable, respectively.

Proof. That {θ̌x,δ : x ∈ Ω′, δ ∈ [0, 1]} ⊂ C∞(BŇ (a) × Bn(η0)
)
and {θx,δ : x ∈

Ω′, δ ∈ [0, 1]} ⊂ C∞(BN (a)×Bn(η0)
)
are bounded sets (for some η0 > 0) follows

from Proposition 8.6. Let (W, e,N) and (W̌ , ě, Ň) be the vector field parameteri-
zations corresponding to the parameterizations (γ, e,N) and (γ̌, ě, Ň), respectively.
We expand W (t) and W̌ (ť) into Taylor series:

W (t) ∼
∑
|α|>0

t
α
Xα, W̌ (ť) ∼

∑
|α̌|>0

ťα̌X̌α.

Define

S := {(Xα, deg(α)) : |α| > 0}, Š := {(X̌α̌, deg(α̌)) : |α̌| > 0},

where deg(α) and deg(α̌) are defined using the single-parameter dilations e and ě,
respectively; see Definition 2.2. Note that, by our assumptions L(S) is finitely
generated by F on Ω′ and L(Š) is finitely generated by F̌ on Ω′. Because F
sharply λ-controls F̌ on Ω′, we have L(S) sharply λ-controls L(Š) on Ω′.
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Define the vector fields, for x ∈ Ω′, δ ∈ [0, 1],

V x,δ(t, u) :=
∂

∂ε

∣∣∣
ε=1

θ
x,δ

εt ◦
(
θ
x,δ

t

)−1
(u), V̌x,δ(ť, u) :=

∂

∂ε

∣∣∣
ε=1

θ̌x,δ
εť

◦
(
θ̌x,δ
ť

)−1
(u),

where εt and εť are defined using standard multiplication, and do not reference the
single parameter dilations e and ě. Note that V x,δ(t) and V̌x,δ(ť) are the pullbacks,
via Φx,δ, of W (δt) and W̌ (δλ ť), respectively; here, δt and δλť are defined using the
single-parameter dilations e and ě, respectively. Expand V x,δ(t) and V̌x,δ(ť) as
Taylor series in the t and ť variables:

V x,δ(t) ∼
∑
|α|>0

t
α
Y
x,δ

α , V̌x,δ(ť) ∼
∑
|α̌|>0

t
α̌
Y̌ x,δα̌ .

Note that Y
x,δ

α and Y̌ x,δα̌ are the pullbacks, via Φx,δ, of δ
deg(α)Xα and δλdeg(α̌)X̌α̌,

respectively.

Now let Ω0 � Ω′, xk ∈ Ω0, and δk → 0 be as in Lemma 15.6. Because {θxk,δk}
and {θ̌xk,δk} are bounded subsets of C∞, as discussed above, by moving to a

subsequence, we have that θ
xk,δk

and θ̌xk,δk converge in C∞. Say, θ
xk,δk → θ

∞

and θ̌xk,δk → θ̌∞. Note that V xk,δk → V∞ and V̌xk,δk → V̌∞, where

V∞(t, u) :=
∂

∂ε

∣∣∣
ε=1

θ
∞
εt ◦ (θ

∞
t )−1(u), V̌∞(ť, u) :=

∂

∂ε

∣∣∣
ε=1

θ̌∞εt ◦ (θ̌∞̌t )−1(u).

By Lemma 15.6, there are multi-indices α and α̌ such that Y
xk,δk
α → Y

∞
α and

Y̌ xk,δk
α̌ → Y̌ ∞̌

α , where there is an open set U ⊂ Bn0(η0) such that Y
∞
α and Y̌ ∞̌

α are
never 0 in U . But Y

∞
α and Y̌∞

α̌ appear as Taylor coefficients of V∞(t) and V̌∞(ť),
respectively. It follows that, for any u ∈ U , θt(u) and θ̌ť(u) are not constant in t
or ť, respectively, on any neighborhood of 0. This completes the proof. �

Lemma 15.9. Let θ
∞

and θ̌∞ be as in Lemma 15.8. Then, for every M ∈ N,

a > 0, there exist ς0 ∈ C∞
0

(
BN (a)

)
, ς̌0 ∈ C∞

0

(
BŇ (a)

)
, multi-indices α ∈ NN ,

α̌ ∈ NŇ with |α| = |α̌| = M , and functions f1, f2 ∈ C∞
0 (Bn(η0)) such that the

following holds. Let ς := ∂α
t
ς0 and ς̌ := ∂α̌

ť
ς̌0 and define

g1(u) :=

∫
f1
(
θ̌∞̌t1 ◦ θ∞t ◦ θ̌∞̌t2 (u)

)
ς̌(ť1) ς(t) ς̌(ť2) dť1 dt dť2,

g2(u) :=

∫
f2
(
θ
∞
t1 ◦ θ̌∞̌t ◦ θ∞t2 (u)

)
ς(t1) ς̌(ť) ς(t2) dt1 dť dt2.

Then, there is an open set U ⊆ Bn(η0) such that g1 and g2 are never zero on U .

Proof. This follows immediately from the conclusion of Lemma 15.8. �

Lemma 15.10. Let M ∈ N. Take Ω0 � Ω′, η0 > 0, xk ∈ Ω0, and δk → 0 as
in Lemma 15.8. Take a > 0 less than or equal to the choice of a in Lemma 15.8.
Take ς, ς̌ as in Lemma 15.9 (with these choices of M and a). Let δk = 2−jk where
jk ∈ [0,∞) so that jk → ∞, and let ψ ∈ C∞

0 (Ω′) equal 1 on a neighborhood of the
closure of Ω0.
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Define

Tjkf(x) := ψ(x)

∫
f(γt(x))ψ(γt(x)) ς

(2jk )(t) dt,

Sλjkf(x) := ψ(x)

∫
f(γ̌ť(x))ψ(γ̌ť(x)) ς̌

(2λjk )(t) dt,

R1
k := SλjkTjkSλjk , R2

k := TjkSλjkTjk .

Then, for 1 ≤ p ≤ ∞,

lim inf
k→∞

∥∥R1
k

∥∥
Lp→Lp > 0, lim inf

k→∞
∥∥R2

k

∥∥
Lp→Lp > 0.

Proof. We begin with the result for R1
k. Suppose lim infk→∞ ‖R1

k‖Lp→Lp = 0.
By moving to a subsequence, we may assume limk→∞ ‖R1

k‖Lp→Lp = 0. Define

Φ#
x,δf(u) := f ◦ Φx,δ(u), and let

Uk := Φ#
xk,δk

R1
k

(
Φ#
xk,δk

)−1
,

where we think of Uk as an operator acting on functions on Bn(η0). By (8.3), we
have

‖Uk‖Lp→Lp �
∥∥R1

k

∥∥
Lp→Lp ,

and therefore limk→∞ ‖Uk‖Lp→Lp = 0. But, we have

lim
k→∞

Ukf(u) =

∫
f
(
θ̌∞̌t1 ◦ θ∞t ◦ θ̌∞̌t2 (u)

)
ς̌(ť1) ς(t) ς̌(ť2) dť1 dt dť2.

By taking f = f1, where f1 is as in Lemma 15.9, we see that limk→∞ Ukf1(u) is
nonzero on a set of positive measure, which contradicts the fact that

lim
k→∞

‖Uk‖Lp→Lp = 0

and completes the proof for R1
k. The same proof works for R2

k, where we use f2
from Lemma 15.9 in place of f1. �

Remark 15.11. Fix δ, δ̌ ∈ R and a > 0. Take M = M(δ, δ̌) ≥ 1 large. Let Tjk
and Sλjk be as in Lemma 15.10, with this choice of M . Write

Tjkf(x) := ψ(x)

∫
f(γt(x))ψ(γt(x)) ς

(2jk )(t) dt,

Sλjkf(x) := ψ(x)

∫
f(γ̌ť(x))ψ(γ̌ť(x)) ς̌

(2λjk )(t) dt,

as in Lemma 15.10. Lemma 7.8 shows that 2δjkTjk is a fractional Radon transform

corresponding to (γ, e,N) on BN (a), and 2δ̌λjkSλjk is a fractional Radon transform

corresponding to (γ̌, ě, Ň) on BŇ (a). Furthermore, this is true uniformly in k.

Indeed, fix η ∈ C∞
0 (BN (a)) and η̌ ∈ C∞

0 (BŇ (a)), with η ≡ 1 on a neighborhood
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of the support of ς and η̌ ≡ 1 on a neighborhood of the support of ς̌ . Lemma 7.8
shows that we may write

2δjk ς(2
j) = 2δjkης(2

j) = η
∑

l≤jk ,l∈N

2kδ ς
(2l)
l,k ,

2δ̌λjk ς̌(2
λjk ) = 2δ̌λjk η̌ς̌(2

λjk ) = η̌
∑

l≤λjk , l∈N

2kδ ς̌
(2l)
l,k ,

where ς l,k ∈ S0(R
N ) and ς̌l,k ∈ S0(R

Ň ) for l > 0 and

{ςl,k : k ∈ N, l ≤ jk, l ∈ N} ⊂ S (RN ), {ς̌l,k : k ∈ N, l ≤ λjk, l ∈ N} ⊂ S (RŇ )

are bounded sets. Because of this, the Baire category theorem implies the following.
If B1 and B2 are function spaces with norms ‖ · ‖B1 and ‖ · ‖B2 , respectively, then
we have:

• If for every fractional Radon transform, T , of order δ corresponding to

(γ, e,N) on BN (a) we have T extends to a bounded operator T : B1 → B2,

then there is a constant C, independent of k, such that ‖2jkδTjk‖B1→B2 ≤ C.

• If for every fractional Radon transform, S, of order δ̌ corresponding to
(γ̌, ě, Ň) on BŇ (a) we have S extends to a bounded operator S : B1 → B2,

then there is a constantC, independent of k, such that ‖2λjk δ̌Sλjk‖B1→B2 ≤ C.

Proof of Theorem 15.5. Because sharp λ-control implies λ-control, (15.2) and (15.4)
follow from Corollary 6.10 (that the conditions of Corollary 6.10 hold in this case
follows from Remark 6.6, Proposition 3.26, and Corollary 4.29).

We now turn to showing that (15.3) cannot hold if a > 0 is chosen sufficiently

small. Suppose (15.3) holds for some choice of p ∈ (1,∞), r > 0, δ̂ ∈ [0, ε),
and δ ∈ (−ε, ε). Because (15.3) for r > 0 implies the result for any smaller r

and by possible shrinking ε, we may assume that r, δ, and δ̂ are as small as
we like in what follows. Fix M large, and apply Lemma 15.10 with (γ, e,N)

replaced by (γ̃, ẽ, Ñ) and (γ̌, ě, Ň) replaced by (γ̂, ê, N̂), with this choice of M , to

obtain Tjk and Sλjk as in that lemma. If M = M(δ, δ̂, r, λ) is chosen sufficiently
large, we see by the discussion in Remark 15.11 that 2(δ+r)λjkSλjk is a fractional

Radon transform of order δ+r corresponding to (γ̂, ê, N̂) on BN̂ (a), 2−(δ−δ̂)λjkSλjk
is a fractional Radon transform of order −(δ − δ̂) corresponding to (γ̂, ê, N̂) on

BN̂ (a), and 2−λδ̂jkTjk is a fractional Radon transform of order −λδ̂ corresponding
to (γ̃, ẽ, Ñ) on BÑ (a). Furthermore, this is all true uniformly in k in the sense
made precise in Remark 15.11.

Applying Theorem 6.2 to 2(δ+r)λjkSλjk and 2−(δ−δ̂)λjkSλjk , (15.3) to 2
−λδ̂jkTjk ,

and using the uniformity discussed in Remark 15.11, for 1 < p <∞ we have,

2rλjk ‖SλjkTjkSλjkf‖Lp =
∥∥(2(δ+r)λjkSλjk)(2−λδ̂jkTjk)(2−(δ−δ̂)λjkSλjk

)
f
∥∥
Lp

�
∥∥(2−λδ̂jkTjk) (2−(δ−δ̂)λjkSλjk

)
f
∥∥
NLp

δ+r((γ̂,ê,N̂))

�
∥∥(2−(δ−δ̂)λjkSλjk

)
f
∥∥
NLp

δ−δ̂
((γ̂,ê,N̂))

� ‖f‖Lp ,
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for f ∈ C∞. We conclude ‖SλjkTjkSλjk‖Lp→Lp � 2−rλjk . Since r, λ > 0 and
since jk → ∞, we have limk→∞ ‖SλjkTjkSλjk‖Lp→Lp = 0. This contradicts the
conclusion of Lemma 15.10, which achieves the contradiction and completes the
proof that (15.3) cannot hold.

We finish the proof by showing that (15.5) cannot hold if a > 0 is chosen suf-
ficiently small. Suppose (15.5) holds for some p ∈ (1,∞), r > 0, δ̃ ∈ [0, ε), and
δ ∈ (−ε, ε). Because (15.5) for r > 0 implies the result for any smaller r and by
possible shrinking ε, we may assume that r, δ, and δ̃ are as small as we like in what
follows. Fix M large, and apply Lemma 15.10 with (γ, e,N) replaced by (γ̂, ê, N̂)

and (γ̌, ě, Ň) replaced by (γ̃, ẽ, Ñ), with this choice of M , to obtain Tjk and Sλjk
as in that lemma. If M = M(δ, δ̃, r, λ) is chosen sufficiently large, we see by the
discussion in Remark 15.11 that 2(δ+r)jkTjk is a fractional Radon transform of or-

der δ+ r corresponding to (γ̂, ê, N̂) on BN̂ (a), 2−(δ+λδ̃)jkTjk is a fractional Radon

transform of order −δ − λδ̃ corresponding to (γ̂, ê, N̂) on BN̂ (a), and 2δ̃λjkSλjk is

a fractional Radon transform of order δ̃ corresponding to (γ̃, ẽ, Ñ) on BÑ (a). Fur-
thermore, this is all true uniformly in k in the sense made precise in Remark 15.11.

Applying Theorem 6.2 to 2(δ+r)jkTjk and 2−(δ+λδ̃)jkTjk , (15.5) to 2δ̃λjkSλjk ,
and using the uniformity discussed in Remark 15.11, for 1 < p <∞ we have

2rjk ‖TjkSλjkTjkf‖Lp =
∥∥(2(δ+r)jkTjk) (2δ̃λjkSλjk) (2−(δ+λδ̃)jkTjk

)
f
∥∥
Lp

�
∥∥(2δ̃λjkSλjk)(2−(δ+λδ̃)jkTjk

)
f
∥∥
NLp

δ+r((γ̂,ê,N̂))
�
∥∥(2−(δ+λδ̃)jkTjk

)
f
∥∥
NLp

δ+λδ̃
(p)

� ‖f‖Lp

for f ∈ C∞. We conclude ‖TjkSλjkTjk‖Lp→Lp � 2−rjk . Since r > 0 and jk →
∞, we see limk→∞ ‖TjkSλjkTjk‖Lp→Lp = 0. This contradicts the conclusion of
Lemma 15.10, which achieves the contradiction and completes the proof. �

Proof of the optimality in Corollary 6.17. In the proof of the bounds in Corol-
lary 6.17 we saw that if Ω′ is chosen to be a sufficiently small neighborhood of x0,
then F̃ λ′2-controls (∂, 1) on Ω′ and (∂, 1) λ′1-controls F̃ on Ω′; where F̃ , λ′2, and λ

′
1

are in the proof of the bounds in Corollary 6.17. It is immediate to verify that,
in fact, F̃ sharply λ′2-controls (∂, 1) on Ω′ and (∂, 1) sharply λ′1-controls F̃ on Ω′.
The optimality now follows from Theorem 15.5. �
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