
Rev. Mat. Iberoam. 34 (2018), no. 3, 1229–1276
doi 10.4171/rmi/1023

c© European Mathematical Society

A new strategy for resolution of singularities

in the monomial case in positive characteristic

Hiraku Kawanoue and Kenji Matsuki

Abstract. According to our approach for resolution of singularities in pos-
itive characteristic (called the idealistic filtration program, IFP for short),
the algorithm is divided into the following two steps:

Step 1. Reduction of the general case to the monomial case.

Step 2. Solution in the monomial case.

While we have established Step 1 in arbitrary dimension, Step 2 be-
comes very subtle and difficult in positive characteristic. This is in clear
contrast to the classical setting in characteristic zero, where the solution in
the monomial case is quite easy. In dimension 3, we provided an invariant,
inspired by the work of Benito–Villamayor, which establishes Step 2. In
this paper, we propose a new strategy to approach Step 2, and provide a
different invariant in dimension 3 based upon this strategy. The new in-
variant increases from time to time (the well-known Moh–Hauser jumping
phenomenon), while it is then shown to eventually decrease. Since the old
invariant strictly decreases after each transformation, this may look like a
step backward rather than forward. However, the construction of the new
invariant is more faithful to the original philosophy of Villamayor, and
we believe that the new strategy has a better fighting chance in higher
dimensions.

1. Introduction

1.1. Reformulation of the problem of resolution of singularities

The problem of resolution of singularities, i.e., the problem of finding, given an
algebraic variety X , a proper birational morphism X

π← X̃ from a nonsingular
variety X̃, is reduced, via the formulation of embedded resolution of singularities,
to the following problem of resolution of singularities of a basic object (cf. [13],
[26], [30]): given a basic object, i.e., the triplet (W, (I, a), E) consisting of a non-
singular variety called the ambient space W over a base field k, the pair (I, a) of
Mathematics Subject Classification (2010): 14E15.
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a (nonzero) coherent sheaf of ideals I ⊂ OW and a positive integer a ∈ Z>0, and
a simple normal crossing divisor E on W , construct a sequence of transformations

(W, (I, a), E) = (W0, (I0, a), E0)←− · · ·
(Wi, (Ii, a), Ei)

πi+1←− (Wi+1, (Ii+1, a), Ei+1) · · · ←− (Wl, (Il, a), El)

such that Sing(Il, a) = ∅. Note that the singular locus of the pair of a sheaf of
ideals and a positive integer is defined to be Sing(I, a) := {P ∈W | ordP (I) ≥ a},
where ordP (I) = sup {n ∈ Z≥0 | IP ⊂ mn

P }. For the precise definition of a trans-
formation πi+1, we refer the reader to [13], [26], [30].

1.2. Solution in characteristic zero

In characteristic zero char(k) = 0, the above problem is solved as follows: in year i
of the resolution sequence, we compute the long chain of invariants, defined as a
function on Sing(Ii, a), consisting of the units of the form (dim,w-ord, s),

(invclassic)i =(dimH0
i ,w-ord

0
i , s

0
i )(dimH1

i ,w-ord
1
i , s

1
i ) · · ·

(dimHj
i ,w-ord

j
i , s

j
i ) · · · (dimHm−1

i ,w-ordm−1
i , sm−1

i ){
(dimHm

i ,w-ord
m
i =∞) or

(dimHm
i ,w-ord

m
i = 0,Γ).

Note that, while the subscript “i” refers to the year proceeding vertically in the
resolution sequence, the superscript “j” refers to the stage in a fixed year proceed-
ing horizontally. Note also that there is no third factor “s” in the last unit. Along
with the computation of the long chain of invariants, we simultaneously construct
the consecutive modifications

(H0
i , (J 0

i , b
0
i ), F

0
i ), . . . , (H

j
i , (J j

i , b
j
i ), F

j
i ), . . . , (H

m
i , (Jm

i , bmi ), Fm
i ),

where the Hj
i ’s are the so-called hypersurfaces of maximal contact, starting with

H0
i = Wi. The existence of the hypersurface of maximal contact allows us to

introduce the inductive structure by dimension to compute the long chain of in-
variants, leading to the solution in characteristic zero. We choose the center Ci of
blow up for the transformation πi+1 to be the maximum locus of the long chain
of invariants (invclassic)i. Depending upon the form of the last unit (at a point on
the center), this choice of the center has the following local description.

(i) The ∞ case, i.e., when the last unit is of the form (dimHm
i ,w-ord

m
i =∞).

In this case, the center Ci is actually the last hypersurface of maximal con-
tact, i.e., Ci = Hm

i . After the transformation, the long chain of invariants
strictly decreases, i.e., (invclassic)i > (invclassic)i+1.

(ii) the monomial case, that is, when the last unit is of the form (dimHm
i ,w-ord

m
i

= 0,Γ). In this case, what we have to do is to construct the resolution
sequence for the basic object (Hm

i , (Jm
i , bmi ), Fm

i ), which is in the mono-
mial case. As the name indicates, the ideal Jm

i on the last hypersurface of
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maximal contact Hm
i is generated by a monomial of the defining ideals of

the components of the boundary divisor Fm
i . We compute the invariant Γ

associated to the monomial. The center Ci is the maximum locus of the
invariant Γ (on Hm

i ), which is the intersection of some components of Fm
i .

After the transformation, the long chain of invariants strictly decreases, i.e.,
(invclassic)i > (invclassic)i+1.

Since the long chain of invariants cannot decrease infinitely many times, this
process must come to an end after finitely many years, achieving resolution of
singularities for the given basic object (W, (I, a), E) in characteristic zero.

1.3. A further reformulation in the framework of the IFP

The problem of resolution of singularities of a basic object is further reformulated
into the problem of resolution of singularities of an idealistic filtration according
to the IFP (see [23], [24], [25], [26] for the detail): given a triplet (W,R, E), where
the pair (I, a) in a basic object (W, (I, a), E) in the classical setting is replaced by
an idealistic filtration R, construct a sequence of transformations

(W,R, E) =(W0,R0, E0)←− · · ·
(Wi,Ri, Ei)

πi+1←− (Wi+1,Ri+1, Ei+1) · · · ←− (Wl,Rl, El)

such that Sing(Rl) = ∅. Note that an idealistic filtration (of i.f.g. type) is a
finitely generated gradedOW -algebraR =

⊕
n∈Z≥0

(In, n), satisfying the condition
OW = I0 ⊃ I1 ⊃ I2 · · · ⊃ In ⊃ · · · , where “n” in the second factor specifies the
“level” of the ideal In in the first factor, and that the singular locus of an idealistic
filtration is defined to be Sing(R) := {P ∈W | ordP (In) ≥ n, ∀n ∈ Z≥0}. For the
precise definition of a transformation πi+1, we refer the reader to [26].

We remark that the problem of resolution of singularities of a basic object
(W, (I, a), E) is reduced to the problem of resolution of singularities of an idealistic
filtration (W,R, E) if we set R =

⊕
n∈Z≥0

(I�n
a �, n).

We also remark that what we actually discuss in this paper is the following local
version of the above problem (as we discussed only the local version in our previous
paper [26]): starting from a closed point P ∈ Sing(R) ⊂W and its neighborhood,
we have a sequence of closed points and their neighborhoods

P ∈ Sing(R) ⊂W
‖

P0 ∈ Sing(R0) ⊂W0 ←− P1 ∈ Sing(R1) ⊂W1 ←− · · · ←− Pi ∈ Sing(Ri) ⊂Wi

in the resolution sequence. After we choose the center Pi ∈ Ci ⊂ Sing(Ri) ⊂ Wi

and take the corresponding transformation Wi
πi+1←− Wi+1 to extend the resolution

sequence, the “devil” tries to choose a closed point Pi+1 ∈ π−1
i (Pi) ∩ Sing(Ri+1)

⊂ Wi. If π−1
i (Pi) ∩ Sing(Ri+1) = ∅, then the devil cannot choose a closed point

and he loses the game. If π−1
i (Pi) ∩ Sing(Ri+1) �= ∅, then the devil chooses a

closed point Pi+1 ∈ π−1
i (Pi) ∩ Sing(Ri+1) ⊂ Wi and the game continues. Our
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task is to provide a prescription on how to choose the center each year so that, no
matter how the devil makes his choice, he will end up losing. That is to say, the
prescription should guarantee that we ultimately reach year i = l− 1 so that, with
the choice of the center Cl−1, we have π

−1
l (Pl−1)∩Sing(Rl) = ∅ after the blow up.

1.4. Our approach in positive characteristic

In positive characteristic char(k) = p > 0, our approach tries to provide a solution
to the above problem as follows (note that our approach is also valid in character-
istic zero, where it is indeed complete yielding a slightly different algorithm from
the classical one discussed in 1.2): in year i of the resolution sequence (locally
constructed as described in the local version of the problem), we compute the long
chain of invariants at the closed point Pi ∈ Sing(Ri) ⊂Wi, consisting of the units
of the form (σ, μ̃, s):

(invnew)i =(σ0
i , μ̃

0
i , s

0
i )(σ

1
i , μ̃

1
i , s

1
i ) · · · (σj

i , μ̃
j
i , s

j
i ) · · · (σm−1

i , μ̃m−1
i , sm−1

i )

(σm
i , μ̃

m
i , s

m
i ) =

{
(σm

i , μ̃
m
i =∞, 0) or

(σm
i , μ̃

m
i = 0, 0).

Note that there is the third factor smi = 0 in the last unit, in contrast to the
classical long chain of invariants (invclassic)i. Along with the computation of the
long chain of invariants, we simultaneously construct the consecutive modifications

(W 0
i ,R0

i , E
0
i ), (W

1
i ,R1

i , E
1
i ), . . . , (W

j
i ,Rj

i , E
j
i ), . . . , (W

m
i ,Rm

i , E
m
i ),

where actually all the ambient spaces remain the same, i.e., we have

Wi =W 0
i =W 1

i = · · · =W j
i =W j+1

i = · · · =Wm−1
i =Wm

i .

In positive characteristic, the hypersurface of maximal contact does not exist in
general, and hence we have no apparent inductive structure by dimension. Instead
we introduce the notion of the leading generator system (called LGS for short)
with the inductive structure by invariant σ to compute the long chain of invariants,
which should lead to the solution in positive characteristic (see Remark 1.1).

Depending upon the form of the last unit, there are two cases to consider.

(i) The∞ case, i.e., when the last unit is of the form (σm
i , μ̃

m
i =∞, 0). In this

case, we take the center Ci to be the singular locus of the last modified
idealistic filtration Rm

i , i.e., Ci = Sing(Rm
i ). After the transformation,

the long chain of invariants strictly decreases, i.e., (invnew)i > (invnew)i+1.
The analysis of this case is complete.

(ii) The monomial case, i.e., when the last unit is of the form (σm
i , μ̃

m
i = 0, 0).

In this case, what we have to do is to construct the resolution sequence for
the last modification (Wm

i ,Rm
i , E

m
i ), which is in the monomial case in our

setting. Roughly speaking, the idealistic filtration Rm
i in the monomial

case is generated by the elements of an LGS (cf. 1.5 below) and a monomial,
at a certain level, of the defining ideals of the components of the boundary
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divisor Em
i . Unlike the monomial case in the classical setting, however, we

cannot determine the center Ci simply by looking at the monomial. The
analysis of the monomial case in our setting in positive characteristic is
subtle and difficult. How to choose the center of blow up and how to detect
effectively what is improved after each transformation in the monomial
case is the central issue of this paper. Once the resolution sequence for
(Wm

i ,Rm
i , E

m
i ) is complete (or in the middle of the process of constructing

the resolution sequence), the long chain of invariants strictly decreases, i.e.,
(invnew)i > (invnew)i′ for some i′ > i.

Since the long chain of invariants cannot decrease infinitely many times, this
process must come to an end after finitely many years, and should achieve resolu-
tion of singularities for the given triplet (W,R, E) in positive characteristic.

The remaining task in order for us to complete our approach is to establish
resolution of singularities in the monomial case.

Remark 1.1. We should emphasize that the notion of LGS already appears in
the paper [14] by Giraud, who also studies its behavior under “permissible” blow
ups. Moreover, his setting is more general than ours, where we always assume that
the base field is algebraically closed (even though our algorithm works over any
perfect field, since it is invariant under group action and by the argument of Galois
descent). Therefore, as one of the referees suggests, it is a natural project to see,
using Giraud’s analysis and method, how we can weaken our assumption on the
base field in the IFP. However, this project would require a careful and thorough
re-examination of the entire argument in our previous papers [23], [25], [26], which
goes way beyond the limited scope of this paper to analyze the Moh–Hauser jump-
ing phenomenon and show the eventual decrease of our invariants in the monomial
case in dimension 3. Hence we will carry out the project and publish the re-
sults elsewhere. We should note that Hironaka also uses the notion of LGS in his
papers [20], [21], [22] under the name “edge generators”. However, the way we
construct the long chain of invariants is different from his. Hironaka applies the
process of “cleaning” (cf. Proposition 4.3 and [26]) everywhere in his algorithm,
while we only apply it in the monomial case.

1.5. Strategy in the monomial case

Here we outline the strategy to establish resolution of singularities for the triplet
(W,R, E) in the monomial case. (Strictly speaking, the triplet in the monomial
case only appears as the last modification (Wm

i ,Rm
i , E

m
i ) in the process of com-

puting the long chain of invariants as described in 1.4. But we suppress the sub-
script “i” and the superscript “m” for the sake of simplicity.)

The strategy is divided into the following five steps:

Five steps of the strategy in the monomial case.

(1) Description of the precise setting for the monomial case.

(2) Inductive scheme in terms of the invariant τ .
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(3) Analysis of the tight monomial case (when τ = 1, in arbitrary dimension).

(4) Introduction of the new invariant and study of its behavior under trans-
formations (τ = 1, in dimension 3).

(5) Analysis of the jumping phenomenon and eventual decrease (τ = 1, in
dimension 3).

Now we explain each step of the above strategy more in detail.

(1) Setting. In Section 2, we give the precise description of the setting of the
monomial case. Note that we discuss only the local version of the problem, and
hence that our analysis is carried out locally in a neighborhood of a closed point
P ∈ Sing(R) ⊂W . The global version will be discussed elsewhere.

(2) Invariant τ . The first invariant we compute is the invariant τ , which is
just the number of the elements in the LGS. We explain the inductive scheme in
terms of the invariant τ , which reduces our analysis to the case τ = 1, i.e., to the
case where there is only one element in the LGS. This confirms the folklore, in our
setting, that the essential case to consider in the resolution problem is the case of
a hypersurface singularity, i.e., a singularity defined by one equation.

After this point, we concentrate ourselves on the case where τ = 1.
Our idealistic filtration R is, roughly speaking, generated by the LGS H =

{(h, pe)} consisting of a unique element, and a monomial (M,a) at level “a”. Via
the Weierstrass preparation theorem, the element h is in the following form with
respect to a regular system of parameters (x1, x2, . . . , xd)

h = xp
e

1 + a1x
pe−1
1 + · · ·+ ape−1x1 + ape

with ai ∈ k[[x2, . . . , xd]] and ordP (ai) > i for i = 1, . . . , pe − 1, pe. The central
issue turns out to be how to control the last coefficient ape , as the other coefficients
ai (i = 1, . . . , pe − 1) are well-controlled (See 4.1 for the precise meaning.).

Cleaning. For the purpose of controlling ape , we look at its order ordP (ape).
However, this number depends on the choice of a regular system of parameters. For
example, if the initial form In(ape) is a pe-th power, we may replace the original
x1 with x1+{In(ape)}1/pe

and the order increases. The process of eliminating this
ambiguity and making the order well-defined is called cleaning.

Invariant H: After cleaning and taking the information on the monomial also
into consideration, we define the invariant H (after Hironaka)

H(P ) := min {ordP (ape)/pe, ordP (Musual)} .

(3) Tight monomial case. Using the invariant H, we can also define the
tight monomial Mtight. In general, we have H(P ) ≥ ordP (Mtight). When the
equality H(P ) = ordP (Mtight) holds, we say that we are in the tight monomial
case, following the terminology initiated by Villamayor. We show in Section 4
that, if we are in the tight monomial case, then we can easily accomplish resolution
of singularities by computing the invariant Γtight and by following the classical
procedure.
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Villamayor’s philosophy

The strategy for resolution of singularities can therefore be summarized sym-
bolically as follows:

general case → monomial case → monomial case with τ = 1
→ tight monomial case (with τ = 1) → finish.

The above argument establishes all the procedures except for the third arrow.
The final remaining task, therefore, is to establish the procedure for the third

arrow. That is to say, we have to establish the procedure to reach the tight
monomial case, after reaching the monomial case with τ = 1.

(4) The new invariant invMON,♠. In order to accomplish the final task, we
introduce the new invariant invMON,♠, which should measure how far we are from
the tight monomial case. A more naive version, the invariant invMON,♥(P ), is
defined to be invMON,♥(P ) = H(P )− ordP (Mtight), which is only natural when we
consider the definitions of the invariant H and the tight monomial case. We are
in the tight monomial case if and only if invMON,♥(P ) = 0. Our new invariant
invMON,♠(P ) incorporates the information extracted from the Newton polygon
associated to the last coefficient ape . It is more sensitive to and indicative of
what is improved under some transformations than the naive version invMON,♥.
Therefore, it is better suited for the purpose of showing the termination of the
algorithm effectively.

Our ultimate goal is to bring this new invariant down to zero, where our algo-
rithm terminates and we are in the tight monomial case. (We have the inequality
invMON,♠(P ) ≥ invMON,♥(P ) ≥ 0 in general, and hence invMON,♠(P ) = 0 implies
invMON,♥(P ) = 0.)

In dimension 3, we prescribe an algorithm to reach the tight monomial case,
by analyzing the singular locus of the idealistic filtration.

Our expectation is that the new invariant invMON,♠ strictly decreases under
each transformation prescribed by the algorithm, and hence that it effectively
shows the termination of the algorithm. When we actually analyze the behavior of
the invariant invMON,♠ in Section 5, we find that this expectation is met in most
of the cases. However, as our study in Section 6 shows, the invariant invMON,♠
strictly increases from time to time in some special cases! That is to say, we
rediscover the famous “Moh–Hauser jumping phenomenon” in our setting.

(5) Moh–Hauser jumping phenomenon and eventual secrease. In Sec-
tion 6, we analyze the “Moh–Hauser jumping phenomenon” more in detail. As a
consequence of this analysis, we show that, when the invariant invMON,♠ strictly
increases, it eventually decreases after some more transformations to a value lower
than the original one. This eventual decrease is enough to guarantee that our al-
gorithm terminates after finitely many times. Our argument is an extension of the
one given by Moh and Hauser, but it seems to be new in the sense that we remove
the restriction on the power of the leading term of the monic polynomial h used
by Hauser, and we carry out the entire argument in the monomial case to show
the eventual decrease, which can be considered as the “Moh’s stability theorem”
in our setting.
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In the last Section 7 of our paper, we make a brief comparison of the new
invariant invMON,♠ with the old one invMON in our previous paper [26]. We also
mention why we think that the new invariant invMON,♠ has a better fighting chance
in higher dimensions than the previous one invMON.

This finishes the description of the outline of our paper.

1.6. Assumption on the base field

In this paper, we always assume that the base filed k is an algebraically closed field
of characteristic zero char(k) = 0 or of positive characteristic char(k) = p > 0 for
simplicity, even though our algorithm can be shown to be valid over any perfect field
by its functoriality (i.e., the invariance under the pull-back by smooth morphisms),
which implies the invariance under group action, and by the argument of Galois
descent.

Acknowledgement. We learned “the philosophy of Villamayor” through his
papers with A. Benito and A. Bravo, and through the numerous discussions with
them and S. Encinas during our stays in Madrid. It is needless to say that, to
Moh and Hauser, we owe most of the ideas used in our analysis of the jumping
phenomenon and eventual decrease.1 We thank O. Villamayor, T.T. Moh, and
H. Hauser for their teaching and encouragement both at the professional level and
personal one. The first author thanks S. Perlega for the intensive discussions on the
subject of the jumping phenomenon and eventual decrease during his stay at the
Erwin Schrödinger Institute in the winter of 2012. The main body of this work was
done while the second author was staying at Research Institute for Mathematical
Sciences at Kyoto University in the summers of 2014 and 2015. We would like to
express our deepest gratitude to S. Mori and S. Mukai for their warm hospitality
and consistent support as well as the mathematical vision that has been the guiding
light for us. We would like to thank S. Helmke and N. Nakayama for their critical
advice through long hours of conversations in the seminar. It is the encouragement
of M. Kashiwara that has kept us going with our project over the period of more
than 10 years.

We would like to thank the referee for careful reading of the first draft and
constructive suggestions. We also received the comments from some experts in the
field, that contributed to improve the presentation of the paper.

2. Description of the precise setting for the monomial case

We give the precise description of the setting for the triplet (W,R, E) in the mono-
mial case at a closed point P ∈ Sing(R) ⊂W . Note that, while the description is
given at the analytic level (i.e., at the level of completion) and the invariants are

1The analysis of the jumping phenomenon and eventual decrease is done in the monomial case
in our setting, while the classical analysis by Moh or Hauser is done in a different setting without
any reference to the monomial case. Therefore, even though we owe most of the ideas to Moh
and Hauser, our argument is carried out logically independent of their papers [16], [17], [28].
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computed also at the analytic level, the center is chosen at the algebraic level and
hence the procedure of the algorithm is carried out at the algebraic level.

Setting

There exists a regular system of parametersX = (x1, . . . , xt, xt+1, . . . , xd) taken

from m̂P ⊂ ÔW,P satisfying the following conditions.

1. The elements of the LGS H = {(hα, peα)}tα=1 ⊂ R̂P := RP ⊗OW,P ÔW,P ,

with 0 ≤ e1 ≤ · · · ≤ et, satisfy the equations hα = xp
α

α mod m̂P
peα+1

for
α = 1, . . . , t. (See Chapter 3 of [23] for the more detailed explanation and
precise definition of LGS. See Chapter 1 of [25] for more discussions of
LGS related to the invariant σ. See also Definition 3 of [26].)

2. There exist a monomial M =
∏

D∈Eyoung
xmD

D , where Eyoung is a subset

of E (see (iii) of the remark on page 147 in [26] for the definition of
Eyoung), and where the defining equation xD of an irreducible component
D ∈ Eyoung coincides with one of (xt+1, . . . , xd), and a positive integer

a ∈ Z>0 such that (M,a) ∈ R̂P with
∑
mD > a.

3. For any element (f, λ) ∈ R̂P with f =
∑
cf,BH

B being the power series
expansion of f with respect to H and X (cf. [25], [26]), we have (M1/a)λ |
cf,O. That is to say, we have cf,O/x

�mD ·λ/a�
D ∈ ÔW,P for any D ∈ Eyoung.

Since (cf,B,max{0, λ− |[B]|}) ∈ R̂P by the formal coefficient lemma (for
the precise statement of the formal coefficient lemma, we refer the reader
to §2.2 in [25]; see also page 146 of [26]), and since (cf,B)O = cf,B, we
have in general (M1/a)max{0,λ−|[B]|} | cf,B.

4. The idealistic filtration R̂P is closed under the partial differentiations with
respect to (x1, . . . , xt). That is to say, we have the implication (f, λ) ∈
R̂P =⇒ (

∂n

∂xn
α
f,max{0, λ − n}) ∈ R̂P for any α = 1, . . . , t and any n ∈

Z≥0. Note that, when we write ∂n/∂xnα, we include the partial derivatives
∂p

e

/∂xp
e

α of Hasse–Schmidt type with ∂p
e

/∂xp
e

α (xp
e

α ) = 1.

We refer the reader to Proposition 4 of [26] for the detail of how to find such a
regular system of parameters as above, combined with the condition of definition
of μ̃ = 0 in the monomial case.

Remark 2.1. (1) When the idealistic filtration (W,R, E) in the monomial case
appears as the last modification (Wm

i ,Rm
i , E

m
i ) in the process of computing the

long chain of invariants, the corresponding last unit is of the form (σm
i , μ̃

m
i , s

m
i ) =

(σm
i , 0, 0). Since s = smi is the number of the components of Eaged = E \ Eyoung

passing through the point P , there are actually no components of Eaged but only
those of Eyoung locally around P .

(2) We remark that condition 3 of the setting above is the exact meaning of
the statement (cf. 1.4 (ii)) “Roughly speaking, in our monomial case, the idealistic
filtration RP is generated by the elements of an LGS H and a monomial M .”
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(3) In our algorithm, one cannot expect in general to have the idealistic fil-

tration R̂P in the monomial case to be D-saturated, DE-saturated, or DEyoung -
saturated, since we only take the pull-back of the idealistic filtration under trans-
formation, without taking any further saturation, when the invariant σ stays the
same (cf. [26]). It seems that the partial saturation as described in condition 4 in
the setting is the best we can hope for in our current algorithm. Nevertheless, we
remark that condition 4 puts very strong restrictions on the idealistic filtration R̂P

in the monomial case.

3. Inductive scheme in terms of the invariant τ

3.1. Invariant τ

The first invariant we look at is the invariant τ , which is just the number of the
elements in the LGS, i.e., 0 ≤ τ = #H = t ≤ d = dimW .

3.2. Inductive scheme in terms of τ

We summarize, in the table below, the procedure for resolution of singularities in
the monomial case, according to the value of the invariant τ (cf. [26]).

Table of the procedures according to the value of the invariant τ

Case τ = 0. In this case, the problem of resolution of singularities for the
triplet (W,R, E) is reduced to the problem of resolution of singularities for the
basic object (W, ((M), a), E), which is in the monomial case in the classical sense.
For the latter, we can just compute the invariant Γ, and carry out the procedure for
resolution of singularities accordingly. (In the middle of the procedure, the value
of the invariant σ may decrease for the transformation of the triplet (W,R, E).
Then we go back to the reduction step “general case → monomial case” with
the decreased value of the invariant σ.)

Case τ = 1. This is the most difficult case.

Case τ = j, (j = 2, . . . , d− 1). The analysis for this case is similar to the one
for the case where dim = d − 1 & τ = j − 1. Therefore, we can use the induction
on dimension to analyze the case.

Case τ = d. This case does not happen.

Therefore, according to the inductive scheme on dimension associated to the
value of the invariant τ described as above, what remains is the task of figuring out
the resolution procedure in the case τ = 1, i.e., the case where there is a unique
element in the LGS.

The “similarity” between the analysis for the case dim = d& τ = j where
j = 2, . . . , d−1 and the one for the case dim = d−1 & τ = j−1 is straightforward,
but not trivial. It requires some argument. We publish the detail of the argument
for the similarity, e.g., between the analysis for the case dim = 4 & j = 2 and the
one for the case dim = 4− 1 = 3 & τ = 2− 1 = 1 elsewhere.
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Remark 3.1. (1) Our analysis of the algorithm is, after all, reduced to the case
where there is only one element in the LGS discussed as above. This seems to
confirm, in our setting, the folklore, which says: in order to solve the problem
of resolution of singularities, the “essential” case is the case of a hypersurface
singularity, i.e., a singularity defined by only one equation.

(2) In positive characteristic, the case where dim = d& τ = 1 is not reduced
to the case where dim = d − 1 & τ = 1 − 1. Even after we reach the monomial
case, the analysis of the case dim = d& τ = 1 remains as a challenge, while the
other cases with τ > 1 are reduced to the lower dimensional ones. In characteristic
zero, however, the case where dim = d& τ = 1 is indeed reduced to the case
where dim = d − 1 & τ = 1 − 1 = 0. When the value of the invariant τ = 0, we
achieve resolution of singularities easily by using the invariant Γ as in the classical
setting. Therefore, our algorithm is complete in characteristic zero by induction
on dimension.

(3) We refer the reader to 5.1 in [26] for a more detailed case analysis according
to the value of the invariant τ in dimension d = 3.

In the rest of this paper, we concentrate ourselves on the case where the invari-
ant τ = 1.

4. Analysis of the tight monomial case

4.1. A further analysis of the monomial case with τ = 1

Note first that, since we are in the monomial case with τ = 1, there is a unique
element in the LGS H = {(h, pe)}.

(Weierstrass form) Via the Weierstrass preparation theorem, we may further
assume that h is of the following form:

h = xp
e

1 + a1x
pe−1
1 + a2x

pe−2
1 + · · ·+ ape−1x1 + ape ,

with ai ∈ k[[x2, . . . , xd]] and ordP (ai) > i for i = 1, . . . , pe − 1, pe.

(Control over the coefficients ai for i = 1, . . . , pe− 1) We observe that the
coefficients ai (i = 1, . . . , pe − 1) are well-controlled in the sense that (M1/a)i

divides ai for i = 1, . . . , pe − 1, where (M,a) ∈ R̂P is the monomial M =∏
D∈Eyoung

xmD

D at level a > 0 described in condition 2 of the setting. That is to

say, we have x
�mD ·i/a�
D | ai ∀D ∈ Eyoung for i = 1, . . . , pe− 1. This can be seen eas-

ily from condition 3 of the setting, if one considers the fact that ( ∂i

∂xi
1
h, pe−i) ∈ R̂P

for i = 1, . . . , pe − 1, which follows from condition 4 of the setting, and that the

constant term cgi,O of gi =
∂i

∂xi
1
h, in the power series expansion with respect to X

and H, is gi itself, i.e., cgi,O = gi.

(Control over the last coefficient ape) The central issue of the analysis of
the monomial case with τ = 1 is how to control the last coefficient ape .
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Remark 4.1. The control over the coefficients ai for i = 1, . . . , pe − 1 mentioned
above allows us to “ignore” these coefficients in our analysis of the monomial case
with τ = 1, as if we were dealing with the hypersurface defined by the equation
xp

e

1 + ape = 0, which would provide a purely inseparable extension.

4.2. Invariant μ

We define the invariant μ by the formula

μ(P ) := ordP (M)/a =
∑

D∈Eyoung

mD/a = ordP (Musual),

where (M,a) ∈ R̂P is the monomial M =
∏

D∈Eyoung
xmD

D at level a > 0 described

in condition 2 of the setting. (See Definition 4.5 for the definition of Musual.) For
the generic point ξD of a component D ∈ Eyoung, we also define

μ(ξD) := ordξD (M)/a = mD/a = ordξD (Musual).

4.3. Invariant H

We define the invariant H, which sits at the heart of our analysis of the monomial
case with τ = 1, through the process of “cleaning”.

Definition 4.2. Let the setting be as described in Section 2 and 4.1 above.

(Slope) We define the slope of h with respect to the regular system of pa-
rameters X = (x1, x2, . . . , xd) by the formula

Slopeh,X(P ) := min {ordP (ape)/pe, μ(P )} .

Note that we have Slopeh,X(P ) ≤ ordP (ai)/i for i = 1, . . . , pe − 1 because of the
control over the coefficients ai, which implies ordP (ai)/i ≥ ordP (Musual) = μ(P ).

(Well-adaptedness) We say h is well-adapted at P with respect to X if one
of the following two conditions holds:

A. Slopeh,X(P ) = μ(P ), or

B. Slopeh,X(P ) = ordP (ape)/pe < μ(P ) and the initial form InP (ape) is not
a pe-th power.

Similarly, we say h is well-adapted at ξHx with respect to X , where ξHx is the
generic point of the hypersurface Hx = {x = 0} in Eyoung, if one of the following
two conditions holds:

A. Slopeh,X(ξHx) = μ(ξHx) = mHx/a, or

B. Slopeh,X(ξHx) = ordξHx
(ape)/pe < μ(ξHx) and the initial form InξHx

(ape)
is not a pe-th power.

Note that if

ape =
∑

|I|≥m
cIX

I = xr{gx + x · ωx},
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where

cI ∈ k, gx ∈ k[[x2, . . . , ∨x, . . . , xd]] \ {0}, ωx ∈ k[[x2, . . . , xd]]
with

∨
x indicating the omission of x, and where

m = ordP (ape), r = ordξHx
(ape),

then we have

InP (ape) =
∑

|I|=m
cIX

I , InξHx
(ape) = xr · gx.

Proposition 4.3. (1) (Cleaning makes the system well-adapted) Given the uni-
que element h (in the Weierstrass form) in the LGS and a regular system of pa-
rameters X = (x1, x2, . . . , xd) as described in 4.1, satisfying the conditions of the
setting 2, we can apply the process of “cleaning” and find another regular system
of parameters X ′ = (x′1, x2, . . . , xd) such that h is well-adapted at P with respect
to X ′. (Note that the only difference between X and X ′ lies in the first coordinates,
i.e., x1 and x′1.) Moreover, by applying the process of cleaning further, we can find
yet another regular system of parameters X ′′ = (x′′1 , x2, . . . , xd) such that h is well-
adapted simultaneously at P and at the generic points of all the components of
Eyoung passing through P with respect to X ′′. (Note that again the only difference
lies in the first coordinates.) We remark that the process of cleaning is carried
out in such a way that h&X ′ (and also h&X ′′) satisfy all the conditions of the
setting described in Section 2.

(2) (Independence of the slope when well-adapted) If h is well-adapted at P
(resp. at ξHx) with respect to X, then Slopeh,X(P ) (resp. Slopeh,X(ξHx )) is inde-
pendent of the choice of h and X.

(3) (Independence of the residual order along a bad divisor when well-adapted)
If h is well-adapted at ξHx with respect to X and Slopeh,X(ξHx) < μ(ξHx) =

mHx/a, then res-ord
(pe)
P (xr · gx) is independent of the choice of h&X. Moreover,

by applying the process of cleaning further, we may assume res-ord
(pe)
P (xr · gx) =

ordP (xr · gx). Note that res-ord
(pe)
P is the lowest degree of the nonzero and non-

pe-th power terms appearing in the Taylor expansion.

Proof. We refer the reader to Propositions 5 and 7 in [26] for the detail of a
proof. Note that the proof in [26] is given in dimension d = 3, but the same
proof works in arbitrary dimension. Here we only make a quick remark about
the process of “cleaning”: Suppose h is not well-adapted at P with respect to
X = (x1, x2, . . . , xd), i.e., we are not in Case A or Case B. This is equivalent to
saying that Slopeh,X(P ) = ordP (ape)/pe < μ(P ) and the initial form InP (ape) is

actually a pe-th power. We setX∗ = (x∗1, x2, . . . , xd) with x
∗
1 = x1+{InP (ape)}1/pe

.
Then, using the control over the coefficients (M1/a)i | ai for i = 1, . . . , pe − 1, we
observe ordP (ape)/pe < ordP (a

∗
pe)/pe. Since the latter is bounded from above by

μ(P ) if h is not well-adapted with respect to X∗, this process has to come to an
end after finitely many repetitions with h being well-adapted at P with respect to
X ′ = (x′1, x2, . . . , xd). This is the process of cleaning. �
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Definition 4.4. We define the invariant H by the formula

H(P ) = Slopeh,X(P )

where h is well-adapted at P with respect to X . This is independent of the choice
of h and X by Proposition 4.3 (2). The invariant H(ξHx) is defined similarly.

4.4. Analysis of the tight monomial case

Definition 4.5. We define the tight monomial Mtight and the usual monomial
Musual by the formulas

Mtight =
∏

D∈Eyoung

x
H(ξD)
D , Musual =M1/a =

∏
D∈Eyoung

x
mD/a
D .

Note that the powers H(ξD) in Mtight and mD/a in Musual are rational numbers.
We say Mtight divides Musual, i.e., Mtight |Musual, since we have H(ξD) ≤ μ(ξD) =
mD/a ∀D ∈ Eyoung by definition.

It is convenient in our analysis to introduce the notion of a point (or a divisor)
being “good / bad” according to its behavior in terms of the invariant H.

Definition 4.6. We say P is a good (resp. bad) point if H(P ) = μ(P ) (resp. H(P ) <
μ(P )). Similarly, we say Hx is a good (resp. bad) divisor if H(ξHx) = μ(ξHx)
(resp. H(ξHx ) < μ(ξHx)).

Remark 4.7. It is straightforward to see that if we blow up a good (resp. bad)
point, then the exceptional divisor is accordingly a good (resp. bad) divisor
(cf. Lemma 4 in [26]).

Definition 4.8. Let the setting be as described in 2, 4.1 and 4.3. Suppose that
the divisor D = Hx = {x = 0} in Eyoung is bad. Then we define the invariants
ρD(P ) and w-ρD(P ) by the formulas{

ρD(P )= res-ord
(pe)
P (xr · gx) /pe − r/pe,

w-ρD(P )= res-ord
(pe)
P (xr · gx) /pe − ordP (Mtight).

The invariants ρD(P ) and w-ρD(P ) are independent of the choice of h and X by
Proposition 4.3 (2) and (3).

Now we give the definition of our new invariant, which plays the central role in
our new strategy for resolution of singularities in the monomial case.

Definition 4.9. (1) Firstly we define the invariant invMON,♥ by the following
formula:

invMON,♥(P ) = H(P )− ordP (Mtight) = Slopeh,X(P )− ordP (Mtight)

= min {ordP (ape)/pe, μ(P )} − ordP (Mtight)

= min {ordP (ape)/pe−ordP (Mtight), ordP (Musual)−ordP (Mtight)} .
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(2) Secondly we define the invariant invMON,♠ by the following formula, which
is more involved than the naive version above denoted by invMON,♥

invMON,♠(P ) = lex {A,B} ,

which needs the following explanations:

(i) What we denote by A is the “word”

A = lex (w-ρxD (P ) | D ranges over all bad divisors D ∈ Eyoung)

consisting of the letters (numbers) w-ρxD (P )’s with D varying over all bad divisors
in Eyoung with the letters lined up from the smallest to the largest going from left
to right. When one of the letters w-ρxD(P )’s is equal to 0 (actually when this
happens, all of the letters w-ρxD(P )’s necessarily become 0), we set A = 0. When
there is no bad divisor passing through the point P , we also set A = 0. We give
the lexicographical order to the set of words, where “ 0” is the smallest word in
the lexicographical order.

(ii) We set

B = ordP (Musual)− ordP (Mtight).

(iii) Now we have the two words A and B. By writing lex {A,B}, we mean the
pair of these two words lined up from the smallest to the largest going from left to
right. We give the lexicographical order to the set of pairs.

When either one of the words is equal to 0, i.e. either A = 0 or B = 0, we
set invMON,♠(P ) = lex {A,B} = 0, where the “ 0” on the right hand side of the
above equation is the smallest “pair” in the lexicographical order (and where the
pair “ 0” is identified with the word “ 0” from time to time by abuse of notation).

We also extend the lexicographical order to the union of the set of the pairs
lex{A,B} and the set of words C:

lex{A,B}

⎧⎪⎨⎪⎩
> C if min{A,B} > C or min{A,B} = C �= 0,

= C = 0 if min{A,B} = C = 0,

< C if min{A,B} < C.

Note that a pair of words and a word cannot be equal unless both are 0.

We give the definition of the “tight” monomial case, following Villamayor.
(Note that we are already in the monomial case with τ = 1. So the tight monomial
case is a special case of the monomial case with τ = 1.)

Definition 4.10 (Tight monomial case). We say we are in the tight monomial
case if invMON,♥(P ) = 0 (while it is presumed that we are in the monomial case
with τ = 1). It is straightforward to see that this is equivalent to the condition
invMON,♠(P ) = 0. That is to say,

Tight monomial case
def⇐⇒ invMON,♥(P ) = 0 ⇐⇒ invMON,♠(P ) = 0.
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Remark 4.11. (1) If we mix all the letters (numbers) appearing in the word “A”
and the word “B” and if we simply defined the new invariant as the one with these
letters lined up from the smallest to the largest going from left to right, then the
invariant would not behave very well under blow ups. (For example, it may strictly
increase going from configuration 5© to configuration 3© (cf. Proposition 5.2).)

(2) We have the inequalities, for any bad divisor D ∈ Eyoung,

res-ord
(pe)
P (xrD · gxD)/p

e ≥ ordP (ape)/pe ≥ ordP (Mtight)

and hence w-ρD(P ) ≥ ordP (ape)/pe − ordP (Mtight) ≥ 0. Therefore, we also have
the inequalities

invMON,♠(P ) ≥ invMON,♥(P ) ≥ 0,

where the inequalities are considered according to the lexicographical order de-
scribed in Definition 4.9. Note that if the second inequality becomes an equality,
the first inequality also automatically becomes an equality.

Proposition 4.12. (1) (Characterization of the tight monomial case) We are in
the tight monomial case if and only if one of the following holds:

Type I. ordP (ape)/pe − ordP (Mtight) = 0.

We are in the tight monomial case of Type I if and only if we have ape =
u · (Mtight)

pe

, where

• ape is the last coefficient of the unique element h (of the LGS, in the Weiers-
trass form), which is well-adapted at P and at the generic points of all the
components of Eyoung passing through P simultaneously with respect to X,

• H(ξD) · pe = ordξD (ape) is an integer for any component D of Eyoung

passing through P , and hence (Mtight)
pe

=
∏

D∈Eyoung
x
H(ξD)·pe

D has all

the integer powers and can be regarded as an element in ÔW,P , and

• u is a unit in ÔW,P .

Type II. ordP (Musual)− ordP (Mtight) = 0.

We are in the tight monomial case of Type II if and only if we have (Mtight)
a =

(Musual)
a =M , where

• M is the monomial with (M,a) ∈ R̂P appearing in condition 2 of the
setting for the monomial case,

• H(ξD) · a = μ(ξD) · a = ordξD (M) is an integer for any component D
of Eyoung passing through P , and hence

(Mtight)
a = (Musual)

a =
∏

D∈Eyoung

x
μ(ξD)·a
D

has all the integer powers and can be identified with the elementM ∈ ÔW,P .

(2) (Resolution procedure in the tight monomial case) We can achieve res-
olution of singularities for (W,R, E) in the tight monomial case by using the in-
variant Γtight. More precisely, we have the following description of the resolution
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procedure: we choose the center C of blow up for the transformation (W,R, E)
π←−

(W̃ , R̃, Ẽ) to be

C = {x1 = 0} ∩MaxLocus(Γtight) = Sing(R) ∩MaxLocus(Γtight) ⊂ Sing(R).

Take a closed point P̃ ∈ π−1(P )∩Sing(R̃) ⊂ W̃ (where we assume that the invari-
ant σ stays the same). Then depending on whether P ∈ Sing(R) ⊂ W is in the

tight monomial case of Type I or Type II, the point P̃ ∈ π−1(P ) ∩ Sing(R̃) ⊂ W̃
is again in the tight monomial case of Type I or Type II, respectively. Moreover,
the tight monomial M̃tight of the transformation coincides with the transformation

(Mtight)̃ of the tight monomial, i.e., M̃tight = (Mtight)̃ (up to the multiplication by
a unit). Therefore, we have the strict decrease of the invariant Γtight:

Γ̃tight = Γ(M̃tight) = Γ((Mtight)̃) < Γ(Mtight) = Γtight.

Since the invariant Γtight cannot decrease infinitely many times, this procedure
must come to an end after finitely many repetitions, achieving resolution of sin-
gularities for (W,R, E) (or the invariant σ strictly decreases). (We note that the
explicit formula for the invariant Γtight and how to compute it is given in the proof
of statement (2).)

Proof. (1) The characterization of the tight monomial case follows immediately
from the definition, and is left to the reader as an exercise.

(2) Recall that the tight monomial is given by Mtight =
∏

D∈Eyoung
x
H(ξD)
D and

that the invariant Γtight is computed, for a point Q in a neighborhood of the point
of our concern P ∈ Sing(R) ⊂W , by the formula

Γtight(Q) =

{
(Γtight,1(Q),Γtight,2(Q),Γtight,3(Q)) if

∑
Q∈D∈Eyoung

H(ξD) ≥ 1,

(Γtight,1(Q)) = (−∞) if
∑

Q∈D∈Eyoung
H(ξD) < 1,

where the components of Γtight(Q) in the former case are defined by

Γtight,1(Q) = max
{
−n | λ1, . . . , λn s.t.

∑n

i=1
H(ξDλi

) ≥ 1, Q ∈
⋂n

i=1
Dλi

}
,

Γtight,2(Q) = max
{∑n

i=1
H(ξDλi

) | Q ∈
⋂n

i=1
Dλi , −n = Γtight,1(Q)

}
,

Γtight,3(Q) = max

{
(λ1, · · · , λn) | λ1 < · · · < λn, −n = Γtight,1(Q),

Q ∈ ⋂n
i=1Dλi ,

∑n
i=1H(ξDλi

) = Γtight,2(Q)

}
.

Note that Γtight,2(Q) and Γtight,3(Q) are computed only when Γtight,1(Q) �= −∞.
Note also that the componentsDλ of the boundary divisor (Eyoung ⊂)E are indexed
by the subscripts λ in the totally ordered set Λ. We remark that, in this discussion
of the local version of the resolution problem (cf. 1.3), even when the point Q
varies in a neighborhood of the point P , we are computing the invariant Γtight(Q)
with respect to the fixed monomial Mtight determined solely by the invariant H
computed at the point P of our concern. The discussion of the global version of
the problem will be given elsewhere.
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We start the proof of the resolution procedure.

◦ Firstly we prove the equality C1 = C2 for the center (in an analytic neigh-
borhood of P ), where

C1 = {x1 = 0} ∩MaxLocus(Γtight), C2 = Sing(R) ∩MaxLocus(Γtight).

For a pair (f, λ) ∈ RP , we introduce the notation Sing(f, λ) = {Q ∈ W |
ordQ(f) � λ}. Since h = xp

e

1 + a1x
pe−1
1 + a2x

pe−2
1 + · · · + ape−1x1 + ape and

since we have (Mtight)
i | (Musual)

i | ai for i = 1, . . . , pe − 1 by Definition 4.5
and 4.1 (control over the coefficients) and have (Mtight)

pe | ape by definition, we
conclude

C2 ⊂ Sing(h, pe) ∩MaxLocus(Γtight) = C1.

On the other hand, by condition 3 of the setting 2, for any element (f, λ) ∈ RP with
f =

∑
cf,bh

b being the power series expansion of f with respect to H = {(h, pe)}
and X , we have by the formal coefficient lemma (Musual)

max{0,λ−b·pe} | cf,b. This,
together with Mtight|Musual, implies

C1 = Sing(h, pe) ∩MaxLocus(Γtight) ⊂ Sing(f, λ).

Since (f, λ) ∈ RP is arbitrary, we conclude C1 ⊂ C2. Therefore, we have the
desired equality C1 = C2.

◦ Secondly we discuss the resolution procedure. We only present the argument
for Type I. The argument for Type II is easy and left to the reader as an exercise.

Firstly observe that the condition of being in the tight monomial case of Type I
with h being well-adapted at P and at the generic points of all the components of
Eyoung passing through P is equivalent to the following set (�) of conditions:

(�)

⎧⎪⎪⎨⎪⎪⎩
(i) ordξD (ape) ≤ μ(ξD) · pe, ∀D ∈ Eyoung,

(ii) ape = u ·
(∏

D∈Eyoung
x
ordξD

(ape )

D

)
where u ∈ ÔW,P is a unit,

(iii) ∃D ∈ Eyoung s.t. ordξD (ape) �≡ 0 mod pe.

When (�) is satisfied, we have ordξD (ape) = H(ξD) · pe ∀D ∈ Eyoung and hence

MT := (Mtight)
pe

=
∏

D∈Eyoung
x
ordξD

(ape )

D .

Secondly suppose that MaxLocus(Γtight) = V (xD | D ∈ Ω0) where

Ω0 = {Dλi | i = 1, . . . , n} ⊂ Ω := {D | D ∈ Eyoung}.
Note that

C = {x1 = 0} ∩MaxLocus(Γtight) = V ({x1} ∪ {xD | D ∈ Ω0}).

Case n = 1, i.e., codimWC = 2.

Since the singular locus Sing(R̃) is empty over the x1-chart of the blow up, we

may assume that P̃ ∈ Sing(R̃) is in the xG-chart for the unique element G ∈ Ω0
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with the regular system of parameters X̃ = (x̃1, x̃2, . . . , x̃d), where

x̃i =

⎧⎪⎨⎪⎩
x1/xG if xi = x1,

xG if xi = xG,

xi if xi �= x1, xG.

Note that the components of Ẽyoung passing through P̃ are

• the new exceptional divisor F̃ defined by {xG = xF̃ = 0}, and
• the strict transforms D̃ of D ∈ Ω \ {G}.

We compute the transformation (h̃, pe) =
(
π∗(h)/xp

e

G , p
e
)
of (h, pe)

h̃ = π∗(h)/xp
e

G = x̃1
pe

+ ã1x̃1
pe−1

+ · · ·+ ãpe−1x̃1 + ãpe ,

where ãi = π∗(ai)/xiG for i = 1, . . . , pe − 1 and where ãpe = π∗(ape)/xp
e

G =

π∗(u) · π∗(MT )/x
pe

G = ũ · M̃T with ũ = π∗(u) ∈ Ô
W̃ ,P̃ being a unit, and

M̃T = π∗(MT )/x
pe

G = x
H(ξG)·pe−pe

F̃
·
(∏

D∈Ω\{G} x
H(ξD)·pe

D̃

)
.

Observe that, if ordP̃ (ãpe) = ordP̃ (M̃T ) ≤ pe, then P̃ �∈ Sing(R̃) or the invariant

σ strictly decreases, i.e., σ(P ) > σ(P̃ ). Therefore, we may assume ordP̃ (ãpe) =

ordP̃ (M̃T ) > pe, which is equivalent to the condition ordP̃ (π
∗ (Mtight/xG)) > 1.

Since we have M i
tight | M i

usual = M i/a | ai for i = 1, . . . , pe − 1 by Definition 4.5
and 4.1 (Control over the coefficients ai for i = 1, . . . , pe − 1), we conclude

ordP̃ (ãi) = ordP̃
(
π∗(ai)/xiG

) ≥ ordP̃
(
π∗(Mtight)

i/xiG
)

= ordP̃
(
π∗(Mtight/xG)

i
)
> i for i = 1, . . . , pe − 1.

On the other hand, we compute the usual monomial M̃usual at P̃ to be

M̃usual = x
mG/a−1

F̃
·
(∏

D∈Ω\{G} x
mD/a

D̃

)
.

Since (�) is satisfied at P , we have H(ξD) ≤ mD/a ∀D ∈ Ω, which implies

(i) H(ξG)− 1 ≤ mG/a− 1 and H(ξD) ≤ mD/a ∀D ∈ Ω \ {G}.
We obviously have (ii) ãpe = ũ · M̃T , where ũ ∈ ÔW̃ ,P̃ is a unit.

Moreover, since ∃D ∈ Ω such that H(ξD) · pe �≡ 0 mod pe, we also conclude
that either

• H(ξG) · pe − pe �≡ 0 mod pe, or

• ∃D̃ the strict transform of D ∈ Ω \ {G} s.t. H(ξD) · pe �≡ 0 mod pe.

This implies that condition (iii) is also satisfied at P̃ .

Therefore, we conclude that (�) is satisfied at the point P̃ , which implies that

P̃ ∈ Sing(R̃) ⊂ W̃ is in the tight monomial case of Type I and that h̃ is well-

adapted at P̃ and at the generic points of all the components of Ẽyoung. We also

conclude that M̃tight = (M̃T )
1/pe

=
(

˜(Mtight)p
e
)1/pe

= (Mtight)̃.
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Case n > 1, i.e., codimWC > 2.

Since the singular locus Sing(R̃) is empty over the x1-chart of the blow up, we

may assume that P̃ ∈ Sing(R̃) is in the xG-chart for some G ∈ Ω0 with the regular

system of parameters X̃ = (x̃1, x̃2, . . . , x̃d), where

x̃i =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
x1/xG, if xi = x1,

xG if xi = xG,

(xD + cD · xG) /xG if xi = xD, D ∈ Ω0 \G, for some cD ∈ k,
xi if xi �∈ {x1} ∪ {xD | D ∈ Ω0}.

Note that the components of Ẽyoung passing through P̃ are

• the new exceptional divisor F̃ defined by {xG = xF̃ = 0},
• the strict transforms D̃ of D ∈ {G ∈ Ω0 \ {G} | cG = 0}, and
• the strict transforms D̃ of D ∈ Eyoung with D ∈ Ω \ Ω0.

We compute the transformation (h̃, pe) =
(
π∗(h)/xp

e

G , p
e
)
of (h, pe)

h̃ = π∗(h)/xp
e

G = x̃1
pe

+ ã1x̃1
pe−1

+ · · ·+ ãpe−1x̃1 + ãpe

where ãi = π∗(ai)/xiG for i = 1, . . . , pe − 1 and where ãpe = π∗(ape)/xp
e

G =

π∗(u) · π∗(MT )/x
pe

G = ũ · M̃T with ũ = π∗(u) ∈ Ô
W̃ ,P̃

being a unit, and

M̃T =π∗(MT )/x
pe

G = π∗ (Mtight/xG)
pe

=xF̃
(
∑

D∈Ω0
H(ξD))·pe−pe ·

∏
D∈Ω0\{G}, cD=0

x̃D
H(ξD)·pe

·
∏

D∈Ω\Ω0

x̃D
H(ξD)·pe ·

∏
D∈Ω0\{G}, cD �=0

[x̃D − cD]
H(ξD)·pe

.

Noting that the last factor above is a unit, we set

M̃T

′
= xF̃

(
∑

D∈Ω0
H(ξD))·pe−pe ·

∏
D∈Ω0\{G},cD=0

x̃D
H(ξD)·pe ·

∏
D∈Ω\Ω0

x̃D
H(ξD)·pe

.

Observe that, if ordP̃ (ãpe) = ordP̃ (M̃T ) ≤ pe, then P̃ �∈ Sing(R̃) or the invariant σ
strictly decreases, i.e., σ(P ) > σ(P̃ ). Therefore, we may assume ordP̃ (ãpe) =

ordP̃ (M̃T ) > pe, which is equivalent to the condition ordP̃ (π∗ (Mtight/xG)) > 1.

Since we have M i
tight | M i

usual = M i/a | ai for i = 1, . . . , pe − 1 by Definition 4.5
and 4.1 (Control over the coefficients ai for i = 1, . . . , pe − 1), we conclude

ordP̃ (ãi) = ordP̃
(
π∗(ai)/xiG

) ≥ ordP̃
(
π∗(Mtight)

i/xiG
)

= ordP̃
(
π∗(Mtight/xG)

i
)
> i for i = 1, . . . , pe − 1.
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On the other hand, we compute the transformation of the usual monomial Musual:

π∗ ((Musual)
a) /xG

a = π∗
(∏

D∈Ω
xmD

D

)
/xG

a

= xF̃
(
∑

D∈Ω0
mD)−a ·

∏
D∈Ω0\{G},cD=0

x̃D
mD

·
∏

D∈Ω0\{G},cD �=0
[x̃D − cD]

mD ·
∏

D∈Ω\Ω0

x̃D
mD .

Therefore, we conclude that the usual monomial M̃usual at the point P̃ is given by
the formula

M̃usual = xF̃
(
∑

D∈Ω0
mD/a)−1 ·

∏
D∈Ω0\{G}, cD=0

x̃D
mD/a ·

∏
D∈Ω\Ω0

x̃D
mD/a.

We want to show that (�) is satisfied at the point P̃ .
Since (�) is satisfied at P , we have H(ξD) ≤ mD/a, ∀D ∈ Ω, which implies∑
D∈Ω0

H(ξD)− 1 ≤
∑

D∈Ω0

mD/a− 1, and H(ξD) ≤ mD/a for D ∈ Ω \ {G}.

This checks condition (i) at P̃ .

We obviously have (ii) ãpe = ũ · M̃T = ũ′ · M̃T

′
where ũ′ ∈ Ô

W̃ ,P̃
is a unit.

Condition (iii) follows immediately from the following claim.

Claim. We have either

∃D ∈ Ω \ Ω0 s.t. H(ξD) · pe �≡ 0 mod pe or
(∑

D∈Ω0

H(ξD)− 1
)
· pe �≡ 0 mod pe.

Proof of the Claim. First we remark that, in this case of n > 1, we have 0 ≤
H(ξD) < 1 ∀D ∈ Ω when we look at how the invariant Γtight dictates the algo-
rithm.

Subcase ∃D ∈ Ω \ Ω0 such that 0 �= H(ξD). In this subcase, we have 0 <
H(ξD) · pe < pe and hence H(ξD) · pe �≡ 0 mod pe.

Subcase otherwise, i.e., H(ξD) = 0, ∀D ∈ Ω \Ω0. In this subcase, we claim to
have 1 <

∑
D∈Ω0

H(ξD) < 2. In fact, on one hand, if
∑

D∈Ω0
H(ξD) ≥ 2, then, since

0 ≤ H(ξDλn
) < 1, we would have

∑
D∈Ω0\{Dλn} H(ξD) ≥ 1. But this is against the

maximality of the value of Γtight,1(P ). On the other hand, if
∑

D∈Ω0
H(ξD) ≤ 1,

then we would have

ordP (ape) = ordP
(
(Mtight)

pe)
= ordP

((∏
D∈Ω

x
H(ξD)
D

)pe)
= ordP

((∏
D∈Ω0

x
H(ξD)
D

)pe)
=

(∑
D∈Ω0

H(ξD)
)
· pe ≤ pe,

where the third equation follows from the subcase assumption. But this is against
the description of the Weierstrass form for h in 4.1.

Now we conclude that 0 <
(∑

D∈Ω0
H(ξD) − 1

) · pe < pe and hence that(∑
D∈Ω0

H(ξD)− 1
) · pe �≡ 0 mod pe.

This finishes the proof of the claim. �
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Therefore, we conclude that (�) is satisfied at the point P̃ , which implies that

P̃ ∈ Sing(R̃) ⊂ W̃ is in the tight monomial case of Type I and that h̃ is well-

adapted at P̃ and at the generic points of all the components of Ẽyoung. We

also conclude that M̃tight = (M̃T

′
)1/p

e

= (M̃T )
1/pe

=
(

˜(Mtight)p
e
)1/pe

= (Mtight)̃,
where the second equality holds up to the multiplication by a unit.

This completes the proof of Proposition 4.12. �

Remark 4.13. (1) In the resolution procedure in the tight monomial case, no mat-
ter whether it is of Type I or Type II, the center C = Sing(R)∩MaxLocus(Γtight)
is algebraic, being the intersection of the singular locus Sing(R) and some com-
ponents of the boundary divisor (Eyoung ⊂)E. Therefore, the whole resolution
process is algebraic, even though our analysis is carried out at the analytic level.

(2) The proof of Proposition 4.12 above is easy, and may look innocuous. How-
ever, it is worthwhile to note that, if we take the blow up with an arbitrary permis-
sible center, i.e., a center which is nonsingular, contained in the singular locus, and
transversal to the boundary divisor, we may not stay in the tight monomial case
any longer after blow up (even though we will stay in the monomial case). There-
fore, it is essential to choose the center dictated by the invariant Γtight. In several
of the existing approaches for resolution of (hypersurface) singularities in positive

characteristic, people may regard an equation of the form xp
e

1 + ape = 0 a “good”
equation when ape = u·M with u being a unit andM being a monomial in terms of
(x2, . . . , xd). However, if we take the blow up with an arbitrary permissible center,
the equation may not stay being “good” after blow up and after cleaning. This
is considered to be one of many pathologies and/or obstacles toward resolution of
singularities in positive characteristic by some people. It was Villamayor who first
realized that this obstacle can be overcome with the introduction of the notion of
the tight monomial case and by the use of the invariant Γtight.

5. The new invariant and its behavior under transformation

In order to quote the results of our previous paper [26] and compare them to the
results of this paper directly, we try to use the common notations and symbols: in
the description of the setting for the monomial case (with τ = t = 1 and d = 3
(cf. 2 and 4.1)), we set (x1, . . . , xt, xt+1, . . . , xd) = (x1 = xt, x2 = xt+1, x3 =
xd) = (z, x, y) so that the unique element h in the LGS H = {(h, pe)} is in the
Weierstrass form h = zp

e

+a1z
pe−1+a2z

pe−2+ · · ·+ape−1z+ape with ai ∈ k[[x, y]]
and ordP (ai) > i for i = 1, . . . , pe.

5.1. Description of the algorithm

The description of our algorithm to reach the tight monomial case in dimension 3
depends upon the analysis of the singular locus, which is determined by looking at
the invariant H as below.
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Proposition 5.1 (Description of the singular locus, see Proposition 6 in [26]).
We have the following description of the singular locus Sing(R) at P , denoted by
Sing(R)P , according to the values of hx = H(ξHx ) and hy = H(ξHy ):

Sing(R)P =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
V (z, x) ∪ V (z, y) if hx ≥ 1 and hy ≥ 1,

V (z, x) if hx ≥ 1 and hy < 1,

V (z, y) if hx < 1 and hy ≥ 1,

V (z, x, y) = P if hx < 1 and hy < 1,

where “V” denotes the vanishing locus and where (z, x, y) is a regular system of
parameters at P with respect to which h is well-adapted simultaneously at P , ξHx ,
and ξHy .

Algorithm

Step 1. We ask the question: invMON,♠ = 0?

If the answer is YES, then we are in the tight monomial case and we are done.

If the answer is NO, then we go to Step 2.

Step 2. We ask the question: dimSing(R)P = 1?

If the answer is YES, then we take the transformation with center V (z, x) (or
V (z, y)), and we go back to Step 1. In case Sing(RP ) = V (z, x)∪V (z, y), we choose
V (z, x) as the center if H(ξHx) > H(ξHy ), and choose V (z, y) if H(ξHy ) > H(ξHx ).
If H(ξHx) = H(ξHy ), then we choose V (z, x) if Hx = Eα has the bigger index α
than the index β for Hy = Eβ , and vice versa. (Note that locally in a neighborhood
of P the components of the boundary divisor (Eyoung ⊂) E have distinct indices
and hence that α cannot be equal to β.)

If the answer is NO, then we take the transformation with center P and we go
back to Step 1.

We repeat this procedure.

The only issue is: does this algorithm terminate after finitely many procedures?
In order to settle this issue, we analyze the behavior of invMON,♠ under transfor-
mations.

5.2. Behavior of the new invariant under transformations

For the purpose of analyzing the behavior of the new invariant invMON,♠, we
introduce the classification of the configurations as in [26].

Configurations

Looking at the boundary divisor(s) in Eyoung at the point P ∈ Sing(R) and
seeing whether they are good or bad, we come up with the following classifica-
tion of the configurations. Note that the pictures depict the configurations in a
2-dimensional manner, taking the intersection with the hypersurface Z = {z = 0}.
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1© The point P is only on one boundary divisor (in Eyoung), say Hx, which
is good.

Hx good

��
P

2© The point P is at the intersection of two boundary divisors (in Eyoung),
both of which are good.

Hx good

Hy

good��
P

3© The point P is only on one boundary divisor (in Eyoung), say Hx, which
is bad.

Hx bad

��
P

4© The point P is at the intersection of two boundary divisors (in Eyoung),
one of which, say, Hx, is bad, while the other, say Hy, is good.

Hx bad

Hy

good
��
P

5© The point P is at the intersection of two boundary divisors (in Eyoung),
say Hx and Hy, both of which are bad.

Hx bad

Hy

bad��
P

Proposition 5.2 (Behavior of invMON,♠ under transformations).

(1) Suppose that the point P is in configuration 1© or 2©. Then we have
invMON,♠(P ) = 0, and hence we are in the tight monomial case.

(2) Suppose that the point P is in configuration 3©, 4©, or 5©, and that
invMON,♠(P ) �= 0, i.e., we are not in the tight monomial case.
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Let (W,R, E)
π←− (W̃ , R̃, Ẽ) be the transformation with center C ⊂ Sing(R)

as specified in the algorithm. Take a closed point P̃ ∈ π−1(P ) ∩ Sing(R̃) ⊂ W̃ .

(If π−1(P ) ∩ Sing(R̃) = ∅, then the local version of the resolution problem has

already been solved (cf. 1.3). Therefore, we assume that π−1(P ) ∩ Sing(R̃) �= ∅.
If σ(P ) > σ(P̃ ), then we go back to the reduction step general case → monomial
case with the decreased value of the invariant σ. Therefore, we also assume that the
invariant σ stays the same, i.e., σ(P ) = σ(P̃ ), and hence so does the invariant τ ,

i.e., τ(P ) = τ(P̃ ) = 1.) The behavior of the new invariant invMON,♠ is summarized
as follows.

Case (a): π is the blow up with a 1-dimensional center, say, C = V (z, x).

In this case, we have invMON,♠(P ) = invMON,♠(P̃ ) and μ(ξHx ) > μ(ξHx)− 1 =
μ(ξHx̃

).

Case (b): π is the blow up with a point center C = P = V (z, x, y).

In this case, we have invMON,♠(P ) > invMON,♠(P̃ ) except for the case where

the transformation P ∈ Sing(R) ⊂ W
π←− P̃ ∈ π−1(P ) ∩ Sing(R̃) ⊂ W̃ is “eso-

teric”. The definition of the transformation being esoteric (or standard) is given
below.

It turns out (cf. Lemma 5.4) that an esoteric transformation occurs only when

the point P is in configuration 4© or 5© and when the point P̃ is in configuration 3©.

Definition 5.3. Let P ∈ Sing(R) ⊂ W
π←− P̃ ∈ π−1(P ) ∩ Sing(R̃) ⊂ W̃ be a

transformation where the point P is in configuration 3©, 4©, or 5© and where the
point P̃ is also in configuration 3©, 4©, or 5©. We say that the transformation π is

esoteric⇐⇒ A < Ã, standard⇐⇒ A ≥ Ã,

where the “words” A and Ã are defined as in Definition 6{
A = lex (w-ρxD(P ) | D ranges over all bad divisors D ∈ Eyoung) ,

Ã = lex
(
w-ρx

D̃
(P̃ ) | D̃ ranges over all bad divisors D̃ ⊂ Ẽyoung

)
,

and where the inequalities are given with respect to the lexicographical order.

Proof of Proposition 5.2. (1) The assertions in (1) are obvious from the defini-
tions, and hence their proof is left to the reader as an exercise.

(2) We present a proof for the assertions in (2) below.

Case (a). We note that, in this case, there is possibly only one point P̃ ∈
π−1(P )∩Sing(R̃) ⊂ W̃ , lying in the x-chart, with the regular system of parameters

X̃ = (z̃, x̃, ỹ ) = (z/x, x, y). It is then straightforward to see that h̃ = π∗(h)/xp
e

is

well-adapted with respect to X̃, and the rest of the assertions follow easily.

Case (b). For the verification of the assertions in this case, we consider the
following lemma, which is similar to Claim 2 in [26].
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Lemma 5.4. Let (W,R, E)
π←− (W̃ , R̃, Ẽ) be the transformation with a point

center C = P = V (z, x, y) ∈ Sing(R), where (W,R, E) with dimW = 3 is in the
monomial case with τ = 1 at P as described in the setting 2 and 4.1 (cf. the remark
about the notations and symbols at the beginning of Section 5), and where the unique
element h in the LGS H = {(h, pe)} is well-adapted simultaneously at P and at the
the generic points of all the components of Eyoung passing through P with respect to
the regular system of parameters (z, x, y) (cf. Proposition 4.3 (1)). Set Z = {z = 0}.
Then a point P̃ ∈ π−1(P )∩Sing(R̃) ⊂ W̃ must be on the strict transform Z ′ of Z,
lying either in the x-chart or in the y-chart. Assume that the invariant σ stays
the same, i.e., σ(P ) = σ(P̃ ) (and hence that we stay in the monomial case with

τ = 1 at P̃ ). Assume further that invMON,♠(P ) �= 0, i.e., we are not in the tight
monomial case at P . We make the following observations regarding the behavior
of the invariants under blow up. We denote the strict transforms of Hx = {x = 0}
and Hy = {y = 0} by H ′

x and H ′
y, and the exceptional divisor by EP . Note

that the pictures depict the configuration in a 2-dimensional manner, taking the
intersection with the hypersurface Z before blow up and with its strict transform Z ′

after blow up.

(1) The point P is in configuration 3©, 4©, or 5©.

(1.1) Look at the point P̃ = EP ∩H ′
x∩Z ′ in the y-chart with the regular system

of parameters (z̃, x̃, ỹ ) = (z/y, x/y, y). Then the hypersurface H ′
x = Hx̃ is bad,

and we have w-ρx(P ) > w-ρx̃(P̃ ).

(1.2) Suppose P is bad, and hence EP is also bad (cf. Remark 4.7). Look at

the point P̃ ∈ EP ∩H ′
y ∩ Z ′ in the x-chart with the regular system of parameters

(z̃, x̃, ỹ ) = (z/x, x, y/x). (Note that, if the point P is in configuration 3©, then the

point P̃ is any point on (EP \H ′
x) ∩ Z ′.) Then we have w-ρx(P ) ≥ w-ρx̃(P̃ ).
Hx bad

Hy
��
P

↑
H ′

x bad H ′
y

EP

bad (1.2)
��
P̃(1.1)

��
P̃(1.2)

(1.3) Suppose P is bad, and hence EP is also bad (cf. Remark 4.7). Look at

the point P̃ ∈ (EP \ H ′
x) ∩ Z ′ with a regular system of parameters (z̃, x̃, ỹ ) =

(z/x, x, y/x − c) for some c ∈ k. We further assume, in case the point P is

in configuration 5©, that c �= 0, i.e., P̃ �∈ H ′
y. Then we have ordP (Musual) −

ordP (Mtight) > ordP̃ (M̃usual)− ordP̃ (M̃tight).
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Hx bad

Hy
��
P bad

↑H ′
x bad H ′

y

EP bad
��
P̃ or

��
P̃only when P in 3© or 4©

(2) The point P is in configuration 3©, 4©, or 5©. Suppose P is bad, and

hence EP is also bad (cf. Remark 4.7). Look at the point P̃ ∈ EP ∩ H ′
x ∩ Z ′

with the regular system of parameters (z̃, x̃, ỹ ) = (z/y, x/y, y). Then we have

ordP (Musual)− ordP (Mtight) > w-ρỹ(P̃ ).

Hx bad

Hy
��
P bad

↑H ′
x bad H ′

y

EP

bad
��
P̃

(3) The point P is in configuration 5©. Suppose P is good. Then we have
w-ρx(P ) > w-μ(ξHy ) and w-ρy(P ) > w-μ(ξHx). Note that the invariant w-μ(ξHx)

is defined by the formula w-μ(ξHx ) = μ(ξHx) − H(ξHx). Look at the point P̃ =
EP ∩ H ′

x ∩ Z ′ in the y-chart with the regular system of parameters (z̃, x̃, ỹ ) =
(z/y, x/y, y). Since w-μ(ξHx̃

) = w-μ(ξHx), we have as a consequence w-ρy(P ) >

w-μ(ξHx̃
) = ordP̃ (M̃usual) − ordP̃ (M̃tight). We draw a similar conclusion looking

at the point EP ∩H ′
y ∩ Z ′ in the x-chart.

Hx bad

Hy

bad��
P good

↑H ′
x bad H ′

y bad

EP

good��
P̃ or

��
P̃
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Proof. Our lemma here is different from Claim 2 in [26] in the following two
aspects:

• we study the behavior of the invariant ord(Musual) − ord(Mtight) more
closely,

• the proof does not use the condition that, according to the algorithm,
we blow up a point center only when H(D) < 1 for any bad divisor D
passing through P . (Note that the proof of Claim 2 in [26] heavily uses
this condition.)

Despite these differences and some subtleties to be taken care of, the proof of
Lemma 5.4 goes almost identical to that of Claim 2 in [26]. Therefore, we omit the
proof here. For the detailed calculation and proof, we refer the reader to [27]. �

Now the verification of the assertions in (2). Case (b) of Proposition 5.2 follows
directly from Lemma 5.4 and the assumption that we exclude the case where the
transformation π is esoteric. We only provide a proof for the case where P is in
configuration 5©. The argument for the other cases where P is in configuration 3©
or 4© is similar, and left to the reader as an exercise.

Case P is in configuration 5©
Subcase P̃ is in configuration 3©. The transformation π is standard.

In this subcase, by the definition of π being standard we have the inequality
lex (w-ρx(P ), w-ρy(P )) ≥ w-ρx̃(P̃ ). By Lemma 5.4 (1) (1.3) we also have the

inequality ordP (Musual)−ordP (Mtight) > ordP̃ (M̃usual)−ordP̃ (M̃tight). Therefore,
we conclude

invMON,♠(P ) = lex {lex (w-ρx(P ), w-ρy(P )) , ordP (Musual)− ordP (Mtight)}
> lex

{
w-ρx̃, ordP̃ (M̃usual)− ordP̃ (M̃tight)

}
= invMON,♠(P̃ ).

Subcase P̃ is in configuration 4© with P̃ ∈ Hx̃.

(The verification of the subcase where P̃ is in configuration 4© with P̃ ∈ Hỹ is
identical, and hence omitted.)

In this subcase, by Lemma 5.4 (1) (1.1), we have the inequality w-ρx(P ) >

w-ρx̃(P̃ ). By Lemma 5.4 (3) we also have the inequality w-ρy(P ) > ordP̃ (M̃usual)−
ordP̃ (M̃tight). Moreover, we compute

ordP (Musual)− ordP (Mtight) = {μ(ξHx)−H(ξHx )}+
{
μ(ξHy )−H(ξHy )

}
> μ(ξHx)−H(ξHx) = μ(ξHx̃

)−H(ξHx̃
) (since Hy is bad)

= {μ(ξHx̃
)−H(ξHx̃

)} + {
μ(ξHỹ

)−H(ξHỹ
)
}

(since Hỹ is good)

= ordP̃ (M̃usual)− ordP̃ (M̃tight).

Therefore, we conclude

invMON,♠(P ) = lex {lex (w-ρx(P ), w-ρy(P )) , ordP (Musual)− ordP (Mtight)}
> lex

{
w-ρx̃(P̃ ), ordP̃ (M̃usual)− ordP̃ (M̃tight)

}
= invMON,♠(P̃ ).
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Subcase P̃ is in configuration 5© with P̃ ∈ Hx̃.

(The verification of the subcase where P̃ is in configuration 5© with P̃ ∈ Hỹ is
identical, and hence omitted.)

In this subcase, by Lemma 5.4 (1) (1.1), we have the inequality w-ρx(P ) >

w-ρx̃(P̃ ). By Lemma 5.4 (1) (1.2), we have the inequality w-ρy(P ) ≥ w-ρỹ(P̃ ). By
Lemma 5.4 (2), we also have the inequality ordP (Musual)−ordP (Mtight) > w-ρỹ(P̃ ).
Therefore, we conclude

invMON,♠(P ) = lex {lex (w-ρx(P ), w-ρy(P )) , ordP (Musual)− ordP (Mtight)}
> lex

{
lex

(
w-ρx̃(P̃ ), w-ρỹ(P̃ )

)
, ordP̃ (M̃usual)− ordP̃ (M̃tight)

}
= invMON,♠(P̃ ).

This completes the proof of Proposition 5.2. �

Now we give the statement of the eventual decrease, whose proof, together with
a more detailed analysis of the esoteric transformation, will be given in the next
section.

Proposition 5.5 (Eventual decrease). Consider a transformation in the procedure
specified by the algorithm given in 5.1 (in the monomial case with τ = 1) P ∈
Sing(R) ⊂ W

π←− P̃ ∈ π−1(P ) ∩ Sing(R̃) ⊂ W̃ where the new invariant strictly

increases, i.e., invMON,♠(P ) < invMON,♠(P̃ ) (while the invariant σ stays the same
and hence we remain in the monomial case with τ = 1 after the transformation).
By Proposition 5.2 we observe that the transformation π satisfies the following
properties:

• the transformation π is necessarily esoteric, where the center of blow up
is the point P , which is bad, and

• the point P ∈ Sing(R) ⊂ W is in configuration 4© or 5©, while the point

P̃ ∈ Sing(R̃) ⊂ W̃ is in configuration 3©.

Now starting from P in configuration 4© or 5©, followed by P̃ and the points af-
terwards all in configuration 3©, we denote by P � the first point to be in configura-
tion 4© or 5©.

Then we have invMON,♠(P ) > invMON,♠(P �).

5.3. Termination of the algorithm

With the analysis of the behavior of the new invariant invMON,♠ in Proposition 5.2
and the statement of the eventual decrease in Proposition 5.5 at hand, we are now
ready to show that the algorithm terminates after finitely many procedures.

Theorem 5.6. Our algorithm for resolution of singularities in the monomial case
with τ = 1 in dimension 3, as described in 5.1, terminates after finitely many
procedures. More precisely, after finitely many procedures, we reach the situation
where one of the following holds.

Case 1. The singular locus is empty (over the fiber of the original point P ).

In this Case 1, we have already achieved (local) resolution of singularities.
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Case 2. The invariant σ strictly decreases.

In this Case 2, we achieve (local) resolution of singularities by induction on
the invariant σ. (More precisely, we go back to the reduction process general
case → monomial case, as described in Villamayor’s philosophy 1.5 (3), with the
decreased value of the invariant σ.)

Case 3. The invariant invMON,♠ becomes zero, i.e., we are in the tight mono-
mial case. In this Case 3, we achieve (local) resolution of singularities by following
the procedure described in Proposition 4.12 (2).

In all of the cases above, therefore, we achieve (local) resolution of singularities.

Proof. Suppose we have a sequence of transformations for resolution of singulari-
ties in the monomial case with τ = 1 in dimension 3, as described in 5.1. We may
assume, throughout the sequence, that the singular locus locally at the point of
reference (over the fiber of the original point) is never empty and that the invariant
σ stays the same (and hence we stay in the monomial case with τ = 1). Note that,
otherwise, we are in Case 1 or Case 2 and we are done.

Observation 1. When the transformation π has a 1-dimensional center (say,
C = V (z, x)), we observe the following by Proposition 5.2.

• The new invariant invMON,♠ stays the same.

• The invariant μ(ξHx) strictly decreases (while the invariant μ(ξHy ) remains
the same).

Therefore, there is no infinite consecutive sequence of the transformations with
1-dimensional centers.

Observation 2. When the transformation π has a point center P , we observe
the following by Proposition 5.2.

• If the transformation π is standard, then the new invariant invMON,♠
strictly decreases after the transformation.

• If the transformation π is esoteric, then the transformation cannot be
followed by infinite and consecutive points in configuration 3©. When
we reach a point in configuration 4© or 5© (after finitely many points in
configuration 3©), the new invariant invMON,♠ decreases to a value strictly
lower than the original one by Proposition 5.5.

Note that the second item in Observation 2 is verified as follows. Assume that
we have an infinite and consecutive sequence of points in configuration 3©. Then,
such a sequence would have to contain infinitely many transformations with point
blow ups by Observation 1. However, if the point is in configuration 3©, then the
transformation with a point center is necessarily standard by Proposition 5.2, and
the new invariant invMON,♠ strictly decreases by the first item in Observation 2.
Since the new invariant invMON,♠ stays the same under the transformation with
1-dimensional center by Observation 1, we conclude that the alleged sequence
would give rise to an infinite and strictly decreasing sequence of the values of the
new invariant invMON,♠, a contradiction!
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By Observations 1 and 2, we see that the resolution sequence gives rise to,
by looking at some subsequence of the points, a strictly decreasing sequence of
the values of the new invariant invMON,♠. Therefore, we finally conclude that
after finitely many transformations, we reach the stage where the new invariant
invMON,♠ becomes 0 and hence we are in Case 3, i.e., in the tight monomial case.

This completes the proof of Theorem 5.6. �

Corollary 5.7. Our algorithm for (local) resolution of singularities of an idealistic
filtration in dimension 3 is complete, realizing the philosophy of Villamayor in the
framework of the IFP.

Proof. This is an easy corollary to Theorem 5.6, once one understands the general
mechanism of our algorithm explained in 1.3, 1.4, and 1.5. Note that this corollary
has been already proved in our previous paper [26], using the old invariant invMON

in the monomial case. Here we use the new invariant invMON,♠ in the monomial
case. The description of the algorithm in [26] is different in the monomial case,
but it turns out to provide exactly the same procedure as the one provided by the
algorithm described in this paper (cf. 5.1). So the only difference lies in how we
prove the termination in the monomial case. �

6. Analysis of the jumping phenomenon and eventual de-
crease

6.1. Detailed analysis of the “Moh–Hauser jumping phenomenon”

Here we give a more detailed analysis of the “Moh–Hauser jumping phenomenon”
in dimension 3. In short, the transformation that goes through the “Moh–Hauser
jumping phenomenon” (more precisely, the transformation that is esoteric) is char-
acterized by the initial form InP (ape) of the last coefficient ape of the unique ele-
ment h in the LGS.

Situation

Consider a transformation in the procedure specified by the algorithm given
in 5.1 (in the monomial case with τ = 1)

P ∈ Sing(R) ⊂W π←− P̃ ∈ π−1(P ) ∩ Sing(R̃) ⊂ W̃ ,

where the new invariant strictly increases, i.e., invMON,♠(P ) < invMON,♠(P̃ ) (while
the invariant σ stays the same and hence we remain in the monomial case with
τ = 1 after the transformation). By Proposition 5.2, we observe that the transfor-
mation π satisfies the following properties:

• the transformation π is necessarily esoteric, where the center of blow up
is the point P , which is bad,

• the point P ∈ Sing(R) ⊂ W is in configuration 4© or 5©, while the point

P̃ ∈ Sing(R̃) ⊂ W̃ is in configuration 3©.
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Observe that

invMON,♥(P ) = H(P )− ordP (Mtight)

≤
{

w-ρx(P ) if P is in configuration 4©
lex (w-ρx(P ), w-ρy(P )) if P is in configuration 5©

}
< w-ρx̃,

where the first equality holds because the point P is bad (cf. Definitions 4.6
and 4.9), the second inequality holds in general (cf. Remark 4.11 (2)), and the
third inequality follows from the fact that the transformation π is esoteric. Thus
we have the inequality

(�) invMON,♥(P ) = H(P ) − ordP (Mtight) < w-ρx̃(P̃ ).

Let (h, pe) be the unique element in the LGS H of the idealistic filtration R
at P . Suppose that h is in the Weierstrass form (cf. 4.1),

h = zp
e

+ a1z
pe−1 + a2z

pe−2 + · · ·+ ape−1z + ape

with ai ∈ k[[x, y]] and ordP (ai) > i (i = 1, . . . , pe − 1, pe) for a regular system of

parameters X = (z, x, y) of ÔW,P , and that the divisor Hx = {x = 0} is the bad
divisor while the divisor Hy = {y = 0} is the good one in configuration 4© (resp.
the divisors Hx and Hy are the two bad divisors in configuration 5©). Suppose
further that h is well-adapted with respect to X at the closed point P and at the
generic points of the divisors Hx and Hy simultaneously. Since the point P̃ is in
configuration 3©, we may assume that it lies in the x-chart of the blow up and
that it has a regular system of parameters (z̃, x̃, ỹ ) = (z/x, x, (y− cx)/x) for some
c ∈ k \ {0}. By replacing x with cx, we may further assume that a regular system

of parameters at P̃ is given by X̃ = (z̃, x̃, ỹ ) = (z/x, x, (y − x)/x).
Let InP (ape) = Φ(x, y) be the initial form (i.e., the lowest degree homogeneous

part) of the last coefficient ape of the element h. Note that, since h is well-adapted
with respect to (z, x, y) at P and since P is a bad point, the initial form InP (ape) =
Φ(x, y) is not a pe-th power.

Proposition 6.1 (Analysis of the “Moh–Hauser jumping phenomenon” in dimen-
sion 3). Under the situation above, we assert that the homogeneous polynomial
Φ(x, y) of degree d = degΦ(x, y) = ordP (ape) is, up to the multiplication by a
nonzero constant, is in the following form :

Φ(x, y) = xr · ys · (y − x)t · ψ(x, y)
satisfying the conditions below :

(i) d = n · pe for some n ∈ Z>1,

(ii) r = ordξHx
(ape) = H(ξHx) · pe with 0 < r < pe,

(iii) s = �H(ξHy ) · pe� with 0 < s < pe, while we remark that

• when P is in configuration 4©, we have s = �H(ξHy )·pe� ≥ H(ξHy )·pe,
where the strict inequality may happen, and that

• when P is in configuration 5©, we have s = H(ξHy )·pe = �H(ξHy )·pe�,



A new strategy in the monomial case 1261

(iv) t = ordξHy−x
(Φ(x, y)) = l ·pe for some l ∈ Z≥0 where Hy−x = {y−x = 0},

while we remark that ψ(x, y) may be divisible by x and/or y, but it is not
divisible by (y − x) according to the definition of t, and

(v) the homogeneous polynomial ψ(x, y) of degψ(x, y) = u = d − (r + s + t)
has the description below.

Description of ψ(x, y)

First we write u = α · pe+ β with α, β ∈ Z≥0 and 0 ≤ β < pe. Then there exist
constants γ1, γ2, . . . , γα ∈ k such that, writing the Taylor expansion(

1 +
∑α

i=1
γi ỹ

ipe
)
/(1 + ỹ )s = 1 + c1 ỹ + c2 ỹ

2 + · · ·+ cu ỹ
u + cu+1 ỹ

u+1 · · · ,

we see that ψ(x, y) is determined by the equality

ψ(x̃, x̃+ x̃ỹ ) = x̃u · (1 + c1 ỹ + c2 ỹ
2 + · · ·+ cu ỹ

u).

Since ỹ = (y − x)/x and x̃ = x, this is equivalent to saying

ψ(x, y) = xu ·
{
1 + c1

(y − x
x

)
+ c2

(y − x
x

)2

+ · · ·+ cu

(y − x
x

)u}
.

Moreover, we see that the following inequality holds:

(♦) 0 ≤ β < pe − s.
We also have the following upper bounds for the increase:

(♣1) {w-ρHx̃
(P̃ )− invMON,♥(P )} · pe ≤ s < pe,

(♣2) {w-ρHx̃
(P̃ )− invMON,♥(P )} · pe ≤ pe−1.

(We remark that the second inequality is called “the Moh’s inequality”.)

Remark 6.2. (1) Since ψ(x, y) is not divisible by (y−x), we conclude that ψ(x̃, x̃+
x̃ỹ )/x̃u is not divisible by ỹ and hence that it starts with the nonzero constant
term c0. We multiply 1/c0 so that this constant term becomes equal to 1, i.e.,
c0 = 1. This is the meaning of “Φ(x, y) is, up to the multiplication by a nonzero
constant, in the following form” as stated above.

(2) What we actually do in the following proof is to present the characterization
of the initial form InP (ape) = Φ(x, y), which gives rise to the inequality (�).
Proof of Proposition 6.1.

Step 1. Preliminary computation of the invariants after the transformation π.

Set h̃ = π∗(h)/xp
e

= z̃p
e

+ ã1z̃
pe−1 + · · ·+ ãpe−1z̃ + ãpe , where ãi = π∗(ai)/xi

for i = 1, . . . , pe − 1, pe. We write ãpe = x̃ d−pe · {π∗(Φ(x, y))/xd + x̃ · ωx̃(x̃, ỹ )},
where 0 �= π∗(Φ(x, y))/xd ∈ k[ỹ] and ωx̃(x̃, ỹ ) ∈ k[[x̃, ỹ]].

We observe that h̃ is well-adapted at ξx̃ with respect to (z̃, x̃, ỹ ), since

Slopeh̃,(z̃,x̃,ỹ )(ξHx̃
) = ordξHx̃

(ãpe)/pe = (d− pe)/pe = ordP (ape)/pe − 1

< μ(P )− 1 = μ(ξHx̃
) (since P is bad),
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and since InξHx̃
(ãpe) = x̃d−pe · π∗(Φ(x, y))/xd = π∗(Φ(x, y))/xp

e

is not a pe-th
power, a fact which follows easily from the fact that Φ(x, y) is not a pe-th power.

We remark that the requirement ordP̃ (ãi) > i for i = 1, . . . , pe−1 follows from

the conditions that P̃ ∈ Sing(R) and that the invariant σ stays the same. The
inequality ordP̃ (ãpe) ≥ pe follows from the same conditions above. However, the

equality can happen when the term x2p
e

shows up with a nonzero coefficient γ
in ape (and hence the term x̃p

e

shows up with the same nonzero coefficient γ in
ãpe = ape/xp

e

), and then we have to replace z̃ with z̃′ = z̃ + γ1/p
e

x̃ in order to
have the strict inequality. However, it is easy to see that this replacement does not
affect the computation of w-ρx̃(P̃ ), and hence we ignore this replacement.

Therefore, we conclude that H(ξHx̃
) = (d− pe)/pe.

We also compute

w-ρx̃(P̃ ) = res-ord
(pe)

P̃

(
InξHx̃

(ãpe)
)
/pe − ordP̃

(
M̃tight

)
= res-ord

(pe)

P̃

(
x̃ d−pe · π∗(Φ(x, y))/xd

)
/pe −H(ξHx̃

)

= res-ord
(pe)

P̃

(
x̃ d−pe · π∗(Φ(x, y))/xd

)
/pe − (d− pe)/pe.

Step 2. Check the conditions (i), (ii), (iii), (iv) on the numbers d, r, s, t.

Now write the homogeneous polynomial InP (ape) = Φ(x, y) of degree d in the
following form Φ(x, y) = xr · ys · (y − x)t · ψ(x, y), where

(i) d = degΦ(x, y) = ordP (ape),

(ii) r = ordξHx
(ape) = H(ξHx) · pe,

(iii) s = �H(ξHy ) · pe�,
(iv) t = ordξHy−x

(Φ(x, y)) (which implies ψ(x, y) is not divisible by (y − x)),
(v) ψ(x, y) is a homogeneous polynomial of degψ(x, y) = u = d− (r + s+ t).

We compute π∗(Φ(x, y))/xd = Φ(x̃, x̃+ x̃ỹ )/x̃d = Φ(1, 1 + ỹ ) = 1r · (1 + ỹ )s · ỹ t ·
ψ(1, 1 + ỹ ), where ψ(1, 1 + ỹ ) is not divisible by ỹ.

Claim. The numbers d and t are both multiples of pe, i.e., d = n · pe and t = l · pe
for some n, l ∈ Z≥0.

Proof of the claim. Suppose either that d is not a multiple of pe or that t is not
a multiple of pe. Then we compute

w-ρx̃(P̃ ) · pe = res-ord
(pe)

P̃

(
x̃ d−pe · π∗(Φ(x, y))/xd

)− (d− pe)
= res-ord

(pe)

P̃

(
x̃ d−pe · 1r · (1 + ỹ )s · ỹ t · ψ(1, 1 + ỹ )

)− (d− pe)
= ordP̃ (x̃

d−pe · ỹ t)− (d− pe) = ((d− pe) + t)− (d− pe) = t

≤ d− (r + s) ≤ ordP (ape)− (
H(ξHx) + H(ξHy )

) · pe
= {H(P )− ordP (Mtight)} · pe,

contradicting the inequality (�). This completes the proof of the claim. �
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Thanks to the claim above and the condition that d = ordP (ape) > pe, we have
d ∈ pe · Z>1 and t ∈ pe · Z≥0, confirming the conditions (i) and (iv).

Claim. The number s is not a multiple of pe.

Proof of the claim. Suppose that s is a multiple of pe. Then since d and t are both
multiples of pe and since π∗(Φ(x, y))/xd = Φ(1, 1+ ỹ ) = 1r ·(1+ ỹ )s · ỹ t ·ψ(1, 1+ ỹ )
is not a pe-th power because Φ(x, y) is not, we would conclude that ψ(1, 1 + ỹ ) is
not a pe-th power. Then we compute

w-ρx̃(P̃ ) · pe = res-ord
(pe)

P̃

(
x̃ d−pe · π∗(Φ(x, y))/xd

)− (d− pe)
= res-ord

(pe)

P̃

(
x̃ d−pe · 1r · (1 + ỹ )s · ỹ t · ψ(1, 1 + ỹ )

)− (d− pe)
= res-ord

(pe)

P̃

(
x̃ d−pe · ỹ t · ψ(1, 1 + ỹ )

)− (d− pe)
= res-ord

(pe)

P̃

(
ỹ t · ψ(1, 1 + ỹ )

) ≤ t+ degψ(x, y) = d− (r + s)

≤ ordP (ape)− (
H(ξHx) + H(ξHy )

) · pe = {H(P )− ordP (Mtight)} · pe,

contradicting the inequality (�). This completes the proof of the claim. �

Observe that s = �H(ξHy ) · pe� ≤ pe. In fact, if s > pe, then H(ξHy ) · pe > pe

and hence hy = H(ξHy ) > 1. But then we would choose the center of blow up
C = V (z, y) for the transformation π (cf. 5.1, Description of the algorithm). This
contradicts the description of our center to be the point P as given in the situation.
Combining the claim above with the inequality s ≤ pe, we have 0 < s < pe,
confirming the condition (iii).

Suppose r = H(ξHx) · pe ≥ pe. But then again we would choose the center of
blow up C = V (z, x) for the transformation π (cf. 5.1, Description of the algo-
rithm). This contradicts the description of our center to be the point P as given in
the situation. Suppose r = 0. Then, since r+s+t+u = s+l·pe+α·pe+β = d = nṗe

and since 0 < s < pe by (iii) and 0 ≤ β < pe by definition, we would conclude
s + β = pe. This contradicts the inequality (♦). Therefore, we have 0 < r < pe,
confirming the condition (ii).

(We note that, even though the proof of the inequality (♦) appears in Step 4,
it only uses the conditions (i) and (iv) in Step 2, which had been already proved
before the confirmation of the condition (ii), and the description of ψ(1, 1 + ỹ )
given in Step 3, which is independent of the condition (ii) in Step 2, the argument
to confirm the condition (ii) here using the inequality (♦) is NOT circular.)

This finishes Step 2.

Step 3. Check the description of the polynomial ψ(x, y).

First observe

deg
(
(y − x)t · ψ(x, y)) = d− (r + s)

≤ d− (H(ξHx ) + H(ξHy )) · pe = (H(P )− ordP (Mtight)) · pe

< w-ρx̃(P̃ ) · pe = res-ord
(pe)

P̃

(
(1 + ỹ )s · ỹ t · ψ(1, 1 + ỹ )

)
.
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Since t is a multiple of pe, this implies

u = degψ(x, y) < res-ord
(pe)

P̃
((1 + ỹ )s · ψ(1, 1 + ỹ )) .

Therefore, writing u = α · pe + β with α, β ∈ Z≥0 and 0 ≤ β < pe, we conclude
that there exist constants γ1, γ2, . . . , γα ∈ k such that

(1 + ỹ )s · ψ(1, 1 + ỹ ) = 1 +
∑α

i=1
γi ỹ

ipe

mod (ỹu+1).

(Note that we assume that the constant term of ψ(1, 1 + ỹ ), not divisible ỹ, is
equal to 1 (cf. Remark 8 (1)).) Now multiplying 1/(1 + ỹ )s to both sides of the
equation above, and writing the Taylor expansion of the right hand side as(

1 +
∑α

i=1
γi ỹ

ipe
)
/(1 + ỹ )s = 1 + c1 ỹ + c2 ỹ

2 + · · ·+ cu ỹ
u + cu+1 ỹ

u+1 · · · ,

we conclude that the left hand side is equal to the truncation of the Taylor expan-
sion up to degree u

ψ(x̃, x̃+ x̃ỹ )/x̃u = ψ(1, 1 + ỹ ) = 1 + c1 ỹ + c2 ỹ
2 + · · ·+ cu ỹ

u,

knowing that ψ(1, 1 + ỹ ) is a polynomial of degree at most u in ỹ. That is to say,
we have

ψ(x̃, x̃+ x̃ỹ ) = x̃u · (1 + c1 ỹ + c2 ỹ
2 + · · ·+ cu ỹ

u
)
.

Since ỹ = (y − x)/x and x̃ = x, this is equivalent to saying

ψ(x, y) = xu ·
{
1 + c1

(y − x
x

)
+ c2

(y − x
x

)2

+ · · ·+ cu

(y − x
x

)u}
.

Step 4. Check the inequalities (♦), (♣1), (♣2).
Claim. The following inequality holds: (♦) 0 ≤ β < pe − s.
Proof of the claim. Assuming pe−s ≤ β, we would conclude that Φ(x, y) is a pe-th
power, which contradicts the condition described in the situation that InP (ape) =
Φ(x, y) is not a pe-th power.

First note that the Taylor expansion of (1+ ỹ )−pe

= 1/(1+ ỹ )p
e

= 1/(1+ ỹ pe

)
involves only the powers of ỹ pe

. Let us denote by [f ]≤j the truncation of the Taylor
expansion of f up to order j. Then we compute

ψ(1, 1 + ỹ ) = 1 + c1 ỹ + c2 ỹ
2 + · · ·+ cu ỹ

u =
[(

1 +
∑α

i=1
γi ỹ

ipe
)
/(1 + ỹ )s

]
≤u

=
[(

1 +
∑α

i=1
γi ỹ

ipe
)
(1 + ỹ )−pe

(1 + ỹ )p
e−s

]
≤u

=
[
Γ(ỹ pe

) · (1 + ỹ )p
e−s

]
≤u

where Γ(ỹ pe

) =
[(
1 +

∑α
i=1 γi ỹ

ipe)
(1 + ỹ )−pe]

≤αpe is a polynomial of ỹ pe

. But

if pe − s ≤ β and hence α · pe + pe − s ≤ α · pe + β = u, then we do not have to
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take the truncation (up to degree u) in the last term, i.e., we have ψ(1, 1 + ỹ ) =
Γ(ỹ pe

) · (1 + ỹ )p
e−s. Therefore, we conclude that

π∗(Φ(x, y))/xd = Φ(1, 1 + ỹ ) = 1r · (1 + ỹ )s · ỹ t · ψ(1, 1 + ỹ )

= (1 + ỹ )s · ỹ t · Γ(ỹ pe

) · (1 + ỹ )p
e−s = (1 + ỹ )p

e · ỹ t · Γ(ỹ pe

)

is a pe-th power, since t = l · pe for some l ∈ Z≥0 by (iv). This implies that Φ(x, y)
is a pe-th power, since d is a multiple of pe by (i). This contradicts the condition
that Φ(x, y) is not a pe-th power.

This completes the proof of the inequality (♦). �

Claim. The following inequality holds:

(♣1) {w-ρx̃(P̃ )− invMON,♥(P )} · pe ≤ s < pe.

Proof of the claim. Using the same notation as in Step 1, we compute

{w-ρx̃(P̃ )− invMON,♥(P )} · pe

= res-ord
(pe)

P̃

(
(1 + ỹ )s · ỹ t · ψ(1, 1 + ỹ )

)− (ordP (ape)− ordP (Mtight) · pe)
= res-ord

(pe)

P̃

(
(1 + ỹ )s · ỹ t · ψ(1, 1 + ỹ )

)− (d− (r +H(ξy) · pe))
≤ (s+ t+ u)− (d− (r + s)) = (s+ t+ u)− (t+ u) = s,

proving the inequality (♣1). �

Set vo = min{v ≥ u+ 1 | cv �= 0}, wo = min{w ≥ β + 1 | (pe−s
w

) �= 0} and(
1+

∑α

i=1
γi ỹ

ipe
)
·(1+ỹ )−pe

= 1+ε1 ỹ
pe

+ε2 ỹ
2pe

+· · ·+εα ỹ αpe

+εα+1 ỹ
(α+1)pe

+· · ·

The following claim is used for the proof of the inequality (♣2).
Claim. The following inequalities hold.

(1) εα �= 0.

(2) wo − β ≤ pe−1.

(3) α · pe ≤ α · pe + β = u < vo ≤ α · pe + (pe − s) < (α+ 1) · pe.
In particular, we have vo �≡ 0 mod pe. Moreover, we have vo − u ≤ pe−1.

Proof of the claim. We use the same notation as in the proof of the inequality (♦).
It follows from the definition of ci and εi that

1 +
∑∞

i=1
ci ỹ

i =
(
1 +

∑∞
i=1

εi ỹ
ipe

)
(1 + ỹ )p

e−s.

(1) Suppose εα = 0. Then we would have∑
α·pe≤v<(α+1)·pe

cv ỹ
v = εα ỹ

αpe

(1 + ỹ )p
e−s = 0,
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i.e., cv = 0 for all v with α · pe ≤ v < (α+ 1) · pe. But this implies

(1 + ỹ )s · ψ(1, 1 + ỹ ) = (1 + ỹ )s · (1 + c1 ỹ + c2 ỹ
2 + · · ·+ cu ỹ

u)

= (1 + ỹ )s ·
{(

1 +
∑α

i=1
γi ỹ

ipe
)
/(1 + ỹ )s − (cu+1 ỹ

u+1 + · · · )
}

= (1 + ỹ )s ·
{(

1 +
∑α

i=1
γi ỹ

ipe
)
/(1 + ỹ )s − (c(α+1)·pe ỹ (α+1)·pe

+ · · · )
}

= 1 +
∑α

i=1
γi ỹ

ipe − (1 + ỹ )s ·
∑∞

i=(α+1)·pe
ci ỹ

i,

where the equalities above are equalities as the Taylor expansions in ỹ. Since

deg ((1 + ỹ )s · ψ(1, 1 + ỹ )) ≤ s+ u = s+ α · pe + β

< s+ α · pe + pe − s = (α+ 1) · pe,

where the second inequality follows from (♦) β < pe − s, we have the following
equality as polynomials

(1 + ỹ )s · ψ(1, 1 + ỹ ) = 1 +
∑α

i=1
γi ỹ

ipe

But then the equality above implies that

π∗(Φ(x, y))/xd = 1r · (1 + ỹ )s · ỹ t · ψ(1, 1 + ỹ ) = ỹ t ·
(
1 +

∑α

i=1
γi ỹ

ipe
)

is a pe-th power (since t is a multiple of pe by (iv)). Since d is a multiple of pe

by (i), this in turn implies that Φ(x, y) is a pe-th power, contradicting the condition
described in the situation. This completes the proof of (1).

(2) We draw the attention of the reader to the following elementary fact about
the binomial coefficients in char(k) = p > 0 (cf. [23]):

(ℵ) Suppose that two nonnegative integers κ,m have p-adic expansions κ =∑
l alp

l and m =
∑

l blp
l. Then we have(

κ

m

)
=

∏
l

(
al
bl

)
.

Especially, we have (
κ

m

)
�= 0⇐⇒ al ≥ bl, ∀l.

Now write the p-adic expansions of pe − s and β(< pe − s) as pe − s = ∑e−1
l=0 alp

l

and β =
∑e−1

l=0 δlp
l. Observe that, for an integer w in the range β+1 ≤ w ≤ pe− s

with p-adic expansion w =
∑e−1

l=0 blp
l, using (ℵ), we have(

pe − s
w

)
�= 0⇐⇒ al ≥ bl 0 ≤ ∀l ≤ e− 1.
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Define

lo =

{
−1 if al ≥ δl, 0 ≤ ∀l ≤ e− 1,

max{0 ≤ l ≤ e− 1 | al < δl} otherwise.

Set l1 = min{lo + 1 ≤ l ≤ e − 1 | al > δl}. Note that al ≥ δl lo + 1 ≤ ∀l ≤ e − 1
by the definition of lo, and that {lo + 1 ≤ l ≤ e− 1 | al > δl} �= ∅ since pe − s > β.
Set

ζ = (δl1 + 1)pl1 +
∑

l1+1≤l≤e−1

δl p
l.

We claim that wo = ζ.
Firstly, since we have

δl = δl ≤ al for l1 + 1 ≤ l ≤ e− 1 and δl1 < δl1 + 1 ≤ al1 ,

we see that β + 1 ≤ ζ ≤ pe − s and that
(
pe−s
ζ

)
=

∏
l1+1≤l≤e−1

(
al

δl

) · ( al1
δl1+1

) �= 0.

Therefore, by the minimality in the definition of wo, we conclude

β + 1 ≤ wo ≤ ζ ≤ pe − s.

(We remark that actually this first part is already enough to see wo−β ≤ ζ −β ≤
pl1 ≤ pe−1, finishing the proof for (2).)

Secondly, let w be an integer in the range β+1 ≤ w ≤ pe−s with p-adic expan-
sion w =

∑e−1
l=0 blp

l, satisfying the condition
(
pe−s
w

) �= 0. Since β =
∑e−1

l=0 δlp
l <

w =
∑e−1

l=0 blp
l, there exists a non-negative integer kw, uniquely determined de-

pending upon w, such that

δl = bl for kw < l ≤ e− 1, and δkw < bkw .

We observe lo < kw. In fact, if lo = −1, then, since kw ≥ 0 by definition, we have
lo < kw. If 0 ≤ lo ≥ kw, then

(
pe−s
w

)
=

∏
l �=lo

(
al

bl

) · (alo
δlo

)
= 0, contradicting the

condition
(
pe−s
w

) �= 0. The inequality lo < kw implies ζ ≤ w. Therefore, by the
minimality of wo among all such w’s in the range β + 1 ≤ w ≤ pe − s, satisfying
the condition

(
pe−s
w

) �= 0, we conclude ζ = wo.

Now since wo = ζ = (δl1 +1)pl1 +
∑

l1+1≤l≤e−1 δl p
l, we conclude that wo−β ≤

pl1 ≤ pe−1. This completes the proof of (2).

(3) Note that by (1) we have vo = α · pe + wo. This implies the inequalities

α · pe ≤ α · pe + β = u < vo ≤ α · pe + (pe − s) < (α+ 1) · pe,

and hence vo �≡ 0 mod pe. The last inequality in (3) follows from (2), since

vo − u = (α · pe + wo)− (α · pe + β) = wo − β ≤ pe−1.

This completes the proof of (3). �
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Claim. The following inequality holds:

(♣2) {w-ρx̃(P̃ )− invMON,♥(P )} · pe ≤ pe−1.

Proof of the claim. First remember that

π∗(Φ(x, y))/xd = 1r · (1 + ỹ )s · ỹ t · ψ(1, 1 + ỹ )

= ỹ t · (1 + ỹ )s · (1 + c1 ỹ + · · ·+ cu ỹ
u)

= ỹ t · (1 + ỹ )s ·
{(

1 +
∑α

i=1
γi ỹ

ipe
)
/(1 + ỹ )s − (cu+1 ỹ

u+1 + · · · )
}

= ỹ t ·
{(

1 +
∑α

i=1
γi ỹ

ipe
)
− (1 + ỹ )s(cu+1 ỹ

u+1 + · · · )
}
.

Therefore (3) of the claim above implies

res-ord
(pe)

P̃

(
π∗(Φ(x, y))/xd

)
= t+ vo.

Now, from the computation carried out in Step 1, we have

w-ρx̃(P̃ ) · pe = res-ord
(pe)

P̃

(
x̃ d−pe · π∗(Φ(x, y))/xd

)− (d− pe)
= res-ord

(pe)

P̃

(
π∗(Φ(x, y))/xd

)
,

where the second equality holds because d is a multiple of pe and because Φ(x, y)
is not a pe-th power. Therefore, we conclude that{

w-ρx̃(P̃ ) − invMON,♥(P )
} · pe

= res-ord
(pe)

P̃

(
π∗(Φ(x, y))/xd

)− (ordP (ape)− ordP (Mtight) · pe))
= (t+ vo)−

(
d− (r +H(ξHy ) · pe)

) ≤ (t+ vo)− (d− (r + s))

= (t+ vo)− (t+ u) = vo − u ≤ pe−1,

proving the inequality (♣2). �

This finishes the proof of Proposition 6.1. �

6.2. Eventual decrease

From the view point that we would like to use the new invariant invMON,♠ as
an effective measure to see what is improved under the transformations specified
by the algorithm and that it should strictly decrease after each transformation,
the occurrence of the “Moh–Hauser jumping phenomenon” is a bad news, since
the new invariant strictly increases after some special transformations, which are
necessarily esoteric by Proposition 5.2. We gave a detailed analysis of the esoteric
transformations in 6.1. Here in 6.2, using the analysis done in 6.1, we show that,
when invMON,♠ goes through the “Moh–Hauser jumping phenomenon”, it strictly
decreases to a value lower than the original one after some more transformations.
This eventual decrease as presented in the following proposition is enough to show
the termination of our algorithm (cf. 5.3).
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Situation

Consider a transformation in the procedure specified by the algorithm given
in 5.1 (in the monomial case with τ = 1) P ∈ Sing(R) ⊂ W

π←− P̃ ∈ π−1(P ) ∩
Sing(R̃) ⊂ W̃ where the new invariant strictly increases, i.e., invMON,♠(P ) <
invMON,♠(P̃ ) (while the invariant σ stays the same and hence we remain in the
monomial case with τ = 1 after the transformation). By Proposition 5.2 we observe
that the transformation π satisfies the following properties:

• the transformation π is necessarily esoteric, where the center of blow up
is the point P , which is bad, and

• the point P ∈ Sing(R) ⊂ W is in configuration 4© or 5©, while the point

P̃ ∈ Sing(R̃) ⊂ W̃ is in configuration 3©.

Observe by Proposition 5.2 that, after each transformation with a point center
going from configuration 3© to configuration 3©, the invariant invMON,♠ strictly
decreases, and that, after each transformation with a 1-dimensional center starting
from configuration 3©, we necessarily end up again in configuration 3© with the
invariant invMON,♠ unchanged, while the value of the invariant μ for the bad divisor

decreases by 1. Therefore, after the closed point P̃ followed by finitely many points
in configuration 3©, we reach the last closed point P in configuration 3©, which is
followed by a closed point P � in configuration 4© or 5© (unless we reach Case 1, 2,
or 3 as described in Theorem 5.6 in the process):

closed points P ← P̃ ← · · · ← P � ← P �

configuration 4© or 5© 3© all in 3© 3© 4© or 5©.

By Proposition 5.2 again, we have the following inequalities among the values of
the new invariant:

invMON,♠(P ) < invMON,♠(P̃ ) ≥ · · · ≥ invMON,♠(P �) > invMON,♠(P �).

Proposition 6.3. Under the situation above, we have the following inequalities:

invMON,♠(P ) > invMON,♥(P ) > invMON,♠(P �).

In particular, compared to the original value at the closed point P , the value of the
new invariant invMON,♠ strictly decreases at the closed point P �, i.e., we have the
eventual decrease.

Proof. The first inequality invMON,♠(P ) > invMON,♥(P ) follows easily from Re-
mark 4.11 (2) and the definition of the lexicographical order (cf. Definition 4.9).

We show the following inequalities:

(∗) 2m♥ > m̃ ≥ m� ≥ w-ρx�(P �) +m�,

where we set m♥ = invMON,♥(P ), m̃ = w-ρx̃(P̃ ), m
� = w-ρx�(P �) and

m� =

{
ordP �(M �

usual)− ordP �(M �
tight) when P � is in configuration 4©,

w-ρy�(P �) when P � is in configuration 5©.
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Note that the the second inequality m♥ = invMON,♥(P ) > invMON,♠(P �) follows
easily from the inequality 2m♥ > w-ρx�(P �) +m� and the definitions.

The remaining part of the proof is devoted to showing the inequalities (∗).
Proof for 2m♥ > m̃. Assume m̃ ≥ 2m♥. Then we have

pe >
(
m̃−m♥) · pe ≥ m♥ · pe

by (♣1) or (♣2) in Proposition 6.1 and by the assumption. Recall that, by Propo-
sition 6.1, the initial form InP (ape) = Φ(x, y) of the last coefficient ape of h is a
homogeneous polynomial of degree d = npe (n ∈ Z>1) of the following form:

Φ(x, y) = xr · ys · (y − x)t · ψ(x, y),
where ψ(x, y) is a homogeneous polynomial of degree u and

r = ordξHx
(ape) = H(ξHx) · pe, s = �H(ξHy ) · pe� ≥ H(ξHy ) · pe, t = l · pe

with l ∈ Z≥0. Observe that

m♥ · pe = invMON,♥(P ) · pe = (H(P )− ordP (Mtight)) · pe
= ordP (ape)− (H(ξHx ) · pe +H(ξHy ) · pe) (since P is bad)

≥ d− (r + s) = u+ t = u+ l · pe.
Therefore, we have pe > m♥ ·pe ≥ u+ l ·pe. Writing u = α ·pe+β with α, β ∈ Z≥0

and 0 ≤ β < pe, we conclude l = 0, α = 0 and hence u = β. On the other hand, by
the inequality (♦) in Proposition 6.1, we have u = β < pe−s and hence s+u < pe.
However, since r < pe, this implies d = degΦ(x, y) = deg(xrysψ(x, y)) = r+s+u <
2pe, which contradicts the description of d above. This finishes the proof of the
inequality 2m♥ > m̃. �

Proof for m̃ ≥ m�. Since the invariant w-ρ never increases during a sequence of
transformations with consecutive points in configuration 3©, we have the inequality
m̃ ≥ m�. �

Proof for m� ≥ w-ρx�(P �) +m�. We first remark that

P � is in configuration 4© (resp. 5©) ⇐⇒ P � is good (resp. bad).

We set

μ� =

{
μ(P �) when P � is good,

d�/pe when P � is bad.

We show the following relations (0), (1) and (2), which imply the inequality m� ≥
w-ρx�(P �) +m� immediately:

(0)

{
H(ξH

x�
) = H(ξH

x�
) = r�/pe, H(ξH

y�
) = μ� − 1,

μ(ξH
x�
) = μ(ξH

x�
) = μ(P �), μ(ξH

y�
) = μ(P �)− 1.

(1) m� ≤ μ� − r�/pe (the equality holds when P � is good ),

(2) w-ρx�(P �) = m� − (μ� − r�/pe).
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The proof of the relations above in the case when P � is good is almost identical
to the one in the case when P � is bad. (We draw the attention of the reader to
the fact that (1) in the former case is an equality, while (1) in the latter case is
an inequality.) Therefore, in the following, we only give a proof in the latter case
when P � is bad.

The last two equalities about the invariant μ in (0) are obvious. We will verify
the remaining relations. Recall that we are in the monomial case with τ = 1
at the closed point P �. Let (h�, pe) be the unique element in the LGS H� of
the idealistic filtration R� at P �. Suppose that h� is in the following Weierstrass
form h� = (z�)p

e

+ a�1(z
�)p

e−1 + · · · + a�pe−1(z
�) + a�pe , where a�i ∈ k[[x�, y�]] with

ordP �(a�i) > i (i = 1, . . . , pe) for a regular system of parameters (z�, x�, y�) of

ÔW �,P � , and that the divisorHx� = {x� = 0} is the bad divisor in configuration 3©.

Suppose further that h� is well-adapted at P � and at the generic point of the

divisor Hx� simultaneously. Write a�pe = (x�)r
� · {g�(y�) + x� · ωx�(x�, y�)

}
where

r� = H(ξH
x�
) · pe, 0 �= g�(y�) ∈ k[[y�]], and ωx�(x�, y�) ∈ k[[x�, y�]]. Note that

InξH
x�
(a�pe) = (x�)r

� · g�(y�) is not a pe-th power, since h� is well-adapted at ξH
x�

with respect to (z�, x�, y�). We may further assume (cf. Proposition 4.3 (3)) that

the equality (∗�) res-ord(pe)

P �

(
(x�)r

� ·g�(y�))/pe = ordP �

(
(x�)r

� ·g�(y�))/pe holds. Let
InP �(a�pe) = Φ�(x�, y�) be the initial form (i.e., the lowest degree homogeneous part)

of the last coefficient a�pe of the element h�. Note that neither InP �(a�pe) = Φ�(x�, y�)

nor Inξ
x�
(a�pe) = (x�)r

� · g�(y�) is a pe-th power, since h� is well-adapted at P �

and ξH
x�

simultaneously with respect to (z�, x�, y�).

When we take the transformation P � ∈ Sing(R�) ⊂ W � π�←− P � ∈ π�−1
(P �) ∩

Sing(R�) ⊂W � with the center of blow up being the point P �, the closed point P � in
configuration 5© has a regular system of parameters (z�, x�, y�) = (z�/y�, x�/y�, y�),
and we compute the transformation

h� = π�∗(h�)/(y�)p
e

= (z�)p
e

+ a�1(z
�)p

e−1 + · · ·+ a�pe−1(z
�) + a�pe

where a�i = π�∗(a�i)/(y
�)i for i = 1, . . . , pe − 1, pe, and where ordP �(a�i) > i for

i = 1, . . . , pe − 1, pe, since P � ∈ Sing(R�) and the invariant σ stays the same at P �

and since the equality (∗�) holds.
Observe that

◦ the divisor Hy� = {y� = 0} is bad, since P � is bad, and

◦ the divisor Hx� = {x� = 0} is bad, since it is the strict transform of the
bad divisor Hx� = {x� = 0}.

We compute

a�pe = (y�)d
�−pe · {Φ�(x�, 1) + y� · ωy�(x�, y�)

}
,

where InξH
y�

(
a�pe

)
= (y�)d

�−pe · Φ�(x�, 1) = Φ�(x�, y�)/(y�)p
e

is not a pe-th power

because InP �(a�pe) = Φ�(x�, y�) is not, and where ωy�(x�, y�) ∈ k[[x�, y�]].
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We also compute

a�pe = (x�)r
� · (y�)r�−pe · {g�(y�) + x� · y� · ωx�(x� · y�, y�)},

where

InξH
x�

(
a�pe

)
= (x�)r

� · (y�)r�−pe · g�(y�) = (x�)r
� · g�(y�)/(y�)pe

is not a pe-th power because InξH
x�
(a�pe) = (x�)r

� · g�(y�) is not.
We also have the inequalities{
ordξH

x�
(a�pe) = r� < μ(ξH

x�
) · pe = μ(ξH

y�
) · pe (since Hx� is bad),

ordξH
y�
(a�pe) = d� − pe < μ(P �) · pe − pe = μ(ξH

y�
) · pe (since P � is bad).

Therefore, h� is well-adapted at ξH
x�

and ξH
y�

simultaneously with respect to

(z�, x�, y�). Therefore, we conclude that the first two equalities in (0) hold:

H(ξH
x� ) = H(ξH

x�
) = r�/pe, H(ξH

y�
) = (d� − pe)/pe = d�/pe − 1 = μ� − 1.

We also conclude that the inequality in (1) holds:

w-ρy�(P �) =
[
res-ord

(pe)

P �

(
(y�)d

�−pe · Φ�(x�, 1)
)− ordP �((x�)r

� · (y�)d�−pe

)
]
/pe

≤ [{(d� − pe) + d�} − {r� + (d� − pe)}]/pe = (d� − r�)/pe = μ� − r�/pe.
We compute, to check the equality in (2),

w-ρx�(P �)

=
[
res-ord

(pe)

P �

(
(x�)r

� · (y�)r�−pe · g�(y�))− ordP �

(
(x�)r

� · (y�)d�−pe)]
/pe

=
[
ordP �

(
(x�)r

� · (y�)r�−pe · g�(y�))− ordP �

(
(x�)r

� · (y�)d�−pe)]
/pe

=
[{r� + (r� − pe) +m� · pe} − {r� + (d� − pe)}]/pe

= m� − (d� − r�)/pe = m� − (μ� − r�/pe).

In order to obtain the second and third equalities above, we use the equalities (∗�)
and m� = w-ρx�(P �) = ordP �g�(y�). This completes the proof of the relations (0),
(1), (2), and hence the proof of the inequality m� ≥ w-ρx�(P �) +m�. �

This completes the proof of Proposition 6.3. �

7. Comparison of the old invariant with the new invariant

7.1. Comparison table

We present the table comparing the descriptions of the old invariant invMON in [26]
and the new invariant invMON,♠ in this paper.
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Configuration Description

invMON

1© (0, 0, μx)
2© (0, 0,min{μx, μy},max{μx, μy})
3© (ρx, 0, μx)
4© (min{ρx, μx},max{ρx, μx})
5© (min{ρx, ρy},max{ρx, ρy})

invMON,♠

1© 0
2© 0

3© lex {w-ρx, ordP (Musual)− ordP (Mtight)}
= lex {w-ρx, w-μx}

4©
lex {w-ρx, ordP (Musual)− ordP (Mtight)}
= lex {w-ρx, w-μx}
= (min{w-ρx, w-μx},max{w-ρx, w-μx})

5©
lex {lex (w-ρx, w-ρy) , ordP (Musual)− ordP (Mtight)}
= lex

{
(min{w-ρx, w-ρy},max{w-ρx, w-ρy}),
ordP (Musual)− ordP (Mtight)

}

Observation. (1) We hope that the reader can sense the analogies and similarities
between the old invariant invMON and the new invariant invMON,♠ from the table.
The major differences are:

• In the new invariant, we use the “weak” version of the invariants, indicated
by the prefix “w-”, where we subtract the appropriate amount of contributions
coming from the boundary divisors.

• In the new invariant, the number ordP (Musual)− ordP (Mtight), which mea-
sures the difference between the usual monomial and the tight monomial, shows
up always and more explicitly, where in the old invariant, the number is disguised
as μx (in configuration 3© or 4©) or does not show up (in configuration 5©).

(2) The original argument of Benito–Villamayor [5] (for showing the termi-
nation of the algorithm for resolution of singularities in the monomial case in
dimension 3) was quite complicated. The old invariant invMON is the result of
our search for a simple invariant which measures effectively what is improved in
the process of the algorithm. Even when the first author finally came up with the
description of invMON in December of 2012 in Austria, it remained something of
a mystery to us why it works. For example, we were wondering why we look at
the invariant μx in configuration 4© associated to the good divisor Hy = {y = 0},
while we look at the invariant ρy in configuration 5© associated to the bad divisor
Hy = {y = 0}. The interpretation of the old invariant invMON in terms of the
new invariant invMON,♠, where the latter is based upon the original philosophy
of Villamayor, demystifies the mechanism to some extent, e.g. demystifies the use
of μx as the disguise of the number ordP (Musual)− ordP (Mtight).
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7.2. Why “w-”, i.e., the “weak” version of the invariant?

Of course this demystification comes with a seemingly hefty price: The old invari-
ant strictly decreases after each transformation, while the new one strictly increases
from time to time. We were happy that, using the old invariant, we did not en-
counter the “Moh–Hauser jumping phenomenon”, one of the well-known obstacles
toward establishing an algorithm for resolution of singularities in positive charac-
teristic. So why are we looking at the new invariant, using “w-”, which inevitably
brings back the “Moh–Hauser jumping phenomenon”? The motivation lies in our
attempt to go into higher dimensions.

1. “Weak order” vs “usual order”.

It is well-known and easy to observe that the (usual) order of an ideal I on
a nonsingular variety W may strictly increase after blowing up along a smooth
center C (even when C is taken within the locus of highest order) if dimW > 1,
while the weak order does not increase. This is the very reason, when we face the
problem of resolution of singularities of the triplet (W, (I, a), E) in characteristic
zero, why we use the weak order and not the usual order (cf. 1.2).

2. Why the old invariant does not increase after blow up in dimension 3, even
though we are not using the weak version?

Consider the definition of the invariant ρx. After the process of cleaning, we
look at the last coefficient ape = xr · {gx(y) + x · ωx(x, y)} and the invariant
ρx is computed using the usual order ρx = ordP (gx(y))/p

e. The reason why
the old invariant does not increase after blow up, roughly speaking, is that the
invariant ρx is computed using the order on V = {z = x = 0} of dim V = 1, the
only dimension where the usual order does not increase after blow up ! It is this
beneficial peculiarity, unique to the low dimension dimW = 3, that guarantees the
old invariant does not increase.

3. What happens if we try to go into higher dimensions?

Let’s consider what happens when dimW = 4. Then the last coefficient is
of the form, after cleaning, ape = xr · {gx(y, z) + x · ω(x, y, z)} with respect to
a regular system of parameters (w, x, y, z), where h is in the Weierstrass form
h = wpe

+a1w
pe−1+· · ·+ape with ai ∈ k[[x, y, z]] and ordP (ai) > i for i = 1, . . . , pe.

If we define the invariant ρx, without using the weak version, by the formula
ρx = ordP (gx(y, z))/p

e, then it could easily increase strictly after a point blow
up, as the usual order on the surface V = {w = x = 0} of dimV = 2 could
increase strictly after a point blow up. This is why we want to use the weak
version w-ρx, subtracting the appropriate amount of contributions coming from the
boundary divisors, leading to the use of the weak version of the invariants in higher
dimensions. Actually the new invariant in dimension 3 arose from our attempt to
generalize our method in [26] to the case in dimension 4. Our hope is that we can
carry out an analysis of the “Moh–Hauser jumping phenomenon” leading to the
eventual decrease in dimension 4, similar to the one in dimension 3, and hence that
we can show the termination of the algorithm for resolution of singularities in the
monomial case, whose choice of the center, nevertheless, is much more involved in
dimension 4 than in dimension 3. Details will be discussed elsewhere.



A new strategy in the monomial case 1275

References

[1] Abhyankar, S. S.: Resolution of singularities of embedded algebraic surfaces. Pure
and Applied Mathematics 24, Academic Press, New York-London, 1966.

[2] Bierstone, E. and Milman, P.: Canonical desingularization in characteristic zero
by blowing up the maximum strata of a local invariant. Invent. Math. 128 (1997),
no. 2, 207–302.

[3] Benito, A. and Villamayor, O. E.: Monoidal transforms and invariants of sin-
gularities in positive characteristic. Compos. Math. 149 (2013), no. 8, 1267–1311.

[4] Benito, A. and Villamayor, O. E.: On elimination of variables in the study
of singularities in positive characteristic. Indiana Univ. Math. J. 64 (2015),
no. 2, 357–410.

[5] Benito, A. and Villamayor, O. E.: Techniques for the study of singularities
with applications to resolution of 2-dimensional schemes. Math. Ann. 353 (2012),
no. 3, 1037–1068.
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