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Threshold solutions for the nonlinear
Schrödinger equation

Luccas Campos, Luiz Gustavo Farah and Svetlana Roudenko

Abstract. We study the focusing NLS equation in RN in the mass-supercritical
and energy-subcritical (or intercritical) regime, with H1 data at the mass-energy
threshold ME.u0/DME.Q/, whereQ is the ground state. Previously, Duyckaerts–
Merle studied the behavior of threshold solutions in the H1-critical case, in dimen-
sions N D 3; 4; 5, later generalized by Li–Zhang for higher dimensions. In the inter-
critical case, Duyckaerts–Roudenko studied the threshold problem for the 3d cubic
NLS equation.

In this paper, we generalize the results of Duyckaerts–Roudenko for any dimension
and any power of the nonlinearity for the entire intercritical range. We show the exist-
ence of special solutions,Q˙, besides the standing wave eitQ, which exponentially
approach the standing wave in the positive time direction, but differ in its behavior
for negative time. We classify solutions at the threshold level, showing either blow-
up occurs in finite (positive and negative) time, or scattering in both time directions,
or the solution is equal to one of the three special solutions above, up to symmetries.
Our proof extends to the H1-critical case, thus, giving an alternative proof of the
Li–Zhang result and unifying the critical and intercritical cases.

These results are obtained by studying the linearized equation around the standing
wave and some tailored approximate solutions to the NLS equation. We establish
important decay properties of functions associated to the spectrum of the linearized
Schrödinger operator, which, in combination with modulational stability and coer-
civity for the linearized operator on special subspaces, allows us to use a fixed-point
argument to show the existence of special solutions. Finally, we prove the uniqueness
by studying exponentially decaying solutions to a sequence of linearized equations.
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1. Introduction

We consider the focusing energy-subcritical nonlinear Schrödinger (NLS) equation in
H 1.RN /, N � 1:

(1.1)

´
i@tuC�uC juj

p�1u D 0;

u.x; 0/ D u0.x/ 2 H
1.RN /;

where 1C 4=N < p < 2� � 1 WD

´
1C 4=.N � 2/; N � 3;

C1; N D 1; 2:

When N � 3, we also consider the focusing energy-critical nonlinear Schrödinger
equation in PH 1.RN / with nonlinearity power pc WD .N C 2/=.N � 2/:

(1.2)

´
i@tuC�uC juj

pc�1u D 0;

u.x; 0/ D u0.x/ 2 PH
1.RN /:

The equation (1.1) is considered in the inhomogeneous space H 1.RN / with the norm
kf kH1 WD kf kL2 C krf kL2 , while (1.2) is studied in the homogeneous Sobolev space
PH 1.RN / with the norm kf k PH1 WD krf kL2 .

Note that (1.1) and (1.2) are invariant under scaling. Namely, if u is a solution, then

uı.x; t/ D ı
2=.p�1/ u.ıx; ı2t /

is also a solution to the same equation, for any ı > 0. Computing the homogeneous
PH s.RN / norm yields

kuı.�; 0/k PH s D ı
s�.N=2�2=.p�1//

ku.�; 0/k PH s :

Hence, the scale-invariant norm is PH sc .RN /, where

sc D
N

2
�

2

p � 1
�

The conditions on p are equivalent to 0 < sc < 1 in (1.1), and to sc D 1 in (1.2).
In addition to scaling invariance, the equations (1.1) and (1.2) exhibit several symmet-

ries, such as, space translation, time translation, phase rotation and time-reversal. Indeed,
if u.x; t/ is such a solution, so is

ei�0 u.x C x0; t C t0/ or ei�0 Nu.x C x0; t C t0/;

with .�0; x0; t0/ 2 Œ0; 2�/ �RN �R.
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All these symmetries leave the PH sc norm invariant. Another symmetry that does not
have this characteristic is the Galilean boost, given by

eix:�0 e�it j�0j
2

u.x � 2�0t; t /; �0 2 RN :

Moreover, if u0 2 PH 1.RN /, then solutions to (1.1) and (1.2) conserve the energy

E.u.t// WD
1

2

Z
jru.t/j2 �

1

p C 1

Z
ju.t/jpC1 D E.u0/;

and whenever u0 belongs to L2.RN /, the mass

M.u.t// WD

Z
ju.t/j2 DM.u0/

and the momentum
P.u.t// WD Im

Z
Nu.t/ru.t/ D P.u0/

are also conserved.
The Cauchy problem for (1.1) was first studied by Ginibre and Velo [18]. Namely,

for initial data u0 2 H 1.RN /, there exists a non-empty maximal interval I and a unique
local-in-time solution uWRN � I !C that belongs to C 0t H

1
x .R

N � J / for every compact
interval J � I . Moreover, the map u0 7! u is uniformly continuous and u satisfies the
Duhamel formula

u.t/ D eit�u0 C i

Z t

0

ei.t�s/�jujp�1u.s/ ds

for all t 2 I . The solution is also known to be in LqtW
1;r
x .RN � J / for any Strichartz pair

.q; r/ (see Section 2).
In the energy-critical case, the Cauchy problem for (1.2) was first considered by

Cazenave and Weissler [7]. They proved that, for initial data u0 2 PH 1, there exists a
unique solution defined on a maximal non-empty interval I , satisfying the correspond-
ing Duhamel formula and belonging to C 0t PH

1
x .R

N � J / \ L
2.NC2/=.N�2/
t;x .RN � J / for

every compact interval J � I . Later works, see [10,35,40], proved that the map from the
initial data to the solution is also uniformly continuous.

The impossibility to extend the solution to all times is related to the concept of finite-
time blow-up. We say that a solution to (1.1) blows up in finite positive time T > 0 if

lim
t%T
kru.t/kL2 D C1:

For the energy-critical case, given that the scale-invariant norm is PH 1.RN /, this cri-
terion is not enough to preclude the possibility of continuing the solution. Rather, we say
that a solution to (1.2) blows up in finite positive time T > 0 ifZ T

0

Z
ju.x; t/j

2.NC2/
N�2 dxdt D C1:

In a similar way, blow-up in finite negative time is defined.



L. Campos, L. G. Farah and S. Roudenko 1640

Solutions to (1.1) and (1.2) can also exhibit a scattering behavior in the energy space.
We say that a solution to (1.1) scatters forward in time if it is defined for any t 2 Œ0;C1/
and there exists  2 H 1.RN / such that

lim
t!C1

ku.t/ � eit� kH1 D 0:

In the energy-critical case, the definition is the same, except that the PH 1.RN / norm is
used instead. Scattering backward in time is defined analogously.

The L2.NC2/=.N�2sc/t;x norm also plays an important role in the scattering theory (see,
for instance, Cazenave [6], Chapter 7): solutions to either (1.1) or (1.2) defined on the time
interval Œ0;C1/ scatter forward in time ifZ C1

0

Z
ju.x; t/j

2.NC2/
N�2sc dxdt < C1:

By the time-reversal symmetry, a similar scattering criterion backward in time can be
obtained.

Besides finite-time blow-up and scattering, there is the concept of standing waves.
Consider the elliptic equation

(1.3) � � .1 � sc/ C j j
p�1 D 0:

It is known that, for sc < 1, this equation admits the unique radial, positive solution in
H 1.RN /, which we call the ground state and denote by Q D Qp;N (see Strauss [37],
Berestycki, Lions and Peletier [4], Kwong [29] and also Tao [39], Appendix B, for a
textbook exposition). If Q solves (1.3), then the standing wave

u.x; t/ D ei.1�sc/tQ.x/

is a solution to (1.1) that neither blows up in finite time, nor scatters, in any time direction.
On the other hand, if sc D 1, since the equation (1.3) is invariant by scaling, the radial
positive solution to (1.3) is not unique. In this case, an explicit solution is given by

Q 2N
N�2 ;N

.x/ WD
1�

1C jxj2

N.N�2/

�.N�2/=2 �
This solution is commonly denoted by W , and we shall often do so.

A simple calculation shows thatW 2 PH 1.RN / for anyN � 3, and thatW 2 L2.RN /
if and only if N � 5. As its subcritical counterpart, the static solution u.x; t/ D W.x/

to (1.2) neither blows up in finite time, nor scatters, in any time direction.
Also, the following Pohozaev identities follow from (1.3):

(1.4)

Z
jQjpC1 D

2.p C 1/

N.p � 1/

Z
jrQj2;Z

jQj2 D
.N � 2/.p C 1/ � 4

.1 � sc/N.p � 1/

Z
jrQj2; if 0 < sc < 1:
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Remark 1.1. The choice of the constant .1�sc/ in (1.3) is only for convenience. If sc<1,
we can modify Q and replace .1 � sc/ by any positive constant by scaling. Similarly,
if sc D 1, the choice of Q2N=.N�2/;N D W is arbitrary, and we could have used any
rescaled version of W . Since we will state our results up to a constant scaling (among
other symmetries), there is no loss of generality.

The works of Weinstein [42] in the case 0 < sc < 1 and of Aubin [2] and Talenti [38]
for sc D 1 give the characterization of the ground state as the minimizer of

(1.5) kf k
pC1

LpC1
� CN;p krf k

N.p�1/=2

L2
kf k

2�.N�2/.p�1/=2

L2
;

with equality if and only if f .x/ D ei�0Q.x C x0/, in the case 0 < sc < 1, or f .x/ D
ei�0�

.N�2/=2
0 W.�0x C x0/, if sc D 1, for some �0 2 Œ0; 2�/, x0 2 RN and �0 > 0. Here,

CN;p is the sharp constant of the inequality (1.5). In the subcritical case, the inequal-
ity (1.5) is known as (one version of) the Gagliardo–Nirenberg inequality, and in the
energy-critical case, it reduces to the classical Sobolev inequality.

The ground state is also associated with the threshold for a dichotomy between finite-
time blow-up and scattering. The behavior of solutions below the ground state level is now
well understood for both the focusing energy-critical and the energy-subcritical nonlinear
Schrödinger equations. Indeed, for the Cauchy problem (1.2), solutions with E.u0/ <
E.W / were first considered by Kenig and Merle [27] in the radial setting for N D 3, 4
and 5, introducing the concentration-compactness and rigidity approach for dispersive
models. They showed that if kru0kL2 < krW kL2 , then the corresponding solution exists
globally in time and scatters in both time directions. On the other hand, if kru0kL2 >
krW kL2 , then the corresponding solution blows up in finite positive and negative times
(provided it is radial or of finite variance). Later, by exploiting a double Duhamel trick,
Killip and Visan [28] proved the corresponding result for N � 5, removing the radial
assumption. More recently, Dodson [11] proved the non-radial scattering in dimension
N D 4 using a delicate control on the scaling parameter, given by long time Strichartz
estimates and an interaction Morawetz estimate. It is worth noting that there are important
differences regarding the dimension in the energy-critical problem: for example, in dimen-
sions N � 5, the lack of regularity of the nonlinearity poses technical difficulties, which
are handled using generalizations of classical estimates. However, the faster time decay of
the linear Schrödinger operator helps obtaining extra space-time bounds on the solution.
The linear decay is only double integrable in dimensions N � 5, diverges logarithmically
in dimension N D 4, and diverges polinomially in dimension N D 3. The same situation
occurs for the ground state, which belongs to L2x in higher dimensions, but misses it by a
logarithm divergence in dimension N D 4 and by a polynomial divergence in dimension
N D 3. The non-radial scattering below the ground state for the focusing energy-critical
nonlinear Schrödinger equation in dimension N D 3 still remains an open problem.

For the Cauchy problem (1.1), it was first studied by Holmer and Roudenko [23] in
the 3d cubic radial case. In [22], for 0 < sc < 1, they consider the following scale-invariant
quantities:

ME.u.t// D
M.u.t//.1�sc/=scE.u.t//

M.Q/.1�sc/=scE.Q/
DME.u0/;
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and

MG .u.t// D
ku0k

.1�sc/=sc
L2

kru.t/kL2

kQk
.1�sc/=sc
L2

krQkL2
�

Based on the concentration-compactness and rigidity approach, in [22] they proved that if
ME.u0/ < 1 and MG .u0/ < 1, then the corresponding solution exists globally in time and
scatters in both time directions. In [22] they also proved that if ME.u0/ < 1, MG .u0/ > 1

and either u0 is radial or jxju0 2 L2.RN /, then the corresponding solution blows up in
both finite positive and negative times1, establishing the dichotomy result in the 3d cubic
radial case. Later Duyckaerts, Holmer and Roudenko [23] removed the radial assumption
in the scattering result. Fang, Xie and Cazenave [15] and Guevara [20] (see also Guevara
and Carreon [19]) extended this result to all intercritical ranges and dimensions.

This dichotomy does not hold above the ground state mass-energy threshold. In [21],
Holmer, Platte and Roudenko proved blow-up criteria that included solutions above the
mass-energy threshold. In [14], Duyckaerts and Roudenko showed, for 0 < sc � 1, the
existence of asymmetric behavior in time of solutions to the NLS equation that are above
the threshold and that scatter in one time direction and blow-up in finite time in the other
time direction (in fact, they showed that it suffices to multiply the ground state by a quad-
ratic phase to produce such a result). Moreover, they proved a dichotomy-type result above
the mass-energy threshold with some conditions on the variance of the initial data.

At the threshold level, there exists a richer dynamics for the asymptotic behavior of
solutions. Indeed, for the focusing energy-critical NLS equation, this problem was first
considered by Duyckaerts and Merle [12], in the radial case for N D 3, 4 and 5. In
particular, they proved the existence of special solutions that approach W as t ! C1
and either blow-up or scatter as t ! �1. Later, Li and Zhang [30] studied the case
N � 6. For the focusing energy-subcritical nonlinear Schrödinger equation, Duyckaerts
and Roudenko [13] treated the 3d cubic case. The main goal of this paper is to generalize
the results in [13] to the entire intercritical range 0 < sc < 1. More precisely, we prove the
following.

Theorem 1.2 (Energy-subcritical case). For N � 1, there exist two radial solutions QC

and Q� to (1.1) in H 1.RN / such that

• MŒQ˙�DMŒQ�,EŒQ˙�DEŒQ� ,Q˙ is defined at least on Œ0;C1/ and there exist
C , e0 > 0 such that

kQ˙.t/ � eitQkH1 � Ce�e0t for all t � 0;

• krQC0 k2 > krQk2, and QC blows-up in finite negative time,

• krQ�0 k2 < krQk2, and Q� is globally defined and scatters backward in time.

Theorem 1.3 (Energy-subcritical case). For N � 1, let u be a solution to (1.1) such that
ME.u0/ D 1. Then, the following holds.

• If MG .u0/ < 1, then u is defined for all times. Moreover, either u scatters in both
time directions, or u D Q� up to the symmetries of the equation.

1If u0 is nonradial and has infinite variance, then there exists a sequence of times ¹tnº such that
kru.tn/kL2 !C1, as shown by Holmer and Roudenko in [24].
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• If MG .u0/ D 1, then u D Q up to the symmetries of the equation.

• If MG .u0/ > 1 and u0 is either radial or jxju0 2 L2.RN /, then either u blows up in
finite positive and negative time, or u D QC up to the symmetries of the equation.

Remark 1.4. In the 3d cubic setting and for ME.u0/ < 1, the infinite-variance case was
treated by Holmer and Roudenko in [24]. It was shown that, in this case, the H 1 norm of
the solution is unbounded, even if the solution exists for all t > 0. That proof works the
same way if one considers any 0 < sc < 1 and ME.u0/ � 1.

There are two major difficulties in extending the previous results. The first one is to
deal with low powers of the parameter p. If p < 3, then the nonlinearity jujp�1u is not a
smooth function of .u; Nu/. Moreover, as the power of the nonlinearity is not an odd integer,
the difference jujp�1u� jvjp�1v cannot be written as a polynomial. Therefore, we cannot
use the same estimates as in [13], as they rely heavily onH s.RN / estimates, for large val-
ues2 of s. Moreover, if p � 2, then the nonlinearity is not twice real-differentiable. In order
to perform the necessary estimates, we employ the fractional calculus tools introduced by
Christ and Weinstein [9] and Visan [41].

Another problem arises from the fast decay of the ground state Q. When construct-
ing the solutions Q˙, we must deal with some estimates that involve terms of the form
kQ�1f kL1 . Even though .Q�1f /.x/ is pointwise defined for any function f , the expo-
nential decay of Q makes it harder to obtain good estimates. Therefore, we have to
carefully study the desired functions f to ensure that they have the necessary decay. We
establish the decay via several bootstrap arguments, and by making use of resolvent con-
volution kernels associated to the corresponding elliptic equations.

It is worth mentioning that, in order to prove the classification in Theorems 1.2 and 1.3,
one has to change the orthogonality conditions that were used in [13], as in the lower
dimensions they would not necessarily ensure coercivity. See Remark 3.4 and the proof of
Lemma 3.5 for details.

Since our proof can be readily applied to the energy-critical case, we also state and
prove similar results for sc D 1 and N � 6. Note that pc � 2 happens exactly when
N � 6, which again implies that the nonlinearity is not twice real-differentiable. We have
the following.

Theorem 1.5 (Energy-critical case). Let N � 6. There exist two radial solutions W C

and W � to (1.2) in PH 1.RN / such that

• EŒW ˙�DEŒW � ,W ˙ is defined at least in Œ0;C1/ and there exist C , e0>0 such that

kW ˙.t/ �W kH1 � Ce�e0t for all t � 0;

• krW C0 k2 > krW k2, and W C blows-up in finite negative time,

• krW �0 k2 < krW k2, and W � is globally defined and scatters backward in time.

Theorem 1.6 (Energy-critical case). For N � 6, let u be a radial solution to (1.2) such
that E.u0/ D E.W /. Then, the following holds.

2To be precise, at least s > N=2, to make use of the fact that H s.RN / is an algebra.
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• If ku0k PH1 < kW k PH1 , then u is defined for all times. Moreover, either u scatters in
both time directions, or u D W � up to the symmetries of the equation.

• If ku0k PH1 D kW k PH1 , then u D W up to the symmetries of the equation.

• If ku0k PH1 > kW k PH1 and u0 2 L2, then either u blows-up in finite positive and neg-
ative time, or u D W C up to the symmetries of the equation.

The last two theorems were originally proved by Li and Zhang [30], by means of
weighted Sobolev estimates. Since our approach is considerably different from [30], we
include our proofs in this paper.

Remark 1.7. By scaling, the condition ME.u0/ D 1 can be read, without loss of gener-
ality, as ´

M.u0/ DM.Q/;

E.u0/ D E.Q/:

Indeed, considering u0;ı.x/ D ı2=.p�1/u0.ıx/, with ı D .M.u0/=M.Q//
1=.2sc/, gives

the above condition for u0;ı . Similarly, the condition

MG .u0/ < 1

(resp. “D”, “>”) can be read as

kru0kL2 < krQkL2

(resp. “D”, “>”). Unless stated otherwise, we shall adopt this simplification throughout
the whole paper.

2. Notation and preliminaries

We will need the following tools from harmonic analysis.

Lemma 2.1 (Sobolev inequality, see Stein [36]). If 0 < � � � < N , 1 < q < p <1,
and

1

p
D
1

q
�
� � �

N
;

then the following estimate holds:

kD�ukLp.RN / � CkD
�ukLq.RN /:

Lemma 2.2 (Leibniz rule, see Christ and Weinstein [9]). Let s 2 .0; 1/, pj ; qj 2 .1;1/,
with 1=p D 1=pj C 1=qj , j D 1; 2. Then

(2.1) kDs.fg/kLp.RN / � C
�
kDsf kLp1 .RN /kgkLq1 .RN /Ckf kLp2 .RN /kD

sgkLq2 .RN /

�
:

Lemma 2.3 (Fractional chain rule for Hölder continuous functions, see Visan [41]). Let F
be a Hölder continuous function of order 0<˛ < 1. Then, for every 0< s <˛, 1<p <1,
and s=˛ < � < 1, we have

(2.2) kDsF.u/kLp .RN / � Ckjuj
˛�s=�

kLp1 .RN / kD
�uk

s=�

L
s
� q1 .RN /

;

provided 1=p D 1=p1 C 1=q1 and .1 � s=.�˛//p1 > 1.
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Lemma 2.4 (Kato–Strichartz inequalities, see Cazenave [6], Kato [25], Foschi [16], Keel
and Tao [26]). Let N � 1, I � R and 1 � qi ; ri �1, i D 1; 2. Assume the pairs .q1; r1/
and .q2; r2/ satisfy

1

qi
< N

�1
2
�
1

ri

�
or .qi ; ri / D .1; 2/; i D 1; 2;

1

q1
C

1

q2
D N

�
1 �

1

r1
�
1

r2

�
;

and

• if N D 2, we require that r1; r2 < C1,

• if N > 2, we consider two subcases,

– non sharp case:

1

q1
C

1

q2
< 1;

N � 2

r1
�
N

r2
;

N � 2

r1
�
N

r2
;

– sharp case:

1

q1
C

1

q2
D 1;

N � 2

r1
<
N

r2
;

N � 2

r1
<
N

r2
;

1

r1
�
1

q1
;

1

r2
�
1

q2
�

Then the following estimate holds:

(2.3)
 Z

s>t

ei.t�s/�F.s/ ds

L
q1
I L

r1
x

C

 Z
s<t

ei.t�s/�F.s/ ds

L
q1
I L

r1
x

. kF k
L
q02
I L

r 02
x

:

Definition 2.5. We say that the pair .q; r/ is PH s-admissible if 2� q; r �C1, .q; r;N /¤
.2;1; 2/, and

2

q
C
N

r
D
N

2
� s:

If s D 0, we say that the pair .q; r/ is L2-admissible.

We define Strichartz norms for the energy-critical and intercritical cases separately.

Definition 2.6 (Critical case). Let I be a (possibly unbounded) time interval. Given 0 <
"� 4

N�2
, N � 6, define the spaces

S. PH 1; I / D L1I L
2N
N�2
x

S. PH 1�"; I / D L1I L
2N

N�2C2"
x \ L

4="
I L

2N
N�2C"
x \ L

2.N�2/
".N�4/

I L

2N.N�2/

.N�2/2C4"
x ;

S 0. PH�.1�"/; I / D L
2="
I L

2N
NC2
x ;

S.L2; I / D ¹L
q
IL

r
x j .q; r/ is L2-admissibleº;

S 0.L2; I / D L2I L
2N
NC2
x :

Remark 2.7. In particular, we make use of the following spaces in S.L2; I /: L1I L
2
x ,

L
4
"

I L
2N
N�"
x , L

2.N�2/
".N�4/

I L
2N.N�2/

N.N�2/�2".N�4/
x , L2IL

2N
N�2
x , L

2.NC2/
N�2

I L
2.NC2/

N2C4
x , and L

16
".N�2/

I L
8N

4N�".N�2/
x .
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Remark 2.8. By the Sobolev embedding, if f 2 S. PH 1; I / \ r�1S.L2; I /,

kf kS. PH1;I / C kD
"f kS. PH1�";I / . krf kS.L2;I /;

and by the Kato–Strichartz estimates, non sharp case, Z
s>t

ei.t�s/�F.s/ ds

S.L2;I /

. kF kS 0.L2;I /; Z
s>t

ei.t�s/�F.s/ ds

S. PH1�";I /

. kF kS 0. PH�.1�"/;I /:

Remark 2.9. Note that the pair in S. PH 1; I / is PH 1-admissible, the pairs in S. PH 1�"; I / are
PH 1�"-admissible, the pairs in S.L2; I / and in the dual space of S 0.L2; I / areL2-admissi-

ble, and the pair corresponding to the dual space of S 0. PH�.1�"/; I / is PH�.1�"/-admissible.

Definition 2.10 (Intercritical case). Define the set

A0 D
®
.q; r/j.q; r/ is L2-admissible

¯
:

For s 2 .0; 1/, define As as the PH s-admissible pairs that satisfy8̂<̂
:

2N
N�2s

� r �
�
2N
N�2

��
; N � 3;

2
1�s

� r �
��

2
1�s

�C�0
; N D 2;

2
1�2s

� r � 1; N D 1;

and A�s as the PH�s-admissible pairs that satisfy8̂<̂
:
�
2N
N�2s

�C
� r �

�
2N
N�2

��
; N � 3;�

2
1�s

�C
� r �

��
2
1�s

�C�0
; N D 2;�

2
1�2s

�C
� r � 1 N D 1;

where .aC/0 is the number such that

1

a
D

1

aC
C

1

.aC/0
�

Let I be a (possibly unbounded) time interval. For s 2 Œ0; 1/, we define the following
Strichartz norms:

kukS.L2;I / D sup
.q;r/2A0

kukLqIL
r
x
; and kukS. PH s ;I / D sup

.q;r/2As

kukLqIL
r
x
;

and the dual Strichartz norms

kukS 0.L2;I / D inf
.q;r/2A0

kuk
L
q0

I L
r 0
x
; and kukS 0. PH�s ;I / D inf

.q;r/2A�s
kuk

L
q0

I L
r 0
x
:
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Remark 2.11. By the Sobolev embedding, if f 2 S. PH sc ; I / \ hri�1S.L2; I /,

kf kS. PH sc ; I / . kjrjscf kS.L2; I / . khrif kS.L2; I /;

and by the Kato–Strichartz estimates, non sharp case, Z
s>t

ei.t�s/�F.s/ ds

S.L2; I /

. kF kS 0.L2; I /; Z
s>t

ei.t�s/�F.s/ ds

S. PH sc ; I /

. kF kS 0. PH�sc ; I /:

3. The linearized equation

In order to prove the main theorems of this paper, we need to carefully study (1.1) and (1.2)
around the ground state. We identify the complex number aC bi with the vector

�
a
b

�
. For

a complex-valued function f , we write f D f1 C if2. We next introduce the following
definition.

Definition 3.1. For 0 < sc � 1, we define

LC D .1�sc/���pQ
p�1; L� D .1�sc/���Q

p�1; L WD

�
0 �L�
LC 0

�
;

R.f / D jQC f jp�1.QC f / �Qp
� pQp�1f1 � iQ

p�1f2;

K.f / D pQp�1f1 C iQ
p�1f2:

If u is a solution to (1.1), write u D ei.1�sc/t .QC v/. Then v must satisfy

(3.1) @tv CLv D iR.v/;

or, writing it as a Schrödinger equation,

(3.2) i@tv C�v � .1 � sc/v CK.v/ D �R.v/:

In the next two sections we recall some properties of the operator L.

3.1. The linearized operator

For 0 < sc � 1, we have, by a direct calculation,

L�.Q/ D 0 and LC.@kQ/ D 0; 1 � k � N:

This implies
L.@kQ/ D L.iQ/ D 0; 1 � k � N:

Also, defining ƒf as the scaling generator 2
p�1

f C x � rf , we have

LC.ƒQ/ D �2.1 � sc/Q; if 0 < sc < 1; and LC.ƒW / D 0; if sc D 1:
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The above directions are obtained fromQ by the symmetries of the NLS equation. Indeed,
defining

fŒx0;�0;�0�.x/ D e
i�0

1

�
2=.p�1/
0

f
� x
�0
C x0

�
;

we have

.rQ;�ƒQ; iQ/ D
@QŒx0;�0;�0�

@.x0; �0; �0/

ˇ̌̌
.x0;�0;�0/D.0;1;0/

:

We also define the bilinear form

B.f; g/ WD
1

2
.LCf1; g1/L2 C

1

2
.L�f2; g2/L2

D
1 � sc

2

Z
f1 � g1 C

1

2

Z
rf1 � rg1 �

p

2

Z
Qp�1f1g1

C
1 � sc

2

Z
f2 � g2 C

1

2

Z
rf2 � rg2 �

1

2

Z
Qp�1f2g2;

and the linearized energy

ˆ.f / WD B.f; f / D
1

2
.LCf1; f1/L2 C

1

2
.L�f2; f2/L2

D
1 � sc

2

Z
jf j2 C

1

2

Z
jrf j2 �

1

2

Z
Qp�1.pjf1j

2
C jf2j

2/:

If 0 < sc � 1, one can check directly that, for any f , g 2 S.RN /,

(3.3)

B.f; g/ D B.g; f /; B.Lf; g/ D �B.f;Lg/;

B.iQ; f / D 0; B.@kQ;f / D 0; k � N;

B.ƒQ; f / D �.1 � sc/

Z
Qf1; ˆ.YC/ D ˆ.Y�/ D 0:

In the energy-critical case, we have

B.ƒW; f / D 0:

The following result is well known, but for completeness we provide its proof here.

Lemma 3.2 ([8, 12]). Let �.L/ be the spectrum of the operator L, defined in L2.RN / �
L2.RN / with domainH 2.RN /�H 2.RN /, and let �ess.L/ be its essential spectrum. Then

�ess.L/ D ¹iy W y 2 R; jyj � 1 � scº; � \R D ¹�e0; 0; e0º with e0 > 0:

Moreover, e0 and �e0 are simple eigenvalues of L with eigenfunctions YC and Y� D

YC 2 � , respectively. The null space of L is spanned by iQ and @kQ, 1 � k � N .and,
in the energy-critical case, also by ƒW /.

Remark 3.3. By Lemma 3.2, if Y1 D Re.YC/ and Y2 D Im.YC/, then

LCY1 D e0Y2 and L�Y2 D �e0Y1:

Furthermore, the null space of LC is spanned by the vectors @kQ, 1 � k � N (and by
ƒW , if sc D 1), and the null space of L� is spanned by Q.
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Proof of Lemma 3.2. In this proof, for brevity, we write V D Qp�1 for 0 < sc � 1. Note
that V defines a compact operator from H 1 to L2.

Intercritical case. For convenience (for example, as in Holmer–Roudenko [22] or
Weinstein [42]), from now on, we rescale Q in the intercritical case to have unit coef-
ficients in the ground state equation (1.3), i.e.,

(3.4) �Q �QCQp
D 0:

This rescaling is done in order to keep the exposition more transparent in computa-
tions. The term .1� sc/ is thus replaced by 1 in the standing wave solution ei.1�sc/tQ and
in the definitions of L, B and ˆ as well.

The operator L is a relatively compact perturbation of i.1��/, and therefore, has the
same essential spectrum. We now prove the existence of exactly one negative eigenvalue
to L.

From the proof of Lemma 3.5, we see that L� on L2 with domainH 2 is non-negative.
Since it is also self-adjoint, it has a unique square rootL1=2� with domainH 1. It is equival-
ent to show that the the self-adjoint operator P WD L1=2� LCL

1=2
� on L2 with domain H 4

has a unique negative eigenvalue. Indeed, consider the function

Z D ƒQ �
.ƒQ;Q/L2

.Q;Q/L2
Q:

One can check that Z 2 H 2, Z 2 ¹Qº? and, for 0 < sc � 1,

(3.5) .LCZ;Z/L2 D �
N 2.p � 1/

4.p C 1/

h
p �

�
1C

4

N

�i Z
QpC1 < 0:

Defining h WD L�1=2� Z 2 Q?, one also has

h D .L1=2� L�1� /.L
�1
� L�/Z D L

�1
� L

�1=2
� L�Z 2 H

3:

For " > 0, choose Qh" 2 H 4 such that Qh" ? Q and kh � Qh"kH3 < ". We have

inf
f 2H4

.Pf; f /L2

kf k2
L2

�
.LCL

1=2
�
Qh"; L

1=2
�
Qh"/L2

k Qh"k
2
L2

< 0;

if " is small enough.
Hence, by the minimax principle, P has a negative eigenvalue �e20 and an associated

eigenfunction g. Defining Y1 WD L
1=2
� g, Y2 WD

1
e0
LCY1, and Y˙ WD Y1 ˙ iY2, we have

LY˙ D ˙e0Y˙. Uniqueness of the eigenfunction corresponding to the negative eigen-
value of P follows from the non-negativity of LC on ¹Qpº?, since

.Pf; f /L2 D .LCL
1=2
� f;L1=2� f / � 0

for f 2 H 4 such that .L1=2� f;Qp/D .f; L1=2� Qp/ D 0. The assertions about the kernel
of L follow from the coercivity given by Lemma 3.5.

It remains to prove that Y˙ 2S.RN /. It suffices to prove this assertion for Y1DReYC.
The differential equation for Y1 is

(3.6) Œ.1 ��/2 C e20 �Y1 D ŒpV
2
C V.1 ��/�Y1 � p.1 ��/ŒV Y1�:



L. Campos, L. G. Farah and S. Roudenko 1650

Since the Fourier symbol of .1 � �/2 C e20 is .1 C j�j2/2 C e20 � .1 C j�j2/2, and
V;Y1 2 H

2.RN /, we have that Y1 2 H
s for all s � 0. As in [12], we show that for all

non-negative integers k; s and all ' 2 C1c .R
N /, we have

(3.7) k'.x=R/Y1kH s �
C.'; s; k/

Rk
for all R � 1:

Indeed, the inequality (3.7) holds if k D 0, for any s � 0. By induction, we show that
if it holds for .k; s/, it also holds for .k C 1; s C 1/. Given ', consider Q' 2 C1c .R

N /

such that Q' is 1 on the support of ', so that we have Q' @˛' D @˛' for any multi-index ˛.
Since Q and its derivatives decay (more than) polynomially, (3.6) gives, for s � 3,

k'.x=R/Œ.1 ��/2 C e20 �Y1kH s�3 �
C

R
k Q'.x=R/Y1kH s�1 �

C

R
k Q'.x=R/Y1kH s :

Using the trivial commutator estimate kŒ.1 ��/2 C e20 ; �.x=R/�kH s�3!H s � C=R, we
get

k'.x=R/Y1kH sC1 � kŒ.1 ��/2 C e20 � .'.x=R/Y1/kH s�3 �
C

R
k Q'.x=R/Y1kH s :

By the induction hypothesis, we get k'.x=R/Y1kH sC1 � C=RkC1, as desired. The
same argument shows that, if � 2 Rn�.L/, then .� �L/�1S.RN / � S.RN /.

Critical case. The range of the operator L� is no longer closed, but the operator
1C L� is invertible on ¹Qº?. Therefore, for any " > 0, one can take G" 2 H 2 such
that

kL�G" � .1C L�/ZkL2 < ":

Letting

h" WD .1C L�/
�1L1=2� G" D L

1=2
� .1C L�/

�1G"

D .1C L�/
�1.1C L�/

�1=2L1=2� .1C L�/
�1=2G" 2 H

3;

we have

kL1=2� h" �ZkH2 D k.1 ��/.1C L�/
�1ŒL�G" � .1C L�/Z�kL2

� " kŒ1 � V.1 ��/�1��1kL2!L2 :

Choosing Qh" 2H 4 such that Qh"?Q and kh"� Qh"kH3<", and recallingP DL1=2� LCL
1=2
�

and (3.5), we get
.P Qh"; Qh"/L2 D .LCZ;Z/L2 CO."/:

Thus, if " is small enough, the conclusion follows. The regularity and the decay of Y˙
follow analogously from the argument for the intercritical case.

If 0 < sc < 1, consider the following orthogonality relations:Z
Qv2 D

Z
@kQv1 D 0; 1 � k � N;(3.8) Z

Qpv1 D 0;(3.9) Z
Y1v2 D

Z
Y2v1 D 0:(3.10)
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Denote by G? the set of v 2 H 1 satisfying (3.8) and (3.9), and QG? the set of v 2 H 1

satisfying (3.8) and (3.10).

Remark 3.4. Differently from [13], we use the orthogonality condition (3.9) instead ofR
�Qv1D 0. We make this choice in order to be able to prove coercivity in all dimensions,

specially in dimension N D 1.

By direct calculations, one sees that

ˆjspan¹rQ;iQº D 0

and

(3.11) ˆ.Q/ D �
p C 1

2

Z
QpC1 < 0:

If sc D 1, consider the directionsW , iW ,ƒW D N�2
2
W C x � rW and @kW , for 1�

k � N , in the Hilbert space PH 1 D PH 1.RN ;C/ with real inner product defined in (3.12).
Denote by G WD span¹W;rW; iW; ƒW º and by G? its orthogonal complement in PH 1

with

(3.12) .f; g/ PH1 D

Z
rf1 � rg1 C

Z
rf2 � rg2 D Re

Z
rf � rg:

Let QG? be the set
®
v 2 PH 1I v ? span¹rW; iW;ƒW º; B.YC; v/ D B.Y�; v/ D 0

¯
.

By direct calculations, one sees that

ˆjspan¹rW;iW;ƒW º D 0

and

(3.13) ˆ.W / D �
2

.N � 2/CNN
< 0;

where CN is the sharp constant for Sobolev inequality for the embedding PH 1.RN / ,!

L
2N
N�2 .RN /. The following lemma shows that ˆ is coercive in G? [ QG?.

Lemma 3.5. For 0<sc�1, there exists a constant Qc > 0 such that, for any f 2G? [ QG?,

ˆ.f / � Qc kf k2
PH1
:

This result was proved in a different context in [34], in the energy-critical case, and
in [13] in the 3d cubic case. We give here the proof for all 0 < sc � 1, in any dimension.

Proof of Lemma 3.5, energy-critical case.
Step 1. Coercivity in G?.
We adapt here the proof in [34] to our context. Let …WSN ! RN be the “stretched”

stereographic projection of the sphere SN onto RN , with respect to the North pole,
defined by

yi D
1

N.N � 2/

xi

1 � xNC1
; 1 � i � N:
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If y D…x and v is a real function is defined on RN , we define a function u on SN by

u.x/ D W �1.y/v.y/:

By integration by parts, one can check thatZ
SN
jrSN uj

2 d� D 2N�2
Z

RN

�
jrvj2 �W pcv2

�
dy;

and Z
SN
u2d� D

2N

N.N � 2/

Z
RN

W pc v2dy:

The spectrum of �SN is well known [5]. Namely, for the first eigenvalues �k , with multi-
plicity nk and associated eigenfunctions uk;˛ , with ˛ D .˛1; : : : ; ˛N / 2 ZN�0, we have

�0 D 0; n0 D 1; u0 D 1;

�1 D N; n1 D N C 1; u1;j D xi ; 1 � j � N C 1;

�2 D 2.N C 1/; n2 D 2N C 3:

Therefore, if v ? W in PH 1, then u is orthogonal to u0, and we haveZ
RN

�
jrvj2 �W pcv2

�
dy �

4�1

N.N � 2/

Z
RN

W pc v2dy;

which is equivalent toZ
RN

�
jrvj2 �W pcv2

�
dy �

4

N C 2

Z
RN

jrvj2dy:

Similarly, if v ? span¹W;rW; ƒW º in PH 1, then u is orthogonal to u0, u1;i , 1 � i �
N C 1, and thusZ

RN

�
jrvj2 �W pcv2

�
dy �

4�2

N.N � 2/

Z
RN

W pc v2dy;

which is equivalent toZ
RN

�
jrvj2 � pcW

pcv2
�
dy �

4

N C 2

Z
RN

jrvj2dy:

Therefore, we proved that, for h 2 G?,

ˆ.h/ �
4

N C 2
khk PH1 :

Step 2. Coerciveness of ˆ in QG?.
We first claim thatB.YC;Y�/¤ 0. IfB.YC;Y�/were 0, thenˆwould be identically 0

on span¹rW; iW;ƒW;YC;Y�º, a subspace of dimensionN C 4. But this cannot happen,
given ˆ is positive definite on G?, which is of codimension N C 3.
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We now show that ˆ.h/ > 0 on QG?n¹0º. Assume, by contradiction, that there exists
h 2 QG?n¹0º such that ˆ.h/ � 0. Recall that ker L D span¹rW; iW;ƒW º, and that, by
definition of QG?n¹0º, B.YC; h/D 0. Hence, the vectors @kW , 1 � k � N , iW ,ƒW , YC
and h are mutually orthogonal under the symmetric form B . Since

ˆ.@kW / D ˆ.iW / D ˆ.ƒW / D ˆ.YC/ D 0;

we get
ˆjspan¹rW;iW;ƒW;YC;hº � 0:

We claim that these vectors are independent. Indeed, ifX
k

˛k@kW C ˇiW C ƒW C ıYC C �h D 0;

then
ıB.YC;Y�/ D 0;

and since B.YC;Y�/ ¤ 0, ı D 0. Therefore, the claim is proven, since @kW , iW , ƒW
and h are orthogonal in the real Hilbert space PH 1.

To prove coercivity, we rely on a compactness argument. Suppose, by contradiction,
that there exists ¹hnº � QG? such that

limˆ.hn/ D 0; khnk PH1 D 1:

Up to a subsequence, we may assume hn* h� weakly in PH 1. This implies h� 2 QG?.
Since the operator

R
W pc�1j � j2 is compact, we have

R
W pc�1jh�j

2 > 0 and

ˆ.h�/ � lim infˆ.hn/ D 0:

This contradicts the strict positivity of ˆ on QG?n¹0º.

Proof of Lemma 3.5, intercritical case. Since the explicit formula for Q in the intercrit-
ical case is not available, we cannot proceed as in the energy-critical case. We follow
here [43] and [13].

Step 1. Non-negativity on G?. Define the functional

J.u/ D

� Z
jruj2

�a� Z
juj2

�b
Z
jujpC1

;

where

a D
N.p � 1/

4
; b D

2p C 2 �N.p � 1/

4
�

By the sharp Gagliardo–Nirenberg inequality, one can see that this functional achieves an
absolute minimum at Q. Therefore, the minimization condition d2

d"2
J.Q C "h/j"D0 � 0

for all functions h 2 H 1 gives

ˆ.h/ �
b� Z
Q2
�h1
a

� Z
�Qh1

�2
C
1

b

� Z
Qh1

�2
�

� Z
Qph1

�2i
:
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Since a and b are positive if 0 < sc < 1, we have that ˆ.h/ � 0 if
R
Qph1 D 0.

Therefore, ˆ must be non-negative on G?.
Step 2. Coercivity on G?. We now employ compactness to show that, for every real

function h 2 G?,
.L˙h; h/L2 & khkL2 :

Assuming the above inequality, multiplying the immediate bound

.L˙h; h/L2 �
1

2
krhk2

L2
� Ckhk2

L2
;

by a small constant, and summing both inequalities, the coercivity follows. Suppose that
there is a sequence of real H 1 functions ¹hnº in G? such that

lim
n!1

.LChn; hn/L2 D ˆ.hn/ D 0 and khnkL2 D 1:

This implies

0 �
1

2

Z
jrhnj

2
D �

1

2
C
p

2

Z
Qp�1h2n Cˆ.hn/ . 1:

Therefore, krhnk . 1 and, for large n,
R
Qp�1h2n & 1. Passing to a subsequence, and

recalling that Q decays at infinity, we get that there exists h� 2 G? such that

hn * h� weakly in H 1; and
Z
Qp�1h2� > 0:

In particular, h� ¤ 0. Moreover,

ˆ.h�/ �
1

2
lim inf
nC!1

khnkH1 �
p

2
lim
n!1

Z
Qp�1h2n D lim inf

nC!1
ˆ.hn/ D 0:

Recall that ˆ.h�/ � 0 by Step 1. Therefore, ˆ.h�/ D 0 and h� is the solution to the
minimization problem

0 D .LCh�; h�/L2 D min
f 2E

.LCh; h/L2 ;

where E WD
®
h 2 H 1

W khkL2 D kh�kL2 and h 2 G?
¯
:

Thus, there exist Lagrange multipliers �0; : : : ; �NC1 such that

LCh� D �0Q
p
C

NX
jD1

�j @jQC �NC1h�:

Since h� 2 G?n¹0º and .LCh�; h�/L2 D 0, we have �NC1 D 0. By testing the last
equation against @jQ and using that LC.@kQ/ D 0, for all k � N , we conclude that

LCh� D �0Q
p:
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Recalling that LCQD�p�12 Qp and ker.LC/D span¹rQº, we conclude that there exist
�1; : : : ; �N such that

h� D �
2�0

p � 1
QC

NX
jD1

�j @jQ:

Noting that
R
Q@jQ D

1
2

R
@j .Q

2/ D 0, and recalling that h� 2 G?, gives �j D 0 for
all j . Therefore,

h� D
2�0

p � 1
Q:

And, by direct calculation,

.LCh�; h�/L2 D �
� 2�0

p � 1

�2 Z
QpC1 < 0:

This contradicts .LCh�; h�/L2 � 0 and h� ¤ 0, and proves that

.LCh; h/L2 & khkL2

for any real function h 2 G?. The proof for L� is analogous. In particular, we have strict
positivity of ˆ on G?n¹0º and, by compactness, the coercivity follows on G?.

Step 3. Coercivity on QG?.
We have, as in the critical case, B.YC;Y�/ ¤ 0, otherwise, the restriction of ˆ to the

.N C 3/-dimensional space span¹rQ;iQ;YC;YCºwould be identically zero, contradict-
ing the coercivity on G?, which is of codimension N C 2.

Now, if there exists h 2 QG?n¹0º such that ˆ.h/ � 0, we have ˆjspan¹rQ;iQ;YC;hº � 0.
But if X

k

˛k@k C ˇiQC YC C ıh D 0;

then B.YC;Y�/ D 0, which implies  D 0. Therefore, since h 2 QG?n¹0º, the subspace
spanned by ¹rQ; iQ;YC; hº has dimension N C 3, contradicting the coercivity on G?.
It remains to show that the coercivity follows from the strict positivity.

Indeed, consider a sequence ¹hnº � QG? such that khnkH1 D 1 for all n and such that

ˆ.hn/! 0 as n!C1:

Up to a subsequence, hn * h� 2 QG? weakly on H 1. But since Q decays at infinity, this
impliesˆ.h�/� lim infˆ.hn/D 0, which contradicts the strict positivity ofˆ on QG?.

Unlike the energy-critical case, the ground state decays exponentially if sc < 1. In
the next sections, we need sharp bounds on the decay of Q and its derivatives. We start
recalling the following result, proved by Gidas, Ni and Nirenberg [17]. Recall that 2� D
2N=.N � 2/, if N � 3, and 2� D C1, if N D 1; 2.

Lemma 3.6 (Gidas et al., [17], Theorem 2, p. 370). For 1 C 4=N � p < 2� � 1, let
Q 2 �.RN /, Schwartz space, be the unique radial positive solution of the equation (3.4).
Then there exists C > 0 such that

lim
jxj!C1

jxj.N�1/=2 ejxjQ.x/ D C:
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We next study the decay of solutions to the equation (3.4). The next lemma, as well as
its corollary, might be known in the theory of elliptic equations. However, we could not
find a specific reference, and for convenience provide a proof here.

Lemma 3.7. Let f 2 S.RN / and � 2 R. If f solves

.1 ��C �i/f D G; with jG.x/j .
e�ajxj

.1C jxj.N�1/=2/b
;

for 0 < a ¤ Re
p
1C �i , 0 < b ¤ 1, then

jf .x/j .
1

.1C jxj.N�1/=2/min¹b;1º
.e�jxj /min¹a;Re

p
1C�iº:

Proof. Let c D Re
p
1C �i � 1. We recall the integral form of the resolvent (see [1])

.1 ��C �i/�1G D K �G;

where K 2 L1.RN / is such that, for jxj � 1,

(3.14) K.x/ .
e�cjxj

1C jxj.N�1/=2
;

and, for jxj � 1,

(3.15) K.x/ .

8̂<̂
:

1

jxj.N�1/=2
for N > 2;

ln 1
jxj

for N D 2;
1 for N < 2:

Consider first the case 0 < a < c. We estimate

jK �G.x/j .
Z
K.y/

e�ajx�yj

.1C jx � yj.N�1/=2/b
dy

.
e�ajxj

.1C jxj.N�1/=2/min¹b;1º

Z
K.y/ eajyj

.1C jx � yj.N�1/=2 C jyj.N�1/=2/min¹b;1º

.1C jx � yj.N�1/=2/b
dy

.
e�ajxj

.1C jxj.N�1/=2/min¹b;1º

Z
K.y/ eajyj.1C jyj.N�1/=2/min¹b;1º dy:

By (3.14) and (3.15), the integral in the last inequality is O.1/. For a > c, the estimate is

jK�G.x/j .
e�cjxj

.1Cjxj.N�1/=2/min¹1;bº

Z
K.y/ecjyj

�
1Cjyj.N�1/=2

�min¹1;bº
e�.a�c/jx�yj dy

.
e�cjxj

.1Cjxj.N�1/=2/min¹1;bº

h Z
e�.a�c/jx�yj dy C

Z
jyj�1

K.y/ ecjyj
�
1Cjyj.N�1/=2

�
dy
i
:

Since the first integral in the last inequality is bounded uniformly in x, the lemma is
proved.
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Corollary 3.8. For any multi-index ˛ 2 ZNC , the following estimates hold:
(i) kQ�1@˛QkL1 < C1,

(ii) kQ�1e�jxj@˛Y˙kL1 < C1, for some 0 < �� 1,

(iii) kQ�1e�jxj@˛Œ.L � �/�1f �kL1 < C1, for every � 2 Rn�.L/ and every f 2
S.RN / such that kQ�1e�jxj@ˇf kL1 < C1 for some 0 < � < Re.

p
1C �i/

and any ˇ 2 ZNC .

Proof. We first remark thatQ is strictly positive, and thus,Q�1 is well-defined. Recalling
Lemma 3.6, we have, for all x,

Q.x/ �
e�jxj

1C jxj.N�1/=2
�

We differentiate (1.3) to obtain

.1 ��/rQ D pQp�1
rQ:

Since Q 2 S , by Lemma 3.7 and a bootstrap argument, we conclude (i) for j˛j D 1.
Differentiating (1.3) and repeating the argument, we conclude (i), by induction, for any
multi-index ˛.

To prove (ii), recall the differential equation for Y1 D Re.YC/:

.1 �� � pQp�1/.1 �� �Qp�1/Y1 D �e
2
0 Y1:

By factoring Œ.1 ��/2 C e20 � D .1 ��C ie0/.1 �� � ie0/ and using item (i), this
equation can be rewritten as

.1 ��C ie0/.1 �� � ie0/Y1 D G2.Y1/;

where we define Gk.f / as a linear function on f and its derivatives up to order k, that
satisfies, for any k � 1,

jGk.f /j . Qp�1
X
j˛j�k

j@˛f j:

Writing g D .1 �� � ie0/Y1, we have, for any multi-indices ˛; ˇ,´
.1 ��C ie0/@

˛g D Gj˛jC2.Y1/

.1 �� � ie0/@
ˇY1 D @

ˇg:

Therefore, using Lemma 3.7 and bootstrapping, we prove that Q�1e�jxj@˛Y1 2 L
1 for

any multi-index ˛, where 0 < �� Re.
p
1C ie0/ � 1. The estimate on Y2 is analogous,

and hence (ii) holds. We now turn to estimate (iii). If g D .L � �/�1f , then, for any ˛,´
�@˛.1 �� �Qp�1/g2 � �@

˛g1 D @
˛f1;

@˛.1 �� � pQp�1/g1 � �@
˛g2 D @

˛f2:

We can rewrite this system as

Œ.1 ��/2 C �2�@˛g1 D Gj˛jC2.g1/CHj˛jC2.f /;
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where we define Hk.f / as a linear function on f and its derivatives up to order k, that
satisfies, for any k � 1,

jHk.f /j .
X
j˛j�k

j@˛f j:

Bootstrapping similarly to the previous items, and noting that the argument for g2 is ana-
logous, completes the proof of Lemma 3.7.

3.2. Estimates on the linearized equation

We now prove some estimates that will be used in the next sections. We start with estimates
for the energy-critical case.

Lemma 3.9 (Preliminary estimates). Let sc D 1, N � 6 .and then pc � 1 D 4
N�2
� 1/,

0< �� 4
N�2

, and let I be a bounded time interval with jI j � 1. Consider f;g 2 S. PH 1; I /

such that rf;rg 2 S.L2; I /. The following estimates hold.

(i) krK.f /kS 0.L2;I / . jI j1=2 krf kS.L2;I /,
(ii) kr.R.f / �R.g//kS 0.L2;I /

. kr.f � g/kS.L2;I /
�
krf k

pc�1

S.L2;I /
C krgk

pc�1

S.L2;I /

�
C kD".f � g/k

pc�1

S. PH1�";I /

�
krf kS.L2;I / C krgkS.L2;I /

�
:

If N > 6, then also

(iii) kD"K.f /kS 0. PH�.1�"/;I / . jI j"=.N�2/ kD"f kS. PH1�";I /,

(iv) kD".R.f / �R.g//kS 0. PH�.1�"/;I /

. kD".f � g/kS. PH1�";I /

�
krf k

pc�1

S.L2;I /
C krgk

pc�1

S.L2;I /

�
:

Remark 3.10. It is necessary to treat the case N > 6 differently due to the low power of
the nonlinearity. If N � 6, then it is possible to estimate kr.R.f / � R.g//kS 0.L2;I / at
least linearly in terms of kr.f � g/kS.L2;I /. In higher dimensions, one of the terms must
be in the form kr.f � g/kpc�1

S.L2;I /
, which is not good enough for the fixed-point argument

carried on in the next section. The use of less than one derivative enables us to keep the
desired linearity.

Proof of Lemma 3.9. We start by proving the following claim.

Claim 3.11. Let H be a map such that H.0/ D 0 and jH.f / �H.g/j � C jf � gj
4

N�2

for all functions f; gWRN ! C, N > 6. Then, for all f; g 2 S. PH 1; I / \ r�1S.L2; I /,

kD".H.f /g/k
L
2="
I L

2N
NC2
x

. krf k
4

N�2
16

".N�2/
; 8N
4N�".N�2/

kD"gk 4
" ;

2N
N�2C"

C krf k
4

N�2
4
" ;

2N
N�"

kD"gk 2.N�2/
".N�4/

;
2N.N�2/

.N�2/2C4"

:

In other words,

kD".H.f /g/kS 0. PH�.1�"/;I / . krf k4=.N�2/
S.L2;I /

kD"gkS. PH1�";I /:
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Proof of Claim 3.11. By the Leibniz rule (2.1) and Holder’s inequality, we can write

kD".H.f /g/k
L
2
"
I L

2N
NC2
x

.
kD"H.f /k

L
2N
4C"
x

kgk
L

2N
N�2�"
x


L
2="
I

C

kH.f /k
L

N.N�2/
2.N�2�"/
x

kD"gk
L

2N.N�2/

.N�2/2C4"
x


L
2="
I

. kD"H.f /k
L
4
"
I L

2N
4C"
x

kgk
L
4
"
I L

2N
N�2�"
x

C kH.f /k
L
N�2
"

I L

N.N�2/
2.N�2�"/
x

kD"gk
L

2.N�2/
".N�4/
I L

2N.N�2/

.N�2/2C4"
x

:

By the Sobolev inequality,

kgk
L
4="
I L

2N
N�2�"
x

. kD"gk
L
4
"
I L

2N
N�2C"
x

;

and since, by the assumption on H , jH.f /j . jf j4=.N�2/, we have, by Sobolev,

kH.f /k
L
N�2
"

I L

N.N�2/
2.N�2�"/
x

. kf k
4

N�2
4
" ;

2N
N�2�"

. krf k
4

N�2
4
" ;

2N
N�"

:

It remains to estimate kD"H.f /k
L
2N=.4C"/
x

. Choosing � such that .N � 2/"=4 < � < 1, by
fractional chain rule3 (2.2) and the Sobolev embeddings, we have

kD"H.f /k
L
2N
4C"
x

. kf k
4

N�2�
"
�

L
. 4
N�2

� "� /p1
x

kD�f k
"=�

L
"
� q1
x

. krf k
4

N�2�
"
�

L
p2
x

krf k
"=�

L
q2
x

;

where we choose p2 D q2 D 8N
4N�".N�2/

2 .1;C1/, and p1 and q1 must satisfy

1 < p1; q1 <1;
1

p2
D

1�
4

N�2
�
"
�

�
p1
C
1

N
;

1

q2
D

1
"
�
q1
C
1 � �

N
;

and �
1 �

".N � 2/

4�

�
p1 > 1:

These conditions can be easily satisfied if " is small enough (depending only on the
dimension). The claim is now proved.

Estimate (iii) of Lemma 3.9 follows directly from Sobolev’s inequality and Claim 3.11,
by taking H.W / D jW j4=.N�2/, and from the fact that jrW j 2 L2x \ L

1
x , if N > 6.

To prove (iv), note that R.f / D W pcJ.W �1f /, where

J.z/ D j1C zjpc�1.1C z/ � 1 �
pc C 1

2
z �

pc � 1

2
Nz

is C 1.C/. Its derivatives Jz and J Nz satisfy Jz.0/ D J Nz.0/ D 0 and, if N > 6, are Hölder
continuous of order pc � 1 < 1. Therefore, writing

(3.16) R.f / �R.g/

D W pc�1

Z 1

0

Jz.W
�1.sf C.1�s/g//.f �g/C J Nz.W

�1.sf C.1�s/g//.f �g/ ds;

we can apply Claim 3.11 to estimate each term in (3.16), takingH.f /DW pc�1Jz.W
�1f /

or H.f / D W pc�1J Nz.W
�1f /. Estimate (iv) then follows directly.

3This is where the hypothesis N > 6 is used, as the fractional chain rule requires 0 < 4=.N � 2/ < 1.
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To prove (i), we write

jrK.f /j . jW jpc�2 jrW j jf j C jW jpc�1jrf j:

Using the fact that j@˛W.x/j � C˛jW.x/j for every multi-index ˛ 2 ZNC and all x, we
have, by Hölder’s inequality,

krK.f /k
L2IL

2N
NC2
x

.
kW k4=.N�2/

L
2N=.N�2/
x

kf k
L
2N=.N�2/
x


L2t

C

kW k4=.N�2/
L
4N=.N�2/
x

krf kL2x


L2t

. jI j1=2
�
kf k

L1t L
2N=.N�2/
x

C krf kL1t L2x

�
:

Note that we used thatW 2L2N=.N�2/x \L
4N=.N�2/
x , which follows from the fact that

W 2 L2x \ L
1
x , if N > 6. The inequality follows from the Sobolev embedding.

We finally turn to estimate (ii). Write

r.R.f / �R.g// DpcW
pc�1rW.J.W �1f / � J.W �1g//„ ƒ‚ …

.a/

CW pc�1Jz.W
�1f /rf �W pc�1Jz.W

�1g/rg„ ƒ‚ …
.b/

CW pc�1J Nz.W
�1f /r Nf �W pc�1J Nz.W

�1g/r Ng„ ƒ‚ …
.c/

CW pc�2rWJz.W
�1f /f �W pc�2rWJz.W

�1g/g„ ƒ‚ …
.d/

CW pc�2rWJ Nz.W
�1f / Nf �W pc�2rWJ Nz.W

�1g/ Ng„ ƒ‚ …
.e/

:

To estimate (a), note that

j.a/j . W pc�1

Z 1

0

jJz.W
�1.sfC.1�s/g//.f �g/CJ Nz.W

�1.sfC.1�s/g//.f �g/jds

.
�
jf jpc�1 C jgjpc�1

�
jf � gj:

Thus, by the Hölder and Sobolev inequalities,

k.a/k
L2IL

2N=.NC2/
x

. jI j1=2
�
kf k

pc�1

L1I L
2N=.N�2/
x

C kgk
pc�1

L1I L
2N=.N�2/
x

�
kf � gk

L1I L
2N=.N�2/
x

. jI j1=2
�
krf k

pc�1

L1I L
2
x
C krgk

pc�1

L1I L
2
x

�
kr.f � g/kL1I L

2
x
:

We now estimate (b). By the triangle inequality,

j.b/j � W pc�1jJz.W
�1f /j jrf � rgj CW pc�1jJz.W

�1f / � Jz.W
�1g/j jrgj

� jf jpc�1 jr.f � g/j C jf � gjpc�1 jrgj:
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So that, by the Hölder and Sobolev inequalities,

k.b/k
L2IL

2N
NC2
x

. kf kpc�1
L1I L

2N
N�2
x

kr.f � g/k
L2IL

2N
N�2
x

C kf � gk
pc�1

L1I L
2N
N�2
x

krgk
L2IL

2N
N�2
x

. krf kpc�1
L1I L

2
x
kr.f �g/k

L2IL
2N
N�2
x

C kD".f �g/k
pc�1

L1I L
2N

N�2C2"
x

krgk
L2IL

2N
N�2
x

:

The estimate for (c) is analogous. To estimate (d), we write

j.d/j � W pc�1jJz.W
�1f /j jf � gj CW pc�1jJz.W

�1f / � Jz.W
�1g/j jgj

� jf jpc�1 jf � gj C jf � gjpc�1 jgj:

Therefore, by the Hölder and Sobolev inequalities,

k.d/k
L2IL

2N
NC2
x

. jI j
1
2 kf k

pc�1

L1I L
2N
N�2
x

kf �gk
L1I L

2N
N�2
x

C jI j
1
2 kf �gk

pc�1

L1I L
2N
N�2
x

kgk
L1I L

2N
N�2
x

. jI j
1
2 krf k

pc�1

L1I L
2
x
kr.f � g/kL1I L

2
x
C jI j

1
2 kD".f � g/k

pc�1

L1I L
2N

N�2C2"
x

krgkL1I L
2
x
:

Since the estimate for (e) is analogous, the proof of Lemma 3.9 is complete.

The following Strichartz-type continuity argument follows from Lemma 3.9 and will
be useful in proving the main theorems of this paper.

Lemma 3.12. Let h be a solution to (3.2). If, for some c > 0, and all t > 0,

(3.17) kh.t/k PH1 . e�ct ;

then, for all t > 0,

(3.18) krhkS.L2; Œt;C1// . e�ct :

Proof. Differentiating (3.2), we get

i@t .rh/C�.rh/Cr.K.h/CR.h// D 0:

By Duhamel’s formula, the Strichartz estimates and items (i) and (ii) of Lemma 3.9, if
0 < � < 1,

krhkS.L2; Œt;tC��/ . kh.t/k PH1 C �
1=2
krhkS.L2; Œt;tC��/ C krhk

pc
S.L2; Œt;tC��/

:

By (3.17), we get, for some K > 0,

(3.19) krhkS.L2; Œt;tC��/ � K
�
e�ct C �1=2 krhkS.L2; Œt;tC��/ C krhk

pc
S.L2; Œt;tC��/

�
:

This implies, for large t ,

krhkS.L2; Œt;tC�0�/ < 2Ke
�ct ; with �0 D

1

9K2
�
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Indeed, assume by contradiction that there exists � 2 .0; �0� such that khkS.L2; Œt;tC��/ D
2Ke�ct , for fixed t > 0. Then, by (3.19),

2Ke�ct � Ke�ct C 2K2�1=2 e�ct C .2K/pcKe�cpc t �
5

3
Ke�ct C .2K/pcKe�cpc t ;

which is a contradiction if t is large. Therefore, by decomposing Œt;C1/D
S1
jD0 ŒtCj�0;

t C .j C 1/�0� and using the triangle inequality, we see that (3.18) holds.

The following lemma is the intercritical version of Lemma 3.9, and its proof is ana-
logous.

Lemma 3.13 (Preliminary estimates, subcritical case). Let 0 < sc < 1, and let I be a
bounded time interval such that jI j � 1. Consider f; g 2 S.L2; I / such that rf;rg 2
S.L2; I /. There exists ˛ > 0 such that the following estimates hold.

For p > 1:
(i) khriK.f /kS 0.L2; I / . jI j˛khrif kS.L2; I /,
(ii) kK.f /kS 0. PH�sc ; I / . jI j˛kf kS. PH sc ; I /.

For p > 2:
(iii) khri.R.f / �R.g//kS 0.L2; I /

. khri.f � g/kS.L2; I /
�
khrif kS.L2; I / C khrigkS.L2; I /

C khrif k
p�1

S.L2; I /
C khrigk

p�1

S.L2; I /

�
;

(iv) kR.f / �R.g/kS 0. PH�sc ; I /
. kf �gkS. PH sc ; I /

�
kf kS. PH sc ; I /CkgkS. PH sc ; I /Ckf k

p�1

S. PH sc ; I /
Ckgk

p�1

S. PH sc ; I /

�
;

For 1 < p � 2:
(v) khri.R.f / �R.g//kS 0.L2; I /

. khri.f � g/kS.L2; I /
�
kf k

p�1

S. PH sc ; I /
C kgk

p�1

S. PH sc ; I /

�
C kf � gk

p�1

S. PH sc ; I /

�
khrif kS.L2; I / C khrigkS.L2; I /

�
;

(vi) kR.f / �R.g/kS 0. PH�sc ; I / . kf � gkS. PH sc ; I /

�
kf k

p�1

S. PH sc ; I /
C kgk

p�1

S. PH sc ; I /

�
.

Proof. The estimates are very similar as the ones in the proof of the energy-critical case.
We use the following classical inequalities:

kjajp�1bkS 0.L2/ � kak
p�1

S. PH sc /
kbkS.L2/ . khriakp�1

S.L2/
kbkS.L2/

and

kjajp�1bkS 0. PH�sc / � kak
p�1

S. PH sc /
kbkS. PH sc / . khriakp�1

S.L2/
khribkS.L2/;

which can be verified using the pairs
�
4.pC1/
N.p�1/

;pC 1
�
2A0,

�
2.p�1/.pC1/
4�.N�2/.p�1/

;pC 1
�
2Asc ,

and
�
2.p�1/.pC1/
.p�1/.Np�2/�4

;pC 1
�
2A�sc , together with the Sobolev inequality. Let us estimate,



Threshold solutions for the nonlinear Schrödinger equation 1663

for example, kr.R.f / �R.g//kS 0.L2;I /. Write

r.R.f / �R.g// DpQp�1
rQ.J.Q�1f / � J.Q�1g//„ ƒ‚ …

.a/

CQp�1Jz.Q
�1f /rf �Qp�1Jz.Q

�1g/rg„ ƒ‚ …
.b/

CQp�1J Nz.Q
�1f /r Nf �Qp�1J Nz.Q

�1g/r Ng„ ƒ‚ …
.c/

CQp�2
rQJz.Q

�1f /f �Qp�2
rQJz.Q

�1g/g„ ƒ‚ …
.d/

CQp�2
rQJ Nz.Q

�1f / Nf �Qp�2
rQJ Nz.Q

�1g/ Ng„ ƒ‚ …
.e/

:

Making use of jrQj . Q (which follows from Corollary 3.8), we bound (a) as

j.a/j . Qp�1

Z 1

0

jJz.Q
�1.sfC.1�s/g//.f �g/CJ Nz.Q

�1.sfC.1�s/g//.f �g/j ds:

Now, since

jJz.z1/�Jz.z2/jCjJ Nz.z1/�J Nz.z2/j .

´
jz1�z2j.1Cjz1j

p�2 C jz2j
p�2/; p � 2;

jz1�z2j
p�1; 1 < p < 2;

we have

j.a/j .

´
.Qp�2jf j CQp�2jgj C jf jp�1 C jgjp�1/jf � gj; p � 2;

.jf jp�1 C jgjp�1/jf � gj; 1 < p < 2:

Thus, since Q 2 �.RN / and jI j � 1,

k.a/kS 0.L2;I /

.

´
.kf kS. PH sc ;I /CkgkS. PH sc ;I /Ckf k

p�1

S. PH sc ;I /
Ckgk

p�1

S. PH sc ;I /
/kf �gkS 0.L2;I /; p � 2;

.kf k
p�1

S. PH sc ;I /
C kgk

p�1

S. PH sc ;I /
/kf � gkS 0.L2;I /; 1<p<2:

We also have

k.b/kS 0.L2;I / C k.d/kS 0.L2;I /

.

8̂̂̂̂
<̂
ˆ̂̂:
kr.f � g/kS.L2;I /.khrif kS.L2;I / C khrif k

p�1

S.L2;I /

CkhrigkS.L2;I / C khrigk
p�1

S.L2;I /
/; p � 2;

khri.f � g/kS.L2; I /
�
kf k

p�1

S. PH sc ; I /
C kgk

p�1

S. PH sc ; I /

�
Ckf � gk

p�1

S. PH sc ; I /

�
khrif kS.L2; I / C khrigkS.L2; I /

�
; 1 < p < 2;

with the same bounds for (c) and (e).
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Remark 3.14. We do not employ the same estimates as in [13], since the nonlinearity
jujp�1u is not a polynomial in .u; Nu/ if p is not an odd integer. Therefore, instead of
using H s estimates, we rely on S.L2/ and S. PH sc / estimates, that are more suitable for
generalizing the result to all dimensions and powers of the nonlinearity.

Remark 3.15. We employ a different approach than Li and Zhang [30], that divide all
estimates in regions where jf j > W or jf j � W . Instead, we use fractional derivatives to
avoid some sublinear estimates.

4. Construction of special solutions

In this section, we construct special solutions to the NLS equation (1.2), in the sense that
they are on the same energy level of the ground state, converge to the standing wave in PH 1

as t !C1, but have kinetic energy different from krQkL2 .

4.1. Construction of a family of approximate solutions

We start with a result that was first proved by Duyckaerts and Merle in [12], for sc D 1,
and later in [13] for the 3d cubic case. We extend here those proofs to the intercritical
case. The main difference from the energy-critical case is that Q decays exponentially if
0 < sc < 1, so we need to be careful with its spatial decay, as we make use of the estimates
of the type kQ�1f kL1 . To this end, we make use of the sharp decay estimate forQ given
by (3.6) and of the control on the spatial decay given by Corollary 3.8.

Proposition 4.1. Let 0 < sc � 1 andA 2R. There exists a sequence (ZA
k
/k�1 of functions

in �.RN / such that ZA1 D AYC and, if k � 1 and VA
k
D
Pk
jD1 e

�je0tZAj , then as t !
C1 we have

(4.1) @tV
A
k CLVA

k D iR.V
A
k /CO.e

�.kC1/e0t / in �.RN /;

where L and R are given in Definition 3.1.

Proof. We prove this proposition by induction. For simplicity, we often omit the super-
script A.

Define Z1 D AYC and V1 D e�e0tZ1. Thus,

@tV1 CLV1 � iR.V1/ D �iR.V1/:

Note now that R.f / D QpJ.Q�1f /, where

J.z/ D j1C zjp�1.1C z/ � 1 �
p C 1

2
z �

p � 1

2
Nz

is real-analytic in the disc ¹z W jzj < 1º, and satisfies J.0/D @zJ.0/D @ NzJ.0/D 0. Write
its Taylor expansion as

(4.2) J.z/ D
X
iCj�2

aij z
i
Nzj I

this series and all of its derivatives converge uniformly in the compact disc ¹z W jzj � 1=2º.
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Now, if sc D 1, sinceZ1 2 �.RN / andW decays polynomially, we have kW �1Z1kL1
< C1. For 0 < sc < 1, we make use of Corollary 3.8 (ii), to conclude that kQ�1Z1kL1
< C1. In any case, we can choose t0 such that jV1.t/j � 1

2
Q, for any t � t0. Therefore,

for large t , we have

jR.V1/j � kQk
p
L1

� X
iCj�0

jaij j
1

2iCj

�
jQ�1V1j

2
D C jQ�1V1j

2:

In the same fashion, we can use the Leibniz rule, equation (4.2) and items (i) and (ii)
of Corollary 3.8 to bound all the derivatives of R.V1/. Using that V1 D e�e0tZ1, we
conclude that R.V1/ D O.e�2e0t / in �.RN /. Moreover, by Corollary 3.8 (ii), we have
kQ�1e�jxj@˛Z1kL1 < C1.

Now let k � 1 and assume that the Vi are defined and satisfy (4.1) for all i � k. For
0 < sc < 1, assume furthermore that, for all i � k, and all multi-indices ˛,

(4.3) kQ�1e�jxj @˛ZikL1 < C1:

Define

(4.4) �k D @tVk CLVk � iR.Vk/;

and note that

@tVk D

kX
jD1

.�je0/e
�je0tZk ;

so that (4.4) can be written as

(4.5) �k.x; t/ D

kX
jD1

e�je0t .�je0Zk.x/CLZk.x// � iR.Vk.x; t//:

Recall that, for all k, Zk 2 �.RN /. If 0 < sc < 1, we also have (4.3). Therefore, for
large t , and all x, jVk.x; t/j � 1

2
Q.x/. Writing R.Vk/ D QpJ.Q�1Vk/ and using again

the expansion (4.2), we get by (4.5) that there exist functions Fj 2 �.RN / such that for
large t ,

�k.x; t/ D

kC1X
jD1

e�je0tFj .x/CO.e
�e0.kC2/t / in �.RN /:

By (4.1), we conclude that Fj D 0 for j � k, which shows

(4.6) �k.x; t/ D e
�.kC1/e0tFkC1 CO.e

�.kC2/e0t /:

Note that .k C 1/e0 is not in the spectrum of L, and define

ZkC1 D �.LC .k C 1/e0/
�1FkC1;

which belongs to � (see Appendix A). Moreover, if 0 < sc < 1,ZkC1 satisfies (4.3) with k
replaced by k C 1. By definition, we have VkC1 D Vk C e

�.kC1/e0tZkC1. Furthermore,

�kC1 D �k � e
�.kC1/e0tFkC1 � i.R.VkC1/ �R.Vk//:

By (4.6), �k � e�.kC1/e0tFkC1 D O.e�.kC2/e0t /. Writing again R.f / D QpJ.Q�1f /,
and using the expansion (4.2), we conclude that R.VkC1/ � R.Vk/ D O.e�.kC2/e0t /,
completing the proof.
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4.2. Contraction argument near an approximate solution

We now prove the key result of this section. The propositions for the energy-critical and
for the intercritical cases are stated separately.

4.2.1. Energy-critical case. We only treat here the caseN � 6, as in the lower-dimensio-
nal cases this result is proved in [12]. The main difference here from [12] is that 0 < pc �
1 < 1 if N > 6, so that the nonlinearity is no longer C 2, and its derivative is only Hölder-
continuous of order pc � 1. This introduces difficulties, as the control of the convergence
of rUA to rW is not enough to close the contraction argument, and we need to ensure
that the higher order terms D".UA �W � Vk/ converge faster to 0, for small " > 0. The
fractional derivative D" is needed here to avoid certain end-point Strichartz estimates,
which are not available for any combination of PH 1-admissible and PH�1-admissible pairs.

Proposition 4.2. Let N � 6. There exists k0 > 0 such that for any k � k0, there exist
tk � 0 and a solution UA to (1.2) such that for t � tk and l.k/ D

˙
N�2
4
k C N�6

4

�
.where dxe denotes the least integer bigger or equal to x/,

(4.7)
kD".UA �W � VA

l.k//kS. PH1�"; Œt;C1// � e
�.kC 1

2 /
N�2
4 e0t and

kr.UA �W � VA
l.k//kS.L2; Œt;C1// � e

�.kC 1
2 / e0t :

Furthermore, UA is the unique solution to (1.2) satisfying (4.7) for large t . Finally, UA is
independent of k and satisfies, for large t ,

(4.8) kUA.t/ �W � Ae�e0tYCk PH1 � e
�2e0t :

Proof. Since A 2 R is fixed in the proof, we omit the superscripts A. Define

h D UA �W � VA
l.k/;

so that UA is a solution to (1.2) if and only if h satisfies

i@thC�h D �K.h/ � .R.Vl.k/ C h/ �R.Vl.k///C i�l.k/;

where �l.k/ D O.e�.l.k/C1/e0t / in �.RN / for all k � 0. Therefore, the existence of UA

can be written as the fixed-point problem

h.t/ DM.h/.t/;

where

M.h/.t/ D �i

Z C1
t

ei.t�s/�
�
�K.h/ � .R.Vl.k/ C h/ �R.Vl.k///C i�l.k/

�
ds:

Let first N > 6. We will show that M is a contraction on B defined by

B D B.k; tk/ WD ¹h 2 E W khkE � 1º ;

E D E.k; tk/ WD
®
h 2 S. PH 1; Œtk ;C1//;D

"h 2 S. PH 1�" Œtk ;C1//;

rh 2 S.L2; Œtk ;C1// W khkE < C1
¯
;

khkE WD sup
t�tk

e.kC
1
2 /

N�2
4 e0tkD"hkS. PH1�"; Œt;C1// C sup

t�tk

e.kC
1
2 /e0tkrhkS.L2; Œt;C1//;



Threshold solutions for the nonlinear Schrödinger equation 1667

equipped with the metric

�.u; v/ D sup
t�tk

e.kC
1
2 /
N�2
4 e0tkD".u � v/ kS. PH1�"; Œt;C1//:

Let ¹hnº � B and h 2 S. PH 1�"; I / with �.hn; h/! 0. By reflexivity and uniqueness
between the weak and strong limits, h 2 B . This shows that .B; �/ is a complete metric
space. We will show that M.B/ � B and that M is a contraction.

By Strichartz estimates, there exists C � > 0 such that

krM.h/kS.L2; Œt;C1// � C
�
�
krK.h/kS 0.L2; Œt;C1//(4.9)

C kr.R.Vl.k/ C h/ �R.Vl.k///kS 0.L2; Œt;C1// C kr�l.k/kS 0.L2; Œt;C1//
�
;

kD"M.h/kS. PH1�"; Œt;C1// � C
�
�
kD"K.h/kS 0. PH�.1�"/; Œt;C1//(4.10)

C kD".R.Vl.k/Ch/�R.Vl.k///kS 0. PH�.1�"/; Œt;C1//CkD
"�l.k/kS 0. PH�.1�"/; Œt;C1//

�
;

and

kD".M.g/ �M.h//kS. PH1�"; Œt;C1// � C
�
�
kD"K.g � h/kS 0. PH�.1�"/; Œt;C1//(4.11)

C kD".R.Vl.k/ C g/ �R.Vl.k/ C h//kS 0. PH�.1�"/; Œt;C1//
�
:

To finish the argument, we need the following estimates.

Lemma 4.3. For every � > 0, there exists Qk.�/ > 0 such that, if k � Qk.�/, then for any
g; h 2 B , the following inequalities hold for all t � tk :

(i) krK.h/kS 0.L2; Œt;C1// � �e
�.kC 1

2 / e0tkhkE ,

(ii) kr.R.Vl.k/ C h/ �R.Vl.k///kS 0.L2; Œt;C1// � Cke
�.kC 1

2C
4

N�2 /e0t ,

(iii) kD"K.h/kS 0. PH�.1�"/; Œt;C1// � �e
�.kC 1

2 /
N�2
4 e0t�.h; 0/,

(iv) kD".R.Vl.k/ C g/ �R.Vl.k/ C h//kS 0. PH�.1�"/; Œt;C1//

� Cke
�

�
kC 1

2C
16

.N�2/2

�
N�2
4 e0t

�.g; h/

,

(v) kr�l.k/kS 0.L2; Œt;C1// C kD
"�l.k/kS 0. PH�.1�"/; Œt;C1// � Ck e

�.kC1/N�24 e0t .

Indeed, assuming this lemma, choosing first � > 0 small enough, and then a large
enough tk , we see by (4.9) and (4.10) that M.B/ � B . Moreover, by (4.11), M is a
contraction on B . Thus, for every k � k0 D Qk.�/, there is a unique solution UA to (1.2)
satisfying (4.7) for t � tk . Note that the uniqueness still holds in the class of solutions
to (1.2) satisfying (4.7) for t � t 0

k
, where t 0

k
� tk . Thus, uniqueness of the solutions to (1.2)

shows that UA does not depend on k.
It remains to show Lemma 4.3. By Lemma 3.9 (i), if �0 > 0 and t � tk , then

krK.h/kS 0.L2; Œt;tC�0�/ � C �
1=2
0 e�.kC

1
2 / e0t khkE :

Summing up this equation at times tj D t C j�0, and using the triangle inequality, we get
a geometric series, whose sum is

krK.h/kS 0.L2; Œt;C1// � C
�
1=2
0

1 � e�.kC
1
2 /

4
N�2 e0�0

e�.kC
1
2 / e0t khkE :
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Choosing �0 and k0 such that �1=20 D �=.2C / and e�.kC
1
2 / e0�0 � 1=2, we get the estim-

ate (i) of Lemma 4.3. The estimate (iii) follows analogously from Lemma 3.9 (iii).
We now turn to the item (ii). By Lemma 3.9 (ii), we have

kr.R.Vl.k/ C h/ �R.Vl.k///kS 0.L2; Œt;tC1�/

� .A/ � krhkS.L2; Œt;tC1�/ C .B/ � kD
"hk

4
N�2

S. PH1�"; Œt;tC1�/
;

where
.A/ . krVl.k/k

4
N�2

S.L2; Œt;tC1�/
C krhk

4
N�2

S.L2; Œt;tC1�/

and
.B/ . krVl.k/kS.L2; Œt;tC1�/ C krhkS.L2; Œt;tC1�/:

By the explicit form of Vk and the fact that h 2 B , we get

.A/C .B/ � Ck e�e0
4

N�2 t :

Therefore,

k.R.Vl.k/ C h/ �R.Vl.k///kS 0.L2; Œt;tC1�/

� Ck e
�e0

4
N�2 t

�
krhkS.L2; Œt;tC1�/ C kD

"hk
4

N�2

S. PH1�"; Œt;tC1�/

�
� Ck e

�.kC 1
2C

4
N�2 / e0t :

Since h 2 B , the triangle inequality and the sum of the resulting geometric series gives
us (ii). As for the item (iv), it follows analogously from Lemma 3.9 (iv). The estimate (v)
of Lemma 4.3 follows immediately from (4.6) and from the bound

l.k/C 1 � .k C 1/
N � 2

4
�

Finally, given that UA D W C Vk C h with h 2 B , we see that, for large k,

krh.t/kL2 � e
� 52 e0t khkE � e

� 52 e0t ;

and recalling the definition of Vk given in Proposition 4.1, we have, for all k,

Vl.k/ D Ae
�e0tYC CO.e

�2e0t / in �.RN /;

which proves (4.8), and finishes the case N > 6.
For the case N D 6, note that .N � 2/=4 D 1, so that, by the Sobolev embedding,

only the space S.L2; I / is enough for the contraction argument. Therefore, defining the
space B as

B D B.k; tk/ WD ¹h 2 E W khkE � 1º ;

E D E.k; tk/ WD
®
h 2 Ct PH

1.Œtk ;C1// \ S. PH
1; Œtk ;C1//;

rh 2 S.L2; Œtk ;C1// W khkE < C1
¯
;

khkE WD sup
t�tk

e.kC
1
2 / e0t krhkS.L2; Œt;C1//;



Threshold solutions for the nonlinear Schrödinger equation 1669

equipped with the metric

�.u; v/ D sup
t�tk

e.kC
1
2 / e0t kr.u � v/kS.L2; Œt;C1//;

we observe that, by Lemma 3.9, the analogous estimates of Lemma 4.3 hold. Hence, the
conclusion of Proposition 4.2 also holds for N D 6, finishing its proof.

4.2.2. Intercritical case.

Proposition 4.4. There exists k0 > 0 such that for any k � k0, there exist tk � 0 and a
solution UA to (1.1) such that for t � tk and l.k/ D max¹d.k C 1/=.p � 1/ � 1e; kº, we
have

(4.12) kUA � eitQ � eitVA
l.k/kS. PH sc ;Œt;C1// � e

�.kC 1
2 /max¹ 1

p�1 ;1ºe0t

and

(4.13) khri.UA � eitQ � eitVA
l.k//kZ.t;C1/ � e

�.kC 1
2 / e0t :

Furthermore, UA is the unique solution to the NLS equation (1.1) satisfying (4.13) for
large t . Finally, UA is independent of k and satisfies. for large t ,

(4.14) kUA.t/ � eitQ � Ae�e0tCitYCkH1 � e�2e0t :

In view of Lemma 3.13, the proof of Proposition 4.4 is essentially the same as in the
energy-critical case, and we state Lemma 4.5 below for completeness. Note that (4.12) is
a consequence of (4.13) in the case p � 2, due to the Sobolev inequalities.

Lemma 4.5. For every � > 0, there exists Qk.�/ > 0 such that, if k � Qk.�/, then for any
g; h 2 B the following inequalities hold for all t � tk .

(i) krK.h/kS 0.L2; Œt;C1// � �e
�.kC 1

2 / e0tkhkE ,

(ii) kr.R.Vl.k/ C h/ �R.Vl.k///kS 0.L2; Œt;C1// � Ck e
�min¹p�1;1ºe0te�.kC

1
2 /e0t ,

(iii) kK.h/kS 0. PH�sc ; Œt;C1// � �e
�.kC 1

2 / max¹ 1
p�1 ;1ºe0t�.h; 0/,

(iv)
kR.Vl.k/ C g/ �R.Vl.k/ C h/kS 0. PH�sc ; Œt;C1//

� Ck e
�min¹p�1;1ºe0te

�.kC 1
2 / max¹ 1

p�1 ;1ºe0t �.g; h/;

(v) kr�l.k/kS 0.L2; Œt;C1// C k�l.k/kS 0. PH�sc ; Œt;C1// � Ck e
�.kC1/max¹ 1

p�1 ;1ºe0t .

5. Modulation

Throughout the rest of the paper, we write, for 0 < sc � 1,

d.f / D
ˇ̌
krf kL2 � krQkL2

ˇ̌
:

If u is a solution to (1.1) or to (1.2) and if there is no risk of ambiguity, we also write

d.t/ D d.u.t//:
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5.1. Energy-critical case

The variational characterization of W , see [2, 32, 38], shows that, if E.f / D E.W /, then

inf
x2RN

�>0
�2R

kfŒx;�;�� �W k PH1 � �.d.f //

with � D �.ı/ such that
lim
ı!0C

�.ı/ D 0:

The goal of this section is to construct modulation parameters x0; �0 and �0 such that
the quantity d.f / controls linearly kfŒx0;�0;�0� �W k PH1 as well as the parameters and its
derivatives.

By making use of the implicit function theorem, we can construct appropriate modu-
lation parameters. The proof of the next two lemmas is very similar to the ones in [12],
with the introduction of a translation parameter, and will be given in Appendix A.

Lemma 5.1. There exist ı0 > 0 and a positive function �.d/ defined for 0 < d < ı0, with
�.d/! 0 as d ! 0, such that, for all f 2 PH 1 satisfying E.f /D E.W / and d.f / < ı0,
there exist .x; �; �/ such that

kfŒx;�;�� �W k PH1 � �.d.u// and fŒx;�;�� ? span¹rW; iW;ƒW º:

The parameters .x; �; �/ are unique in RN � R=2�Z � RC, and the mapping u 7!
.x; �; �/ is C 1.

Let u be a solution to (1.2) and let I be a time interval such that

d.t/ < ı0 for all t 2 I:

For each t 2 I , choose the parameters .x.t/; �.t/; �.t// according to Lemma 5.1. Write

(5.1) uŒx.t/;�.t/;�.t/�.t/ D .1C ˛.t//W C h.t/;

where
˛.t/ D

1

kW k PH1

.uŒx.t/;�.t/;�.t/�; W / PH1 � 1:

Note that ˛.t/ is chosen so that h.t/ 2 G?. By Lemma 5.1 and a standard regularization
argument (see, for instance Lemma 4 in [33] for details in a similar context), the map
t 7! .x.t/; �.t/; �.t// is C 1. We are now able to prove estimates on the modulation.

Lemma 5.2. Let u be a solution to (1.2) satisfying E.u0/ D E.W /. Taking a smaller ı0,
if necessary, the following estimates hold on I :

j˛.t/j � kh.t/k PH1 � d.t/ < ı0;(5.2)

j˛0.t/j C jx0.t/j C j� 0.t/j C
ˇ̌̌�0.t/
�.t/

ˇ̌̌
. �2.t/d.t/:(5.3)
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In the next two sections, we mainly consider radial solutions to (1.2). Since the trans-
lation parameter is not needed, we write

fŒ�0;�0�.x/ D e
i�0

1

�
.N�2/=2
0

f
� x
�0

�
:

In some results regarding compactness, the parameter �0 can also be omitted. In this case,
we write

fŒ�0�.x/ D
1

�
.N�2/=2
0

f
� x
�0

�
:

For solutions to (1.1), since the scaling parameter is fixed (see Remark 1.7), we use
the notation

fŒx0;�0�.x/ D e
i�0f .x C x0/:

When �0 can be omitted, we write

fŒx0�.x/ D f .x C x0/:

5.2. Intercritical case

For 0 < sc < 1, the variational characterization ofQ, [31], shows that, ifM.f / DM.Q/
and E.f / D E.Q/, then

(5.4) inf
x2RN

�2R

kfŒx;�� �QkH1 � �.d.f //;

with
lim
ı!0C

�.ı/ D 0:

As before, the goal here is to construct modulation parameters x0 and �0 such that
the quantity d.f / controls linearly kfŒx0;�0� �QkH1 , as well as the parameters and its
derivatives. We follow mainly [13] here, and the proofs for the next two lemmas are almost
identical; thus, we omit them.

Lemma 5.3. There exist ı0 > 0 and a positive function �.d/ defined for 0 < d < ı0, with
�.d/! 0 as d ! 0, such that, for all f 2H 1 satisfyingM.f /DM.Q/,E.f /D E.Q/
and d.f / < ı0, there exist .x; �/ such that

kfŒx;�� �QkH1 � �.d.f // and fŒx;�� ? span¹rQ; iQº:

The parameters .x; �/ are unique in RN �R=2�Z, and the mapping u 7! .x; �/ is C 1.

Let u be a solution to (1.1) and let I be a time interval such that d.t/ WD d.u.t// < ı0
for all t 2 I . For each t 2 I , choose the parameters .x.t/; �.t// according to Lemma 5.3.
Write

(5.5) e�ituŒx.t/;�.t/�.t/ D .1C ˛.t//QC h.t/;

where

˛.t/ D
Re.e�it

R
QpuŒx.t/;�.t/�/

kQk
pC1

LpC1

� 1:
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Note that ˛.t/ is chosen so that h.t/ 2 G?. Recall that the parameters .x; �/ are C 1. We
are now able to prove estimates on the modulation.

Lemma 5.4. Let u be a solution to (1.1) satisfyingM.u0/DM.Q/ and E.u0/D E.Q/.
Taking a smaller ı0, if necessary, the following estimates hold on I :

j˛.t/j � kh.t/kH1 �

ˇ̌̌ Z
Qh1

ˇ̌̌
� d.t/;(5.6)

j˛0.t/j � jx0.t/j � j� 0.t/j . d.t/:(5.7)

We finish this section with a lemma that will be useful in later sections.

Lemma 5.5. Let u be a solution to (1.1) such that M.u0/ DM.Q/ and E.u0/ D E.Q/.
Assume that u is defined on Œ0;C1/ and that there exists c > 0 such that

(5.8)
Z C1
t

d.s/ ds . e�ct :

Then there exist .x0; �0/ such that

kuŒx0;�0� � e
itQkH1 . e�ct :

Proof. Step 1. Convergence of ı.t/. We claim that

(5.9) lim
t!C1

d.t/ D 0:

To prove this, first note that (5.8) implies that there exists a sequence ¹tnº with tn !C1
such that

(5.10) lim
n!C1

d.tn/ D 0:

Suppose now, by contradiction, that (5.9) does not hold. In this case, we can find another
sequence ¹t 0nº and 0 < �1 < ı0 such that

(5.11) tn < t
0
n 8n; d.t 0n/ D �1 and d.t/ < �1 8t 2 Œtn; t

0
n/:

Since �1 < ı0, the parameter ˛.t/ is well-defined on Œtn; t 0n/. By Lemma 5.4, j˛0.t/j .
d.t/, so that

R t 0n
tn
j˛0.t/jdt . e�ctn , by (5.8). Therefore,

lim
n!1

j˛.tn/ � ˛.t
0
n/j D 0:

Since, by Lemma (5.4), j˛.t/j�d.t/, we get that ˛.tn/ tends to 0, which contradicts (5.11)
and proves (5.9). Recalling the decomposition (5.5), to conclude the proof of Lemma 5.5,
it is sufficient to prove that there exists .x0; �0/ such that

d.t/C j˛.t/j C kh.t/k PH1 C jx.t/ � x0j C j�.t/ � �0j . e�ct :

By Lemma 5.4, j˛.t/j � d.t/! 0 as t !C1, and hence,

j˛.t/j �

Z C1
t

j˛0.s/j ds .
Z C1
t

d.s/ ds . e�ct ;

since j˛0.t/j � d.t/. Again by Lemma 5.4, d.t/ � kh.t/k PH1 � j˛.t/j, and we get the
bounds on d.t/ and kh.t/k PH1 . To obtain the bounds on x.t/ and �.t/, it is sufficient to
recall that Lemma 5.4 says that jx0.t/j C j� 0.t/j . d.t/ . e�ct .
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6. Convergence to the standing wave above the ground state

6.1. Energy-critical case

In this and the next sections, we prove that radial solutions to (1.2) on the same energy
level as W that do not blow-up in finite positive time (and have finite mass), and that do
not scatter forward in time, must converge exponentially to W as t ! C1. We follow
closely [12], and give the proofs in Appendix A.

Proposition 6.1. Let u be a solution to (1.2) defined on Œ0;C1/ satisfying

(6.1) E.u0/ D E.W / and ku0k PH1 > kW k PH1 :

Assume, furthermore, that u0 is radial and belongs to L2.RN /. Then there exist .�0; �0/
and c > 0 such that

(6.2) ku �WŒ�0;�0�k PH1 . e�ct :

Moreover, u blows up in finite negative time.

We will work with a truncated variance. Consider a radial function � 2 C10 .R
N / such

that

�.r/ � 0 8r � 0; �.r/ D

´
r2; r � 1;

0; r � 3;
and

d2�

dr2
.r/ � 2; r � 0:

Define �R.x/ D R2�.x=R/ and

FR.t/ D

Z
�Rju.t/j

2:

By virial identities, if E.u0/ D E.W /, we have

F 0R.t/ D 2 Im
Z
r� � ru Nu(6.3)

F 00R.t/ D �
16

N � 2
d.t/C AR.u.t//;(6.4)

where

AR.u.t// D

Z
jxj�R

jru.t/j2
�
4@2r�R � 8

�
C

Z
jxj�R

juj2
�
�
8 �

4

N
��R

�
(6.5)

�

Z
jxj�R

juj2�2�R:

Recall that, if kru0k PH1 > krW k PH1 , then, for all t in the interval of definition of u,

d.t/ D
ˇ̌
kru.t/k PH1 � krW k PH1

ˇ̌
D kru.t/k PH1 � krW k PH1 :

In order to prove Proposition 6.1, we need the following lemma, which is also proved in
Appendix A.
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Lemma 6.2. Let u be a radial solution to (1.2) defined on Œ0;C1/ and satisfying (6.1).
Assume, furthermore, that the mass M.u0/ is finite. Then, there exists a constant R0 > 0
such that, for all t in the interval of existence of u and all R � R0,

(6.6) F 0R.t/ > 0;

and there exists c > 0 such that

(6.7)
Z C1
t

d.s/ ds . e�ct ; 8t � 0:

6.2. Intercritical case

Here, we state the corresponding result for the intercritical case. Since the proof is very
similar to the energy-critical case, we mainly sketch it in Appendix A.

Proposition 6.3. Let u be a solution to (1.1) defined on Œ0;C1/ satisfying

(6.8) M.u0/ DM.Q/; E.u0/ D E.Q/ and kru0kL2 > krQkL2 :

Assume, furthermore, that either u0 is radial or jxju0 2L2.RN / . Then there exist .x0; �0/
and c > 0 such that

(6.9) ku � eitQŒx0;�0�kH1 . e�ct :

Moreover, u blows up in finite negative time.

7. Convergence to the standing wave below the ground state

7.1. Energy-critical case

In this section, we consider solutions such that

(7.1) E.u0/ D E.W / and ku0k PH1 < kW k PH1 :

Definition 7.1. A solution u to (1.2) with lifespan I is said to be almost periodic modulo
symmetries on J � I if there exist functions xWJ ! RN , �WJ ! R�C and C WRC� ! RC�
such that for all t 2 I and all � > 0,Z

jx�x.t/j�C.�/=�.t/

jru.x; t/j2 dx � � and
Z
j�j�C.�/�.t/

j�j2 j Ou.�; t/j2 d� � �:

Remark 7.2. By the Arzelà–Ascoli theorem, almost periodicity modulo symmetries is
equivalent to the set ¹uŒx.t/;�.t/;0� W t 2 J º being precompact in PH 1.

Remark 7.3. If the solution is radial, x.t/ can be chosen to be zero.

Proposition 7.4. Let u be a solution to (1.2) and let I D .T �;TC/ be its maximal interval
of existence. If u satisfies (7.1), then I D R:
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Furthermore, if

(7.2)
Z C1
0

Z
RN

ju.x; t/j
2.NC2/
N�2 dxdt D C1;

then u is almost periodic modulo symmetries on Œ0;C1/.

The proof of Proposition 7.4 is essentially contained in the proof of Proposition 3.1
in [28], which extended the work in [27] to dimensions N � 6.

Remark 7.5. By time-reversal symmetry, the analogous version of (7.2) for the interval
.�1; 0� holds.

The next theorem is the main result proved in [28] (Theorem 1.7).

Theorem 7.6. For N � 5, let uW I �RN ! C be a solution to (1.2) satisfying

E� WD sup
t2I

ku.t/k PH1 < kW k PH1 :

Then, Z
I

Z
RN

ju.x; t/j
2.NC2/
N�2 dxdt D C.E�/ < C1:

In particular, by uniqueness of solutions and continuity of the flow of (1.2), we have
the following consequence.

Corollary 7.7. For N � 5, let u be a solution to (1.2) satisfying (7.1) and (7.2). Then
there exists a sequence tn !C1 such that

lim
n!C1

d.u.tn// D 0:

The main aim of this section is to prove the following proposition.

Proposition 7.8. Let u be a radial solution to (1.2) satisfying (7.1) and (7.2). Then there
exist .�0; �0/ and c > 0 such that, for all t � 0,

(7.3) ku �WŒ�0;�0�k PH1 . e�ct :

Moreover, u scatters backward in time.

The proof follows the same lines as in [12], and is given in Appendix A.

7.2. Intercritical case

Here, we consider solutions such that

(7.4) M.u0/ DM.Q/; E.u0/ D E.Q/ and kru0kL2 < krQkL2 :

Since the scaling parameter is fixed a priori in the intercritical regime, controlling
scaling is no longer an issue. We can then use the fact that the solution has finite mass,
together with information given by the virial-type and compactness arguments, to control
the translation parameter, allowing us to prove results in the non-radial setting. We start
with a definition.
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Definition 7.9. A solution u to (1.1) with lifespan I is said to be almost periodic modulo
symmetries on J � I if there exist functions xWJ ! RN and C WRC� ! RC� such that for
all t 2 J and all � > 0,Z

jx�x.t/j�C.�/

jru.x; t/j2 C ju.x; t/j2 dx � �:

Remark 7.10. By the Arzelà–Ascoli theorem, almost periodicity modulo symmetries is
equivalent to the set ¹uŒx.t/� W t 2 J º being precompact in H 1.

Proposition 7.11. Let u be a solution to (1.1) and let I D .T �; TC/ be its maximal
interval of existence. If u satisfies (7.4), then I D R:

Furthermore, if

(7.5) kukS.0;C1/ D C1;

then u is almost periodic modulo symmetries on Œ0;C1/, and we have

P.u/ D Im
Z
Nuru D 0 and lim

t!1

x.t/

t
D 0:

The proof of Proposition 7.11 is now classical, and it is essentially the same as in [13],
Lemma 6.2, Corollary 6.3 and Lemma 6.4.

Remark 7.12. By time-reversal symmetry, the analogous version of (7.5) for the interval
.�1; 0� holds.

Remark 7.13. As in Lemma 6.2 of [13], the function x.t/ can be chosen to be continuous
on R and the same as the one given in Lemmas 5.3 and 5.4, if d.t/ < ı0.

Proposition 7.14. Let u be a solution to (1.1) satisfying (7.4) and (7.5). Then there exist
.x0; �0/ and c > 0 such that, for all t � 0,

(7.6) ku � eitQŒx0;�0�kH1 . e�ct :

Moreover, u scatters backward in time.

8. Estimates on exponentially decaying solutions

According to the previous sections, we must study the behavior of solutions approach-
ing eitQ exponentially fast in time. We start with the energy-critical setting.

8.1. Energy-critical case

In contrast to the previous two sections, the radiality assumption is not needed to prove
the results in this subsection. We consider the linearized approximate equation

(8.1) @thCLh D �
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with h and � such that, for t � 0,

(8.2) kh.t/k PH1 . e�c0t and k�.t/kL2N=.NC2/ C kr�kS 0.L2; Œt;C1// . e�c1t ;

where c1 > c0 > 0. The following self-improving estimate was proved for radial data
in [12]. We give the proof without the radial assumption in Appendix A.

Using the notation a� for a � ı with arbitrarily small ı > 0, we have the following
lemma.

Lemma 8.1. Under the assumptions (8.2),
(i) if e0 … Œc0; c1/, then

(8.3) kh.t/k PH1 . e�c
�
1 t ;

(ii) if e0 2 Œc0; c1/, then there exists A 2 R such that

(8.4) kh.t/ � Ae�e0tYCk PH1 . e�c
�
1 t :

To further improve the convergence in the caseN � 6, we study the linearized equation
around W C VA

k
, for A ¤ 0, which was defined in (4.1). For simplicity, we omit the

superscript A. Defining, for every k,

QLk D

�
0 �

�� 0

�
C
.pc C 1/

2
jW C Vkj

pc�1

�
0 1

�1 0

�
C
.pc � 1/

2
jW C Vkj

pc�3

�
Im.W C Vk/

2 �Re.W C Vk/
2

�Re.W C Vk/
2 � Im.W C Vk/

2

�
;

QKk.h/ D
.pc C 1/

2
jW C Vkj

pc�1hC
.pc � 1/

2
jW C Vkj

p�3.W C Vk/
2 Nh;

and
QRk.h/ D jW C Vkj

pc�1 .W C Vk/J ..W C Vk/
�1h/;

where

J.z/ D j1C zjpc�1.1C z/ � 1 �
.pc C 1/

2
z �

.pc � 1/

2
Nz;

we have that if u D W C Vk C h satisfies (1.2), then h satisfies

(8.5) @thC QLkh D i QRk.h/C �k ;

or in the form of a Schrödinger equation,

i@thC�hC QKkh D � QRk.h/C i�k ;

where �k are O.e�.kC1/e0t / in �.RN / . Note that the operator QLk is time-dependent and
that, by the construction of Vk , we have, for all t � 0,

jVk.t/j . e�e0t jW j and jrVk.t/j . e�e0t jrW j . e�e0t jW j:

This implies that the estimates in Lemmas 3.9 and 3.12 hold with the same proof if we
replace K by QKk and R by QRk . Therefore, we have the following results.
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Lemma 8.2. Let N � 6, k � 1 and let I be a bounded time interval. Consider f 2
S. PH 1; I / such that rf 2 S.L2; I /. The following estimates hold.

(i) kr QKk.f /kS 0.L2;I / . jI j1=2krf kS.L2;I /,
(ii) kr QRk.f /kS 0.L2;I / C k QRk.f /kL2N=.NC2/ . .1C jI j1=2/krf k

pc
S.L2;I /

:

Lemma 8.3. Let h be a solution to (8.5). If, for some c > 0 and for any t � 0,

kh.t/k PH1 . e�ct ;

then

(8.6) krhkS.L2; Œt;C1// . e�min¹c; .kC1�/e0ºt :

In the spirit of Lemma 8.1, we prove the following estimate.

Lemma 8.4. For N � 6, let h be a solution to

(8.7) @thC QLkh D �;

with h and � such that, for t � 0,

(8.8) kh.t/k PH1 . e�c0t and k�.t/kL2N=.NC2/ C kr�kS 0.L2; Œt;C1// . e�c1t ;

where .k C 1/e0 > c1 > c0 > e0. Then,

(8.9) kh.t/k PH1 . e�c
�
1 t :

Proof of Lemma 8.4. Since the subscript k will be fixed in this proof, we omit it. By
Lemma 8.3, we have

krh.t/kS.L2; Œt;C1// . e�c0t :

We first note that (8.7) can be written as

@thCLh D � C .L � QLk/h:

Now, if N > 6 and h 2 PH 1,

j.L � QL/hj . jV.t/jpc�1jhj . e�.pc�1/e0t jW jpc�1 jhj;

and

jrŒ.L � QL/h�j . jW jpc�2
�
e�e0t jrW j C jrV.t/j

�
jhj C jV.t/jpc�1jrhj

. e�.pc�1/e0t
�
jW jpc�1jhj C jrhj

�
;

where we used the fact that V.t/ 2 �.RN /, kV.t/kL1 . e�e0t and jrW j . jW j. Thus,

k.L � QL/hkL2N=.NC2/ C krŒ.L �
QL/h�kS 0.L2; Œt;C1// . e�Œmin¹c0; .kC1�/e0ºC.pc�1/e0�t :

Therefore, by Lemma 8.1, since c0 > e0 by hypothesis,

khk PH1 . e�t min¹Œc0C.pc�1/e0�; c1º� :

By iterating this argument, we get (8.9).
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We now improve the convergence given by Propositions 6.1 and 7.8.

Lemma 8.5. For N � 6, if u is a solution to (1.2) satisfying, for all t � 0,

(8.10) ku.t/ �W k PH1 . e�ct and E.u0/ D E.W /;

then there exists a unique A 2 R such that u D UA.

Proof. Step 1. Linearization around W to improve the decay on time.
If u is a solution to (1.2), write u D hCW . Recall that h is a solution to (3.1). We

first show the bound

(8.11) kr.R.h//kS 0.L2; Œt;C1// C kR.h.t//kL2N=.NC2/ . e�cpc t for all t � 0:

Indeed, by Lemmas 3.12 and 3.9 (ii),

kr.R.h//kS 0.L2; Œt;tC1�/ . e�cpc t :

Therefore, the triangle inequality gives

kr.R.h//kS 0.L2; Œt;C1// . e�cpc t :

Now, by (3.16), we have
jR.h.t//j � jh.t/jpc ;

so that, by the Sobolev inequality,

kR.h.t//kL2N=.NC2/ . kh.t/kpc
L2
� . e�cpc t :

Therefore, the bound (8.11) is proved.
We are now under the hypotheses of Lemma 8.1, with c0 D c and c1 D cpc > c. The

conclusion of this lemma gives

kh.t/k PH1 . e�e0t C e�cp
�
c t :

If c > e0=pc , we get
kh.t/k PH1 . e�e0t ;

and, by the same argument used to prove (8.11),

kr.R.h//kS 0.L2; Œt;C1// C kR.h.t//kL2N=.NC2/ . e�e0pc t :

Thus, (8.4) gives

(8.12) kh.t/ � Ae�e0tYCk PH1 . e�p
�
c e0t :

If, however, c � e0=pc , then assumption (8.10) holds with 1Cpc
2
c > c instead of c.

By iteration, we get (8.12).
Step 2. Linearize around W C Vk to improve higher order convergence to UA.
For k � 2 to be chosen later, write QhD h�Vk , so that Qh is a solution to (8.5). Since k

is fixed throughout the proof, it will be omitted. By Lemma 8.2, we have

kr. QR. Qh//kS 0.L2; Œt;C1// C k QR.
Qh.t//kL2N=.NC2/ .k kr QhkpcS.L2; Œt;C1//:
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Therefore, by (8.5),
@thC QLkh D �;

with

(8.13) kr�kS 0.L2; Œt;C1// C k�kL2N=.NC2/ .k kr QhkpcS.L2; Œt;C1// C e
�.kC1/e0t :

By (8.12) and the definition of Vk , we have

(8.14) k Qhk PH1 . kh � Ae�e0tYCk PH1 CO.e
�2e0t / .k e�p

�
c e0t :

By iteration, starting with (8.14), and repeatedly applying Lemmas 8.4 and 8.6, as well as
estimate (8.13), we have, for any k � 2,

k Qhk PH1 .k e�.kC1
�/e0t :

Therefore, choosing k D l.k0/, where k0 and l are defined in Proposition 4.2, we have,
for N � 6 and t � 0,

kD".u �W � Vl.k0//kS. PH1�"; Œt;C1// . kr.u �W � Vl.k0//kS.L2; Œt;C1//

. e�.k0C
3
4 /
N�2
4 e0t :

Hence, by the uniqueness in Proposition 4.2, we get that u D UA.

Corollary 8.6. Let N � 6. For any A ¤ 0, there exists TA 2 R such that

either UA.t/ D W C.t C TA/; if A > 0; or UA.t/ D W �.t C TA/; if A < 0:

Proof. Choose TA such that jAje�e0TA D 1. We have, by (4.8),

(8.15) kUA.t C TA/ �W � e
�e0tYCk PH1 . e�2e0t :

Note that UA.t C TA/ satisfies the hypotheses of Lemma 8.5. Thus, there exists NA 2 R

such that UA.t C TA/ D U
NA. But (8.15) implies that NA D 1, if A > 0, and NA D �1, if

A < 0, finishing the proof of the corollary.

8.2. Intercritical case

For 0 < sc < 1, we study the linearized approximate equation

(8.16) @thCLh D �

with h and � such that, for t � 0,

(8.17) kh.t/kH1 . e�c0t and khri�kS 0.L2;Œt;C1// . e�c1t ;

where c1 > c0 > 0. We merely state the results in this case, as their proofs are very close to
the energy-critical case (in fact, some proofs are easier, since the L2 norm of the solution
is finite).
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Lemma 8.7. Under the assumptions (8.17),
(i) if e0 … Œc0; c1/, then

(8.18) kh.t/kH1 . e�c
�
1 t ;

(ii) if e0 2 Œc0; c1/, then there exists A 2 R such that

(8.19) kh.t/ � Ae�e0tYCkH1 . e�c
�
1 t :

Omitting A for simplicity and defining, for every k,

QLk D

�
0 1 ��

�.1 ��/ 0

�
C
.p C 1/

2
jQC Vkj

p�1

�
0 1

�1 0

�
C
.p � 1/

2
jQC Vkj

p�3

�
Im.QC Vk/

2 �Re.QC Vk/
2

�Re.QC Vk/
2 � Im.QC Vk/

2

�
;

QKk.h/ D
.p C 1/

2
jQC Vkj

p�1hC
.p � 1/

2
jQC Vkj

p�3.QC Vk/
2 Nh;

and
QRk.h/ D jQC Vkj

p�1.QC Vk/J..QC Vk/
�1h/;

where

J.z/ D j1C zjp�1.1C z/ � 1 �
.p C 1/

2
z �

.p � 1/

2
Nz;

we have that if u D eit .Q C Vk C h/ is a solution to the NLS equation (1.1), then h
satisfies

(8.20) @thC QLkh D i QRk.h/C �k ;

or in the form of a Schrödinger equation,

i@thC�h � hC QKkh D � QRk.h/C i�k ;

where �k are O.e�.kC1/e0t / in �.RN /. By the construction of Vk , we have, for all t � 0,

jVk.t/j . e�e0t jQj and jrVk.t/j . e�e0t jrQj . e�e0t jQj:

Therefore, as in the energy-critical case, we have the following results.

Lemma 8.8. Let p > 1, k � 1 and I be a bounded time interval, and consider f 2
S.L2; I / such that rf 2 S.L2; I /. There exists ˛ > 0 such that the following estimates
hold.

For all p > 1:
(i) khri QKk.f /kS 0.L2; I / . jI j˛khrif kS.L2; I /.

For p > 2:
(ii) khri QRk.f //kS 0.L2; I / . khrif /kS.L2; I /

�
jI j˛khrif kS.L2; I /Ckhrif k

p�1

S.L2; I /

�
:

For 1 < p � 2:
(iii) khri QRk.f /kS 0.L2; I / . .1C jI j˛/ khrif kp

S.L2; I /
.
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Lemma 8.9. Let h be a solution to (8.20). If, for some c > 0 and for any t � 0,

kh.t/kH1 . e�ct ;

then

(8.21) khrihkS.L2; Œt;C1// . e�min¹c;.kC1�/e0ºt :

Lemma 8.10. Let h be a solution to

(8.22) @thC QLkh D �;

with h and � such that, for t � 0,

(8.23) kh.t/kH1 . e�c0t and khri�kS 0.L2; Œt;C1// . e�c1t ;

where .k C 1/e0 > c1 > c0 > e0. Then,

(8.24) kh.t/kH1 . e�c
�
1 t :

Lemma 8.11. If u is a solution to (1.1) satisfying

(8.25) ku.t/ � eitQkH1 . e�ct ; M.u0/ DM.Q/; E.u0/ D E.Q/;

then there exists a unique A 2 R such that u D UA.

Corollary 8.12. Let 1C 4=N < p < 2� � 1. For any A ¤ 0, there exists TA 2 R such
that

either UA.t/ D QC.t C TA/; if A > 0; or UA.t/ D Q�.t C TA/; if A < 0:

9. Closure of the main theorems

Having proved Propositions 6.1 and 7.8, and Lemma 8.5, we can proceed as in [12].

Proof of Theorem 1.5. Recall the notation Y1DReYCDReY�. We claim that .W;Y1/ PH1

¤ 0. If not, since W solves the equation �W D �W pc , we would have

B.W;Y˙/ D
1

2

Z
rW � rY1 �

pc

2

Z
W pcY1 D

pc

2

Z
�W Y1 D 0;

so that W 2 G?. But, by Lemma 3.5, ˆ is nonnegative (in fact, it is coercive) on G?,
which contradicts (3.13).

Replacing Y˙, if necessary, we may assume

.W;Y1/ PH1 > 0:

Defining
W C WD U 1 and W � WD U�1;

we claim that the conclusions of Theorem 1.5 hold.
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By the strong convergence UA.t/! W in PH 1 and energy conservation, we conclude
E.W ˙/ D E.W /. Moreover, by (4.7),

kUA.t/k2
PH1
D kW k2

PH1
C 2A e�2e0t .W;Y1/ PH1 CO.e

�3e0t /;

which shows that kUA.t/k PH1 �kW k PH1 has the same sign asA, for large t . By uniqueness
and continuity of the flow, this sign must remain the same for every t in the intervals of
existence of W ˙. By Proposition 7.4, W � is defined on R, and by Proposition 7.8, W �

scatters backward in time.
We now show that UA has finite mass for N � 5. As in the proof of Proposition 7.4,

let � be a smooth, positive, radial cutoff of the set ¹jxj � 1º. Define, forR > 0 and large t ,

FR.t/ D

Z
jUA.x; t/j2 �

� x
R

�
dx:

Since UA is a solution to (1.2), by Lemma A.2 and Hardy’s inequality, we have

jF 0R.t/j. kU
A.t/�W k PH1

�Z 1

jxj2
jUA.t/j2

�1=2
. kUA.t/�W k PH1kU

A.t/k PH1 . e�e0t :

Hence, integrating from a large t toC1, we getˇ̌̌
FR.t/ �

Z
jW j2 �

� x
R

�
dx
ˇ̌̌

. e�e0t :

Recalling that W 2 L2.RN / if N � 5, we can make R ! C1 to obtain M.UA/ D
M.W / < C1. In particular, W ˙ 2 L2.RN / and, by Proposition 6.1, W C blows up in
finite negative time. This finishes the proof of Theorem 1.5.

Proof of Theorem 1.6. The case ku0k PH1 < kW k PH1 follows immediately from Proposi-
tion 7.8, Lemma 8.5 and Corollary 8.6. The case ku0k PH1 D kW k PH1 is a consequence of
the variational characterization of W . Finally, ku0k PH1 > kW k PH1 follows from Proposi-
tion 6.1, Lemma 8.5 and Corollary 8.6.

Proof of Theorem 1.2. Recall the notation Y1DReYCDReY�. We claim that .Q;Y1/H1

¤ 0. If not, since Q solves the equation Q ��Q D �Qp , we would have

B.Q;Y˙/ D
1

2

Z
QY1 C

1

2

Z
rQ � rY1 �

p

2

Z
QpcY1 D

p C 1

2
.Q;Y1/H1 D 0;

so that Q 2 QG?. But, by Lemma 3.5, ˆ is nonnegative (in fact, it is coercive) on QG?,
which contradicts (3.11).

Replacing Y˙, if necessary, we may assume

.Q;Y1/H1 > 0:

Defining
QC WD U 1 and Q� WD U�1;

we claim that the conclusions of Theorem 1.2 hold.
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By the strong convergence e�itUA.t/! Q in H 1 and energy conservation, we con-
clude M.Q˙/ DM.Q/ and E.Q˙/ D E.Q/. Moreover, by (4.13),

kUA.t/k2
H1 D kQk

2
H1 C 2A e

�2e0t .Q;Y1/H1 CO.e�2p
�
c e0t /;

which shows that kUA.t/kH1 � kQkH1 has the same sign asA, for large t . By uniqueness
and continuity of the flow, this sign must remain the same for every t in the intervals of
existence of Q˙. By Proposition 7.11, Q� is defined on R, and by Proposition 7.14, Q�

scatters backward in time. Finally, by Proposition 6.3, QC blows up in finite negative
time. This finishes the proof of Theorem 1.2.

Proof of Theorem 1.3. The case kru0kL2 < krQkL2 follows immediately from Propos-
ition 7.14, Lemma 8.11 and Corollary 8.12. The case kru0kL2 D krQkL2 is a con-
sequence of the variational characterization of Q. Finally, kru0kL2 > krQkL2 follows
from Proposition 6.3, Lemma 8.11 and Corollary 8.12.

A. Appendix

A.1. Proof of modulation results

Proof of Lemma 5.1. The idea of the proof is already well-known (see, for instance, Sec-
tion 7.1 of [13] for the 3d cubic NLS equation, Section 3 of [13] for the energy-critical
NLS equation, in the radial case, for dimensions N D 3, 4 and 5, and Section 2 of [33]
in the context of the Korteweg–de Vries equation), and we extend the proofs here to any
dimension, any 0 < sc � 1, not assuming radiality of the solution. The case sc D 1 is
Lemma 5.1, and the case 0 < sc < 1 is Lemma 5.3. We first show Lemma 5.1 when u is
close to W . Define the functional J D .J0; : : : ; JNC1/ on RN �RC �R � PH 1 as

J0 W .�; x; �; u/ 7! .fŒx;�;��; iW / PH1 ;

Jk W .�; x; �; u/ 7! .fŒx;�;��; @kW / PH1 ; 1 � k � N;

JNC1 W .�; x; �; u/ 7! .fŒx;�;��; ƒW / PH1 :

By direct calculation, one can check that

det
� @J

@.�; x; �/

�
D

� Z
jW j2

��Y
k

Z
j@kW j

2
��
�

Z
jƒW j2

�
¤ 0;

and that J.0; 1; 0;W / D 0. Hence, by the implicit function theorem, there exist �0 and �0
such that, if f 2 PH 1 and kf �W k PH1 < �0, then there exists a unique n-tuple .x; �; �/
such that

jxj C j�j C j� � 1j � �0 and J.�; x; �; f / D 0:

Now, if u is as in the lemma, by the variational characterization of W , if d.u/ is small,
then there exists .x0; �0; �0/ such that uŒx0;�0;�0� D W C f , with kf k PH1 � �.d.f //.
We are thus back to the preceding case. Existence, local uniqueness and regularity follow
again from the implicit function theorem.
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Proof of Lemma 5.2. For a fixed t , write v D uŒx.t/;�.t/;�.t/�.t/ �W D ˛.t/W C h.t/ as
in (5.1). Since h 2 G?, we have

(A.1) kvk2
PH1
D ˛2kW k2

PH1
C khk2

PH1
:

Since h 2 G?, and W satisfies the equation �W CW pc D 0, we have

B.W; h/ D
1

2

Z
rW � rh1 C

p

2

Z
�W h1 D 0:

Therefore, ˆ.v/ D ˆ.˛W C h/ D ˛2ˆ.W /Cˆ.h/. Recalling that W is a critical point
for the energy functional E, we have E.W C v/ D E.W /C ˆ.v/C O.kvk3

PH1
/. Since

E.W C v/D E.W /, and by the coercivity given by Lemma 3.5, we haveˆ.h/� khk2
PH1

.
Thus, we have

(A.2) j˛2ˆ.W /Cˆ.h/j D O.kvk3
PH1
/

Since kvk PH1 is small when d.u/ is small, estimates (A.1) and (A.2) give j˛j � khk PH1 �

kvk PH1 . Finally, since

d.u/ D
ˇ̌
kW C vk2

PH1
� kW k2

PH1

ˇ̌
D
ˇ̌
kvk2

PH1
C 2˛kW k2

PH1

ˇ̌
;

we have d.u/ � j˛j, and (5.2) is proved.
It remains to prove (5.3). Consider the variables y and s given by

y D
x

�.t/
and dt D

1

�2.t/
ds:

In view of (5.2) and the decomposition (5.1), we can rewrite (1.2) as

(A.3) i@shC�h � i˛sW C �sW � ixs � rW C i
�s

�
ƒW D O.�.s// in PH 1;

where �.s/ WD d.u.t.s/// .d.u.t.s///C j�sj C jxsj C j�s=�j/. Since h 2 G?, project-
ing (A.3) in PH 1 onto W , iW , rW and ƒW and integrating by parts (possible due to
a standard regularization argument) yields

j˛sj C j�sj C jxsj C
ˇ̌̌�s
�

ˇ̌̌
D O.d C �.s//;

which is enough to conclude (5.3) and to finish the proof of Lemma 5.2.

Proof of Lemma 5.3. The proof is analogous to that of Lemma 5.1, and is omitted.

Proof of Lemma 5.4. The orthogonality condition (3.9) implies B.Q;h/D 0. Since E.u/
D E.Q/, and Q is a critical point for E, we have

˛2ˆ.Q/Cˆ.h/ D ˆ.˛QC h/ D O.j˛j3 C khk3
H1/:
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By coercivity,ˆ.h/�khk2
H1 , and hence, j˛j � khkH1 . The relationM.u/DM.Q/ gives

(A.4)
ˇ̌̌
˛

Z
Q2
C

Z
Qh1

ˇ̌̌
D
1

2

Z
j˛QC hj2 D O.j˛j2/;

and thus,

j˛j �
ˇ̌̌ Z

Qh1

ˇ̌̌
:

Now, using (3.9),

d.u/ D
ˇ̌̌ Z
jruj2 �

Z
jrQj2

ˇ̌̌
D

ˇ̌̌
2
�
˛

Z
jrQj2 �

Z
Qh1

�
CO.j˛j2/

ˇ̌̌
;

which, together with (A.4), gives

d.u/ D
ˇ̌̌
2˛
� Z
jrQj2 �

Z
Q2
�
CO.j˛j2/

ˇ̌̌
:

Since, by the Pohozaev identities (1.4), krQkL2 ¤ kQkL2 for any N and any p in the
intercritical range, we conclude d.u/ � j˛j, and hence, (5.6) holds. The rest of the proof
goes along the same lines of the proof of Lemma 5.2 (without the need of self-similar
variables), and is omitted.

A.2. Convergence to the standing wave above the ground state

Proof of Lemma 6.2 (Critical case).
Step 1. A general bound on AR (recall (6.5)).
By the definition of �R, we have the bounds 4@2r�R � 8, j�2�Rj. 1 and j�2�R.r/j.

1=r2. Therefore,

(A.5) AR.u.t// .
Z
jxj�R

ju.x; t/j2
�

C
1

R2
ju.x; t/j2 dx:

We now recall Strauss’ lemma, [37], and make use of the decay given by radiality in H 1.

Lemma A.1 ([37]). There is a constant C > 0 such that, for any radial function f in
H 1.RN / and any R > 0,

kf kL1
¹jxj�Rº

�
C

R.N�1/=2
kf k

1=2

L2
krf k

1=2

L2
:

We can now boundZ
jxj�R

ju.x; t/j2
�

dx � ku.t/k
4

N�2

L1
¹jxj�Rº

ku0k
2
L2
�

C

R
2N�2
N�2

kru.t/k
2

N�2

L2
ku0k

2N�2
N�2

L2
;

to obtain

(A.6) AR.u.t// � C0

h 1
R2
C

1

R
2N�2
N�2

.d.t/C kW k PH1/
1

N�2

i
;

where C0 depends only on M.u0/.
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Step 2. A bound on AR when d.t/ is small.
Taking a small ı1, write the decomposition (5.1) as uŒx.t/;�.t/;�.t/� D W C v, with

kvk PH1 . d.t/, by Lemma 5.2. We first prove

(A.7) �� WD inf¹�.t/; t � 0; d.t/ � ı1º > 0:

Indeed, by mass conservation,

ku0kL2 �

Z
jxj��.t/

ju.t/j2 D
1

�2.t/

� Z
jxj�1

W 2.x/ dx � C d2.t/
�
:

If d.t/ � ı1 and ı1 is small enough, then (A.7) holds. We now give an estimate on AR
when d.t/ is small. Since W is a static solution to (1.2), d

dt

R
�RjW j

2 D 0, so that
AR.W / D 0, for all R > 0, by (6.4). If we assume R � 1, by a change of variables,
the Hölder, Hardy and Sobolev inequalities, we can write (6.5) as

(A.8) jAR.u.t//j D jAR�.t/.W C v/j D jAR�.t/.W C v/ � AR�.t/.W /j

� C
h Z
jxj�R�.t/

jrvj2 C jrW � rvj CW 2��1
jvj C jvj2

�

C
1

.R�.t//2
.W jvj C jvj2/

i
� C

h
kvk2

PH1
C

1

.R�.t//
N�2
2

kvk PH1 C kvk
2�

PH1
C

1

.R�.t//
NC2
2

kvk PH1 C
1

�2.t/
kvk2

PH1

i
� C1

h
d2.t/C

1

R.N�2/=2
d.t/

i
;

where we used the fact that krW kL2
¹jxj�rº

� kW k
L2
�

¹jxj�rº
� 1=r .N�2/=2, which can be

verified by explicit computation. Note that the constant C1 depends only on ��, which in
turn depends only on M.u0/.

Step 3. Bounds on AR prove bounds on d.t/.
We now claim the bound

(A.9) AR.t/ �
8

N � 2
d.t/:

This follows from the bound (A.8), if d.t/ � ı1 and R � R1, where R1 is a large constant
depending only on M.u0/. Now, if d.t/ > ı1, consider the function

'R.ı/ D
C0

R2
C

C0

R.2N�2/=.N�2/
.ı C kW k PH1/

1=.N�2/
�

8

N � 2
ı:

By direct computation, we see that '00R.ı/ < 0 for any ı > 0. We can choose a large
R2 � R1 (depending again only on M.u0/) such that 'R2.ı1/ � 0 and '0R2.ı1/ � 0, so
that 'R2.ı/ � 0 for all ı � ı1. The bound (A.9) is now proved.

The bound (A.9), together with (6.4), gives, for R � R2 and any t � 0,

(A.10) F 00R.t/ � �
8

N � 2
d.t/ < 0:

Note that we must have F 0R.t/ > 0, for all t � 0, as (A.10) would otherwise contradict the
positivity of FR, thus, proving (6.6).
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We now make use of the following claim, in the spirit of Lemma 2.1 in [3] and
Claim 5.4 in [13].

Claim A.2. Let � 2 C 1.RN / and f 2 H 1.RN /. Assume that
R
jr�j2jf j2 < C1 and

E.f / D E.W /. Then�
Im
Z
r� � rf Nf

�2
. d2.f /

Z
jr�j2jf j2:

By Claim A.2 and the fact that F 0R.t/ > 0 and F 00.t/ < 0, we can write

F 0R.t/p
FR.t/

. �F 00R.t/;

so that Z C1
t

d.s/ ds . e�ct ;

which proves (6.7) and finishes the proof of Lemma 6.2.

Proof of Claim A.2. Let ı.f /D
R
jrW j2 �

R
jrf j2 and � 2R. By Sobolev’s inequality,

kr.ei�'f /kL2 �
krW kL2

kW kL2�
kf kL2� :

Squaring the last inequality and expanding the term kr.ei�'f /kL2 , we get

�2
Z
jr'j2 jrf j2 C 2� Im

Z
.r' � rf / Nf C

Z
jrf j2 �

krW k2
L2

kW k2
L2
�

kf k2
L2
� � 0:

The discriminant of this quadratic form must be non-positive, thus,�
Im
Z
.r' � rf / Nf

�2
�

� Z
jrf j2 �

krW k2
L2

kW k2
L2
�

kf k2
L2
�

�� Z
jr'j2 jrf j2

�
:

Since Z
jrf j2 D

Z
jrW j2 � ı.f /;

by E.f / D E.W /, we have,

0 <

Z
jf j2

�

D

Z
jW j2

�

�
N

N � 2
ı.f /:

Therefore,Z
jrf j2�

krW k2
L2

kW k2
L2
�

kf k2
L2
� D

Z
jrW j2�ı.f /�

krW k2
L2

kW k2
L2
�

� Z
jW j2

�

�
N

N�2
ı.f /

�N�2
N

D

Z
jrW j2� ı.f / �

krW k2
L2

kW k2
L2
�

�
kW k2

L2
� �kW k

� 4
N�2

L2
� ı.f /CO.ı.f /2/

�
D O.ı.f /2/;

and Claim A.2 is proved.
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Proof of Proposition 6.1. We first prove that

(A.11) lim
t!C1

d.t/ D 0:

Indeed, by Lemma 6.2, there exists tn !C1 such that d.tn/! 0. Assume, by con-
tradiction, that there exists a sequence t 0n > tn such that

(A.12) d.t 0n/ D ı0 and0 < d.t/ < ı0 8t 2 .tn; t
0
n/;

where ı0 is given by Lemmas 5.1 and 5.2. Recall the decomposition (5.1):

uŒ�.t/;�.t/�.t/ D .1C ˛.t//W C h.t/; with h 2 G?:

By taking subsequences, if necessary, we can assume

lim�.tn/ D �1 2 .0;C1�:

We now prove that �1 < C1.
If �1 D C1, as uŒ�.tn/;�.tn/� converges to W in PH 1, we have, for any C > 0,Z

jxj�C

ju.tn/j
2�
! 0:

For any � > 0 we have, by Hölder’s inequality,

jFR.tn/j . �ku.tn/k PH1 C

Z
jxj�C�

ju.tn/j
2� ;

so that
limFR.tn/ D 0:

However, by (6.6), F 0R.t/ > 0. This implies FR.t/ < 0 for all t � 0, contradicting the fact
that FR is positive. Therefore, �.tn/ must be bounded.

Now, by Lemma 5.2, we have j�0.t/=�3.t/j . d.t/. This implies, if t 2 .tn; t 0n/,ˇ̌̌ 1

�2.t/
�

1

�2.tn/

ˇ̌̌
. e�ctn :

Therefore, �.t/� 2�1 on[n.tn; t 0n/, for large t . Turning to the bound on ˛0 in Lemma 5.2,

j˛0.t/j . �2.t/ d.t/ . d.t/:

This implies j˛.tn/ � ˛.t 0n/j ! 0. Moreover, again by Lemma 5.2, j˛.t/j � d.t/, which
contradicts (A.12) and proves (A.11).

To finish the proof of Proposition 6.1, we must refine the estimate on d.t/. Since
d.t/! 0 as t !C1, the decomposition (5.1) is well-defined for all large times. There-
fore, by (A.11) and (A.7), we have

lim
t!C1

�.t/ D �1 2 .0;C1/; lim
t!C1

˛.t/ D lim
t!C1

d.t/ D 0;

and

kh.t/k PH1 � j˛.t/j D

Z C1
t

j˛0.t/j ds .
Z C1
t

�2.s/ d.s/ ds . e�ct :



L. Campos, L. G. Farah and S. Roudenko 1690

Furthermore, the bound j� 0.t/j . �2.t/d.t/ implies that there exists �1 such that

lim
t!C1

j�.t/ � �1j D 0:

Therefore, (6.2) is proven.
It remains to prove the finite-time blow-up. This is a corollary of Lemma 6.2, applied

to the time-reversed solution v.t/ WD Nu.�t /. If u is defined on R, by (6.6), we have

Im
Z
r� � ru0 Nu0 > 0; and Im

Z
r� � rv0 Nv0 > 0;

which clearly contradicts the fact that

Im
Z
r� � ru0 Nu0 D � Im

Z
r� � rv0 Nv0:

This finishes the proof of Proposition 6.1.

Proof of Proposition 6.3 .intercritical case/. We divide the proof in two cases: the finite-
variance case, and the radial case. Using the same argument of the finite-time blow-up as in
the energy-critical case, and in view of Lemmas 5.5, A.3 and A.5 in the next subsections,
Proposition 6.3 follows.

A.2.1. Finite-variance solutions.

Lemma A.3. Let u be a solution to (1.1) defined on Œ0;C1/ and satisfying (6.8) and
kjxju0kL2 < C1. Then, for all t in the interval of existence of u,

(A.13) Im
Z
x � ru.t/ u.t/ > 0;

and there exists c > 0 such that

(A.14)
Z C1
t

d.s/ ds . e�ct ; 8t � 0:

Proof. Let F.t/D
R
jxj2 ju.x; t/j2dx. Then, by the virial identities, we have, for all t � 0,

F 0.t/ D 4 Im
Z
x � ru.t/ u.t/:

Note that, by Cauchy–Schwarz, F 0.t/ is well-defined. Furthermore, since E.u/ D E.Q/,

F 00.t/ D �Œ2N.p � 1/ � 8�
� Z
jruj2 �

Z
jujpC1

�
D �Œ2N.p � 1/ � 8� d.u.t//:

Now, if (A.13) does not hold, there exists t1 such that F 0.t1/ � 0. Since F 00 � 0, for any
t0 > t1,

F 0.t/ � F 0.t0/ < 0; 8t � t0:

This implies that F.t/ < 0 for large t , contradicting the definition of F .
We now claim that

(A.15) ŒF 0.t/�2 . F.t/ŒF 00.t/�2;

which is a consequence of the following claim, which is proved similarly to Claim A.2.
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Claim A.4. Let � 2 C 1.RN / and let f 2 H 1.RN /. Assume that
R
jr�j2jf j2 < C1,

M.f / DM.Q/ and E.f / D E.Q/. Then�
Im
Z
r� � rf Nf

�2
. d2.f /

Z
jr�j2 jf j2:

Taking �.x/ D jxj2 yields (A.15).
Since F 0.t/ > 0 and F 00.t/ < 0 for all t � 0, equation (A.15) can be rewritten as

F 0.t/p
F.t/

. �F 00.t/:

Integrating from 0 to t � 0,p
F.t/ �

p
F.0/ . �.F 0.t/ � F 0.0// � F 0.0/:

From (A.15), we deduce

F 0.t/ . �
�p

F.0/C F 0.0/
�
F 00.t/ . �F 00.t/;

which shows
F 0.t/ . e�ct :

Finally,

F 0.t/ D �

Z C1
t

F 00.s/ ds D 4

Z C1
t

d.s/ ds;

producing (A.14), which proves Lemma A.3.

A.2.2. Radial solutions. We now work with a truncated variance. Consider a radial func-
tion � 2 C10 .R

N / such that

�.r/ � 0 8r � 0; �.r/ D

´
r2; r � 1;

0; r � 3;
and

d2�

dr2
.r/ � 2; r � 0:

Define �R.x/ D R2�.x=R/ and

FR.t/ D

Z
�R ju.t/j

2:

By the virial identities, if M.u0/ DM.Q/ and E.u0/ D E.Q/, we have

F 0R.t/ D 2 Im
Z
r�R � ru Nu;(A.16)

F 00R.t/ D �Œ2N.p � 1/ � 8�d.t/C AR.t/;(A.17)

where

AR.u.t// D

Z
jxj�R

jru.t/j2
�
4@2r�R � 8

�
C
2.p � 1/

.p C 1/

Z
jxj�R

jujpC1 .2N ���R/ �

Z
jxj�R

juj2�2�R:(A.18)

The following lemma holds.
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Lemma A.5. Let u be radial a solution to (1.1) defined on Œ0;C1/ and satisfying (6.8).
Then, there exists a constant R0 > 0 such that, for all t in the interval of existence of u
and all R � R0,

(A.19) F 0R.t/ > 0;

and there exists c > 0 such that

(A.20)
Z C1
t

d.s/ ds . e�ct ; 8t � 0:

Moreover, u0 has finite variance.

Proof. The proof of Lemma A.5 is essentially the same as in the energy-critical case, and
is omitted, except for the finite-variance part.

By hypothesis, there is a sequence tn!C1 such that d.tn/! 0. By (5.4), extracting
a subsequence, if necessary, we have un ! ei�0Q in H 1 for some �0 2 R. Since FR is
increasing by (A.19), we haveZ

�R ju0j
2
D FR.0/ �

Z
�RQ

2:

Thus, we can make R!C1, which proves the finite variance of u0.

Proof of Lemma A.4. The proof is analogous to that of Lemma A.2 and, thus, omitted.

A.3. Convergence to the standing wave below the ground state

As in the proof of Proposition 6.1, we need to show that

d.t/ D kW k PH1 � ku.t/k PH1 ! 0 as t !C1:

We start by stating the following monotonicity results.

Lemma A.6. Consider two real sequences ¹tnºn and ¹t 0nºn, tn < t 0n, and a sequence ¹unºn
of radial solutions to (1.2) on Œtn; t 0n� satisfying (7.1). Assume there exists ¹�n.t/ºn � R�C
such that the set

K D
®
.un.t//Œ�n.t/� W n 2 N; t 2 Œtn; t

0
n�
¯

is relatively compact in PH 1. If

lim
n
d.un.tn//C d.un.t

0
n// D 0;

then

(A.21) lim
n

°
sup

t2Œtn;t
0
n�

d.un.t//
±
D 0:

Lemma A.7. Under the assumptions of Lemma A.6, if n is large enough so that d.un.t//
� ı0 on Œtn; t

0
n� and if �n, �n and ˛n are the parameters of the decomposition (5.1), then

(A.22) lim
n

supt2Œtn;t 0n� �n.t/

inft2Œtn;t 0n� �n.t/
D 1:
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Remark A.8. In Lemmas A.6 and A.7, it is sufficient to assume

inf
t2Œtn;t

0
n�
�.t/ D 1 8n 2 N:

In fact, if Q�n WD inft2Œtn;t 0n� �.t/, then

u�n.x; t/ WD
1

Q�
.N�2/=2
n

un

� x
Q�n
;
t

Q�2n

�
; ��n.t/ WD

�n.t/

Q�n
; t�n WD

tn
Q�2n
; t 0�n WD

t 0n
Q�2n
;

K� WD
®
.u�n.t//Œ��n.t/� W n 2 N; t 2 Œt�n ; t

0�
n �
¯

satisfy the assumptions of Lemma A.6. Moreover, the conclusions of the lemmas are
unchanged under these transformations.

Before proving Lemmas A.6 and A.7, we prove two auxiliary lemmas.

Lemma A.9. Consider two real sequences ¹tnºn and ¹t 0nºn, tn < t 0n, and a sequence ¹unºn
of radial solutions to (1.2) on Œtn; t 0n� satisfying (7.1). Assume there exists ¹�n.t/ºn � R�C
such that the set

K D
®
.un.t//Œ�n.t/� W n 2 N; t 2 Œtn; t

0
n�
¯

is relatively compact in PH 1. Assume furthermore that

(A.23) inf
t2Œtn;t

0
n�
�.t/ D 1 8n 2 N:

Then, for all n 2 N,

(A.24)
Z t 0n

tn

d.u.t// . d.u.tn//C d.u.t
0
n//:

Proof of Lemma A.9. For R > 0, consider the function

FR;n.t/ D

Z
�R jun.t/j

2:

By the Hölder and Sobolev inequalities, and recalling that ku.t/k PH1 � kW k PH1 , we have

FR;n.t/ . R4:

By Lemma A.2,

(A.25) jF 0R;n.t/j . d.un.t//
p
FR;n.t/ . R2d.un.t//:

By (A.23), �.t/ � 1 on Œtn; t 0n�. We claim that, whenever defined, �n is bounded away
from zero. In fact, by the precompactness of K and decomposition (5.1), we have

.un.t//Œ�n.t/� D .1C ˛n.t//WŒ�n.t/=�n.t/� C .hn.t//Œ�n.t/=�n.t/�

with .hn.t//Œ�n.t/=�n.t/� ? WŒ�n.t/=�n.t/� and ˛n.t/ � kuŒ�n.t/�k PH1 C 1. Therefore, the set

(A.26)
[
n

®
WŒ�n.t/=�n.t/� W t 2 Œtn; t

0
n�; d.un.t// � ı0

¯
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must be precompact. Since W does not depend on time, we get

(A.27) �n.t/ � �n.t/ on ¹t 2 Œtn; t 0n�; d.un.t// � ı0º:

(Note that the constant does not depend on n). Thus, we set

�� WD inf
t2Œtn;t

0
n�;

d.un.t//�ı0

�n.t/ & 1:

We will now give a lower bound to F 00R;n.t/. Recalling (A.8), if d.un.t// � ı0 and
R � 1=��, we have

jAR.un.t//j .
h
d2.un.t//C

1

.R��/.N�2/=2
d.un.t//

i
:

Therefore, there exist ı1 > 0 and R1 > 0 such that, if d.un.t// � ı1, then

jAR.un.t//j �
8

N � 2
d.un.t//:

Now, by almost periodicity modulo symmetries and (A.23), if � > 0 and R � C.�/, then

jAR.un.t//j . �:

Thus, we can choose �1 D �1.ı1/ such that, if d.un.t// � ı1 and R � C.�1/, then

jAR.un.t//j �
8

N � 2
ı1 �

8

N � 2
d.un.t//:

Finally, since

F 00R;n.t/ D
16

N � 2
d.un.t//C AR.un.t//;

we get, if R � max¹R1; C.�1/º,

(A.28) F 00R;n.t/ �
8

N � 2
d.un.t//:

Integrating (A.28) and using (A.25), we obtain (A.24).

Lemma A.10. Under the assumptions of Lemma A.6 and Remark A.8, if sn 2 Œtn; t 0n� and
the sequence �n.sn/ is bounded, then

(A.29) lim
n
d.un.sn// D 0:

Proof. By Remark A.8, we have �n.sn/ � 1, hence, we can assume that the sequence
¹un.sn/ºn converges to some v0 2 PH 1. If (A.29) does not hold, then

(A.30) d.v0/ > 0 and kv0k PH1 < kW k PH1 :

By strong convergence, we haveE.v0/DE.W /. Let v be the solution to (1.2) with initial
condition v0. By Proposition 7.4, v.t/ is defined for any t 2 R.
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We claim that, for large n, snC 1 � t 0n. Indeed, if t 0n 2 .sn; snC 1/ for an infinite num-
ber of n, after extracting a subsequence, we have that t 0n � sn converges to some � 2 Œ0; 1�.
By continuity of the flow, un.t 0n/! v.�/. But since d.un.t 0n//! 0, we have d.v.�//D 0,
which implies that v D WŒ�0;�0�, for some fixed �0; �0. Uniqueness of solutions to (1.2)
then contradicts (A.30). Therefore, for large n, tn � sn � snC 1� t 0n. Again by continuity
of the flow,

lim
n

Z snC1

sn

d.un.t// dt D

Z 1

0

d.v.t// dt > 0:

However, Lemma A.9 gives

lim
n

Z snC1

sn

d.un.t// dt � lim
n

Z t 0n

tn

d.un.t// dt . lim
n
d.un.tn//C d.un.t

0
n// D 0;

completing the proof of Lemma A.10.

We now prove Lemmas A.6 and A.7.

Proof of Lemma A.6. By Remark A.8, we can choose, for every n, bn 2 Œtn; t 0n� such that

lim
n
�n.bn/ D 1:

This implies, by Lemma A.10, that

lim
n
d.un.bn// D 0:

Assume, by contradiction, that (A.21) does not hold. Without loss of generality, there
exists ı1 > 0 such that

(A.31) sup
t2Œtn;bn�

d.un.t// � ı1; 8n 2 N:

Choosing ı2 < min¹ı0; ı1º, by continuity there exists an 2 Œtn; bn/ such that

d.un.t// < ı2 on .an; bn/; and d.un.an// D ı2:

Since ı2 < ı0, the modulation parameter �n is well-defined. Recalling that the set defined
by (A.26) is precompact, we must have �n � �n, where the constants do not depend on n.
Thus, up to a subsequence, we can assume

�n.bn/! �0 2 .0;C1/ as n!C1:

We will now show that the �n are uniformly bounded on [nŒan; bn�. Suppose, by contra-
diction, that there exists cn 2 Œan; bn/ such that, for large n,

(A.32) �n.t/ < 2�0 on .cn; bn/; and �n.cn/ D 2�0:

Since �n.cn/ is bounded, so is �n.cn/. Therefore, by Lemma A.10, limn!1 d.un.cn//

D 0. Recalling Lemma 5.2, we haveˇ̌̌ 1

�2n.cn/
�

1

�2n.bn/

ˇ̌̌
�

Z bn

cn

ˇ̌̌�0n.t/
�3n.t/

ˇ̌̌
.
Z bn

cn

d.un.t// dt:
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By Lemma A.9, the last integral converges to 0, contradicting (A.32). Therefore,

sup
t2Œan;bn�
n2N

�n.t/ < C1:

We conclude that �n.an/ must be bounded, and so must be �n.an/. Invoking again
Lemma A.10, we have limn!1 d.un.an// D 0, contradicting (A.31). Lemma A.6 is
proven.

Proof of Lemma A.7. As in the proof of the previous lemma, we have, by Remark A.8
and Lemmas A.9 and A.10, that �n � 1, where the constant does not depend on n. Let an
and bn be such that

�n.an/ D inf
t2Œtn;t

0
n�
�n.t/ and �n.bn/ D sup

t2Œtn;t
0
n�

�n.t/:

Let Nan D min¹an; bnº and Nbn D max¹an; bnº. Then,ˇ̌̌ 1

�2n.an/
�

1

�2n.bn/

ˇ̌̌
�

Z Nbn
Nan

ˇ̌̌�0n.t/
�3n.t/

ˇ̌̌
.
Z Nbn
Nan

d.un.t// dt ! 0 as n!C1:

Since �n.bn/ is bounded, we get (A.22), proving Lemma A.7.

We now have all the tools to prove Proposition 7.8.

Proof of Proposition 7.8. By Corollary 7.7, there exists a sequence tn !C1 such that

lim
n
d.u.tn// D 0:

By Lemma (A.6), with un D u, �n D � (where � is the frequency scale obtained from
Proposition 7.4) and t 0n D tnC1, this implies

(A.33) lim
t!C1

d.t/ D 0:

Therefore, the modulation parameters ˛.t/, �.t/ and �.t/ are defined for large t . We now
prove that

(A.34) lim
t!C1

�.t/ D �1 2 .0;C1/:

Indeed, if not, then as t!C1, log.�.t// does not satisfy the Cauchy criterion. Therefore,
there must exist sequences ¹Tnº and ¹T 0nº such that Tn < T 0n and

(A.35) lim
n

�.T 0n/

�.Tn/
¤ 1:

But d.Tn/C d.T 0n/! 0 by (A.33). By Lemma (A.7), with un D u, �n D �, tn D Tn and
t 0n D T

0
n, we have

lim
n

supt2ŒTn;T 0n� �.t/

inft2ŒTn;T 0n� �.t/
D 1;
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contradicting (A.35). Turning to the proof of (7.3), we claim the following inequality:

(A.36)
Z C1
t

d.u.s// ds . d.u.t//:

Suppose by contradiction that (A.36) does not hold. Then there exists a sequence Tn !
C1 such that Z C1

Tn

d.u.s// ds � 2n d.u.Tn//:

Moreover, there exists a sequence ¹Snºn such that Sn > Tn for all n, andZ Sn

Tn

d.u.s// ds � n d.u.Tn//:

By (A.34), for any sequence ¹T 0nºn such that T 0n � Sn for all n, we are under the assump-
tions of Lemma A.9, with un D u, �n D �, Tn D tn and t 0n D T

0
n, Hence,

n d.u.Tn// �

Z T 0n

Tn

d.u.s// ds . d.u.Tn//C d.u.T
0
n//:

Since T 0n can be taken arbitrarily large, and the implicit constant is independent of the
choice of a particular ¹T 0nºn (given the function u itself does not change), we have a
contradiction.

Note that (A.36) is equivalent to the existence of c > 0 such thatZ C1
t

d.u.s// ds . e�ct :

By Lemma 5.2, since j˛.t/j � d.u.t// and � is bounded, there exists �1 such that

j˛.t/j C j�.t/ � �1j C kh.t/k PH1 . e�ct :

Therefore, the bound (7.3) is proven. The assertion about scattering for negative times is
a corollary of Lemma A.9. Indeed, if

kukS.0;C1/ D kukS.�1;0/ D C1;

by time-reversal and (7.3), we see that the set ¹u.t/ W t 2 Rº is relatively compact and that

lim
t!˙1

d.t/ D 0:

Therefore, by Lemma A.9, with un D u, �n D 1, tn D �n and t 0n D n, we haveZ C1
�1

d.t/ dt D lim
n!C1

Z n

�n

d.t/ dt . d.�n/C d.n/ D 0:

Therefore, d.u0/ D 0, contradicting (7.1). Proposition 7.8 is proven.
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For the intercritical case, as in the proof of Proposition 6.3, we need to show that

(A.37)
Z C1
t

d.s/ ds . e�ct ; 8t � 0:

We start with the following lemmas.

Lemma A.11. Let u be a solution to (1.1) satisfying (7.4) and (7.5). Then

lim
T!C1

1

T

Z T

0

d.t/ dt D 0:

We next state a key result to prove Proposition A.37.

Lemma A.12. Let u be a solution to (1.1) satisfying (7.4) and (7.5), and let x.t/ be as in
Proposition 7.11 and Remark 7.13. Then, for any 0 � � � � ,

(A.38)
Z �

�

d.u.t// .
h
1C sup

��t��
jx.t/j

i
.d.u.�//C d.u.�///;

and, if � � � C 1,

(A.39) jx.�/ � x.�/j .
Z �

�

d.u.t//:

The proof of (A.38) is similar to the energy-critical setting (it is in fact easier, since
there is no scaling involved). We refer to Lemma 6.7 in [13] for the argument in the 3d
cubic case. The proof of (A.39) follows verbatim the proof of Lemma 6.8 in [13].

Proof of Lemma A.11. Let R > 0 to be chosen later and let �R and FR be as in the previ-
ous section. Then, by Hölder’s inequality,

(A.40) jF 0R.t/j . R:

Moreover, we have

(A.41) F 00R.t/ D Œ2N.p � 1/ � 8�d.t/C AR.u.t//;

where AR is given by (A.18).
Fix �> 0. By definition of �R and almost periodicity modulo symmetries, ifR�C.�/,

we have

jAR.u.t//j .
Z
jxj�R

jru.x; t/j2 C ju.x; t/jpC1 C
1

jxj2
ju.x; t/j2 dx:(A.42)

Choose T0.�/ � 0 such that, for any t � T0,

jx.t/j � �t:
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For T � T0, choose R D �T C C.�/C 1. With this choice of R, we have

jAR.u.t//j .
Z
jx�x.t/jCjx.t/j�R

jru.x; t/j2 C ju.x; t/jpC1 C ju.x; t/j2 dx

.
Z
jx�x.t/j�C.�/

jru.x; t/j2 C ju.x; t/jpC1 C ju.x; t/j2 dx . � :

By (A.40), (A.41), and (A.42),

Œ2N.p � 1/ � 8�

Z T

T0

d.t/ dt . jF 0R.T /j C jF
0
R.T0/j C �.T � T0/

. RC �.T � T0/ D �T C �.T � T0/:

Letting T !C1, we deduce

lim sup
T!C1

1

T

Z T

0

d.t/ dt . �:

Since � is arbitrary, we conclude the proof of Lemma A.11.

We are now able to prove Proposition 7.14, following the proof in [13].

Proof of Proposition 7.14. We first show that x.t/ is bounded. By Lemma A.11, there
exists a sequence ¹tnºn such that tnC1 � tn C 1 for all n, and d.u.tn// ! 0. Now, by
Lemma A.12, there exists C0 > 0 such that, if n > n0 and 1C tn0 � t � tn, then

jx.t/ � x.tn0/j � C0

h
1C sup

tn0�s�tn

jx.s/j
i
.d.u.tn//C d.u.tn0///:

If n0 is large enough so that d.u.tn// C d.u.tn0// � 1=.2C0/, and t is chosen in
Œtn0 C 1; tn� so that suptn0C1�s�tn jx.s/j D jx.t/j, then

sup
tn0C1�s�tn

jx.s/j � C.n0/C
1

2
sup

tn0C1�s�tn

jx.s/j;

where C.n0/ D jx.tn0/j C
1
2

suptn0�s�tn0C1 jx.t/j C 1=2. Therefore, x.t/ is bounded on
Œtn0 C 1;C1/, and hence, by continuity, on Œ0;C1/.

By the boundedness of x.t/ and (A.38), we haveZ �

�

d.u.t// . d.u.�//C d.u.�//:

For a fixed � � 0 and choosing � D tn, we let n!C1 to obtainZ 1
�

d.u.t// . d.u.�//:

By Gronwall’s lemma, we have (A.37) and, using Lemma 5.5, we finish the proof of
Proposition 7.14.
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A.4. Results for the linearized equation

Proof of Lemma 8.1. By Lemma 3.12, we can assume that

(A.43) kh.t/kS.L2; Œt;C1// . e�c0t :

We first normalize the eigenfunctions of L. Define

f0 D
iW

kW k PH1

; fk D
@kW

k@kW k PH1

; 1 � k � N; and fNC1 D
ƒW

kƒW k PH1

�

We have
B.fk ; h/ D 0; kfkk PH1 ; 80 � k � N C 1; 8h 2 PH

1:

Recall that B.YC;Y�/ ¤ 0. Normalize YC, Y� such that B.YC;Y�/ D 1. Next, write

(A.44) h.t/ D ˛C.t/YC C ˛�.t/Y� C
X
k

ˇk.t/fk C g.t/; g.t/ 2 QG?;

where, recalling that Ljspan¹fk ; k�NC1º D 0 and that ˆ.YC/ D ˆ.Y�/ D 0,

˛C.t/ D B.h.t/;Y�/; ˛�.t/ D B.h.t/;YC/;(A.45)
ˇk.t/ D .h.t/; fk/ PH1�˛C.t/.YC; fk/ PH1�˛�.t/.Y�; fk/ PH1 ; 8k�NC1:(A.46)

Step 1. Differential inequalities on the coefficients. We will show

d

dt
.ee0t˛C.t// D e

e0tB.Y�; �/;
d

dt
.e�e0t˛�.t// D e

�e0tB.YC; �/;(A.47)

d

dt
.e�e0tˇk.t// D .fk ; �/ PH1 � .YC; fk/ PH1B.Y�; �/ � .Y�; fk/ PH1B.YC; �/(A.48)

� .Lg; fk/ PH1 ;

dˆ.h.t//

dt
D 2B.h; �/:(A.49)

By equation (8.1),

˛0C.t/ D B.@th;Y�/ D B.�LhC �;Y�/(A.50)
D B.h;LY�/C B.�;Y�/ D �e0˛C.t/C B.�;Y�/:

This yields the first equation in (A.47). The second equation follows similarly.
Now, differentiating (A.46), we obtain

ˇ0k D .�LhC � � ˛0CYC � ˛
0
�Y�; fk/ PH1 :

Note that Lh D e0˛CYC � e0˛�Y� C Lg, by (A.44), which proves (A.48), in view
of (A.47).

Finally, differentiating ˆ.h.t//,

d

dt
ˆ.t/ D 2B.h; @th/ D �2B.h;Lh/C 2B.h; �/ D 2B.h; �/;

by the skew-symmetry of L in (3.3). Equation (A.49) is then proved.
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Step 2. Estimates on ˛˙. We claim that

j˛�.t/j . e�c1t ;(A.51)

j˛C.t/j .
²
e�c1t if e0 < c0;
e�e0t C e�c

�
1 t if e0 � c0:

(A.52)

We need the following claim, which is an immediate application of Hölder’s inequality.

Claim A.13. If I is a finite time interval, and f 2 L1I L
2N=.N�2/, g 2 L1I L

2N=.NC2/
x

are such that rf 2 L2IL
2N=.N�2/
x , rg 2 L2IL

2N=.NC2/
x , thenZ

I

jB.f .t/; g.t//jdt . krf k
L2IL

2N
N�2
x

krgk
L2IL

2N
NC2
x

C jI jkf k
L1I L

2N
N�2
x

kgk
L1I L

2N
NC2
x

:

The above claim, (A.43) and (A.47) yieldZ tC1

t

je�e0sB.YC; �.s//j ds � e
�e0t

Z tC1

t

jB.YC; �.s//j ds . e�.e0Cc1/t :

By the triangle inequality, integrating the second equation in (A.47) gives

j˛�.t/j . ee0t
Z C1
t

je�e0sB.YC; �.s//j ds . e�c1t ;

which proves (A.51).
To prove (A.52), consider first the case c0 > e0. Then, by (A.43) and (A.45), we have

that ee0t˛C.t/ vanishes as t !C1. By Claim A.13,Z tC1

t

jee0sB.YC; �.s//j ds . ee0t
Z tC1

t

jB.YC; �.s//j ds . e.e0�c1/t :

Integrating the equation on ˛C in (A.47), recalling that c1 > c0, and using triangle inequal-
ity, we get (A.52) if c0 > e0.

Assume now that c0 � e0. Integrating (A.47),

j˛C.t/ � e
�e0t ˛C.0/j � e

�e0t

Z t

0

ee0s jB.Y�; �.s//j ds . e�c
�
1 t ;

and the proof of (A.52) is finished.
Step 3. Bounds on g and ˇk . We will prove

(A.53) kg.t/k PH1 C

X
k

jˇk.t/j . e�.c0Cc1/ t=2:

Again by Claim A.13,
R tC1
t
jB.h.s/; �.s//jds . e�.c0Cc1/t . By the triangle inequality,

integrating (A.49), we get
ˆ.h.t// . e�.c0Cc1/t :

Therefore,
j2˛C˛�B.YC;Y�/Cˆ.g/j D jˆ.h/j . e�.c0Cc1/t :
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By Step 2,

jˆ.g/j .
²
e�.c0Cc1/t C e�2c1t if c0 > e0;
e�.c0Cc1/t C e�c1t .e�e0t C e�c

�
1 t / if c0 � e0:

In any case, jˆ.g/j � e�.c0Cc1/t . Using the coercivity of ˆ, given by Lemma 3.5, the
estimate for g in (A.53) is proven.

Consider now (A.48). By (A.43),

ˇk.t C 1/ � ˇk.t/ . e�c1t C

Z tC1

t

j.fk ;Lg.s// PH1 j ds

D e�c1t C

Z tC1

t

ˇ̌̌
Re
Z

L�.�fk/g.s/
ˇ̌̌
ds;

where L� D
�

0 LC
�L� 0

�
is the L2-adjoint of L.

One can check explicitly that, for any 0 � k � N C 1, jL�.�fk/j . 1
1CjxjNC4

. There-

fore, L�.�fk/ 2 L
2N=.NC2/.RN /, so that, by the estimate on g in (A.53), we obtainˇ̌̌

Re
Z

L�.�fk/g.t/
ˇ̌̌

. kg.t/k2N=.N�2/ . kgk PH1 . e�.c0Cc1/ t=2:

Step 4. Closure. By the decomposition (A.44), as well as Steps 2 and 3, so far we have

kh.t/k PH1 .
²
e�.c0Cc1/ t=2 if c0 > e0;
e�e0t C e�.c0Cc1/ t=2 if c0 � e0:

Now, if e0 … Œc0; c1/, by iterating the argument, we obtain

kh.t/k PH1 . e�c
�
1 t ;

which proves (8.3).
Assume now e0 2 Œc0; c1/. Then, the estimate (A.47) on ˛C ensures the existence of a

limit A to ee0t˛C.t/ as t !C1. Integrating (A.47) from t toC1, we get

jA � ee0t ˛Cj � e
e0t

Z C1
t

jB.YC; �.s//j ds . e.e0�c1/t :

In view of the decomposition (A.44) and estimates (A.51), (A.52) and (A.53), we get

kh.t/ � Ae�e0t YCk PH1 . e�.c0Cc1/ t=2:

Since LYC D e0YC, we see that Qh.t/ WD h.t/ � Ae�e0tYC satisfies the differential
equation (8.1) with the same �, and with c0 replaced by .c0 C c1/=2 > c0 in the con-
dition (8.2). By iterating the argument a finite number of times, we end up under the
condition (8.3), which implies condition (8.4) for the original h, and finishes the proof of
Lemma 8.1.
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Proof of Lemma 8.7. We first normalize the eigenfunctions of L. Define

f0 WD
iQ

kQkL2
; fk WD

@kQ

k@kQkL2
; 1 � k � N:

We have
B.fk ; h/ D 0; kfkkL2 D 1; 80 � k � N; 8h 2 H

1:

Recall that B.YC;Y�/ ¤ 0. Normalize YC, Y� such that B.YC;Y�/ D 1. Next, write

(A.54) h.t/ D ˛C.t/YC C ˛�.t/Y� C
X
k

ˇk.t/fk C g.t/; g.t/ 2 QG?;

where, recalling that Ljspan¹fk ; k�N º D 0 and that ˆ.YC/ D ˆ.Y�/ D 0, we have

˛C.t/ D B.h.t/;Y�/; ˛�.t/ D B.h.t/;YC/;(A.55)
ˇk.t/ D .h.t/; fk/L2 � ˛C.t/.YC; fk/L2 � ˛�.t/.Y�; fk/L2 ; 8k � N:(A.56)

Step 1. Differential inequalities on the coefficients. We show

d

dt
.ee0t˛C.t// D e

e0tB.Y�; �/;
d

dt
.e�e0t˛�.t// D e

�e0tB.YC; �/;(A.57)

d

dt
.e�e0tˇk.t// D .fk ; �/L2 � .YC; fk/L2B.Y�; �/ � .Y�; fk/L2B.YC; �/(A.58)

� .Lg; fk/L2 ;

dˆ.h.t//

dt
D 2B.h; �/:(A.59)

By equation (8.16),

˛0C.t/ D B.@th;Y�/ D B.�LhC �;Y�/

D B.h;LY�/C B.�;Y�/ D �e0˛C.t/C B.�;Y�/:(A.60)

This yields the first equation in (A.57). The second equation follows similarly.
Now, differentiating (A.56), we obtain

ˇ0k D .LhC � � ˛
0
CYC � ˛

0
�Y�; fk/L2 :

Note that Lh D e0˛CYC � e0˛�Y� C Lg, by (A.54), which proves (A.58), in view
of (A.57).

Finally, differentiating ˆ.h.t//,

d

dt
ˆ.t/ D 2B.h; @th/ D �2B.h;Lh/C 2B.h; �/ D 2B.h; �/;

by the skew-symmetry of L in (3.3). Equation (A.59) is then proved.
Step 2. Estimates on ˛˙. We claim that

j˛�.t/j . e�c1t ;(A.61)

j˛C.t/j .
²
e�c1t if c0 � e0;
e�e0t C e�c

�
1 t if c0 > e0:

(A.62)



L. Campos, L. G. Farah and S. Roudenko 1704

We will need the following inequality, which is an immediate application of Hölder’s
inequality:

(A.63)
Z
I

jB.f .t/; g.t//j dt . khrif kS.L2; I / khrigkS 0.L2; I /:

The above inequality, assumption (8.17) and (A.57) yieldZ C1
t

je�e0sB.YC; �.s//j ds � e
�e0t

Z C1
t

jB.YC; �.s//j ds . e�.e0Cc1/t :

By integrating the second equation in (A.57), we get

j˛�.t/j . ee0t
Z C1
t

je�e0sB.YC; �.s//j ds . e�c1t ;

which proves (A.61).
To prove (A.62), consider first the case c1 > c0 > e0. Then, by assumption (8.17)

and (A.55), ee0t˛C.t/ vanishes as t ! C1. By (A.63), integrating the equation on ˛C
in (A.57),

jee0t˛C.t/j .
Z C1
t

jee0sB.YC; �.s//j ds . e.e0�c1/t ;

and we get (A.62) if c0 > e0.
Assume now that c0 � e0. By (A.57), we have

j˛C.t/ � e
�e0t ˛C.0/j � e

�e0t

Z t

0

ee0s jB.Y�; �.s//j ds . e�c
�
1 t ;

and the proof of (A.62) is finished.
Step 3. Bounds on g and ˇk . We prove

(A.64) kg.t/kL2 C
X
k

jˇk.t/j . e�.c0Cc1/ t=2:

Again by (A.63),
R C1
t
jB.h.s/; �.s//jds . e�.c0Cc1/t . By integrating (A.59), we get

ˆ.h.t// . e�.c0Cc1/t :

Therefore,
j2˛C˛�B.YC;Y�/Cˆ.g/j D jˆ.h/j . e�.c0Cc1/t :

By Step 2,

jˆ.g/j .
²
e�.c0Cc1/t C e�2c1t if c0 > e0;
e�.c0Cc1/t C e�c1t .e�e0t C e�c

�
1 t / if c0 � e0:

In any case, jˆ.g/j � e�.c0Cc1/t . Using the coercivity of ˆ, given by Lemma 3.5, the
estimate for ˆ in (A.64) is proven.
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Consider now (A.58). By the assumption (8.17),

ˇk.t C 1/ � ˇk.t/

. e�c1t C

Z tC1

t

j.fk ;Lg.s//L2 j ds D e
�c1t C

Z tC1

t

ˇ̌̌
Re
Z

L�.fk/g.s/
ˇ̌̌
ds;

where L� D
�

0 LC
�L� 0

�
is the L2-adjoint of L.

One can check that, for any 0 � k � N , jL�.fk/j . e�jxj. Therefore, L�.fk/ 2 L
2

so that, by the estimate on g in (A.64),ˇ̌̌
Re
Z

L�.fk/g.t/
ˇ̌̌

. kg.t/kL2 � kgkH1 . e�.c0Cc1/ t=2:

Step 4. Closure. By the decomposition (A.54), as well as Steps 2 and 3, so far we have

kh.t/kH1 .
²
e�.c0Cc1/ t=2 if c0 > e0;
e�e0t C e�.c0Cc1/ t=2 if c0 � e0:

Now, if e0 … Œc0; c1/, by iterating the argument, we obtain

kh.t/kH1 . e�c
�
1 t ;

which proves (8.18).
Assume now e0 2 Œc0; c1/. Then, the estimate (A.57) on ˛C ensures the existence of a

limit A to ee0t˛C.t/, as t !C1. Integrating (A.57) from t toC1,

jA � ee0t˛Cj � e
e0t

Z C1
t

jB.YC; �.s//j ds . e.e0�c1/t :

In view of the decomposition (A.54) and the estimates (A.61), (A.62) and (A.64), we get

kh.t/ � Ae�e0tYCkH1 . e�.c0Cc1/ t=2:

Since LYC D e0YC, we see that Qh.t/ WD h.t/�Ae�e0tYC satisfies the differential equa-
tion (8.16) with the same �, and with c0 replaced by .c0 C c1/=2 > c0 in condition (8.17).
By iterating the argument a finite number of times, we end up under condition (8.18),
which implies condition (8.19) for the original h, and finishes the proof of Lemma 8.7.
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