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An asymptotic formula for the number
of n-dimensional representations of SU.3/

Kathrin Bringmann and Johann Franke

Abstract. We prove an asymptotic formula for the number of n-dimensional repre-
sentations of the group SU.3/. Main tools for the proof are Wright’s circle method
and the saddle point method.

1. Introduction and statement of results

The special unitary group SU.2/ has (up to equivalence) one irreducible representation Vk
of each dimension k 2 N. Each n-dimensional representation

L1
kD1 rkVk corresponds to

a unique partition

(1.1) n D �1 C �2 C � � � C �r ; 1 � �1 � �2 � � � � � �r � n;

such that rk denotes the number of k’s in (1.1). As a result, the number of n-dimensional
representations equals p.n/, the number of integer partitions of n. The partition function
has no elementary closed formula, nor does it satisfy any finite order recurrence. However,
with p.0/ WD 1, its generating function has the following classical product expansion:

(1.2)
1X
nD0

p.n/qn D

1Y
nD1

1

1 � qn
�

In [7], Hardy and Ramanujan showed the asymptotic formula

(1.3) p.n/ �
1

4
p
3n

exp

 
�

r
2n

3

!
; as n!1:

For their proof, they introduced the so-called Hardy–Ramanujan circle method, that uses
modular type transformations to obtain a divergent asymptotic expansion whose trun-
cations approximate p.n/ up to small errors. A later refinement by Rademacher [10]
provided a convergent series

p.n/ D
2�

.24n � 1/
3
4

1X
kD1

Ak.n/

k
I 3
2

 
�
p
24n � 1

6k

!
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for p.n/, where the Ak.n/ are Kloosterman sums and I 3
2

is the usual modified Bessel
function of the first kind.

It is natural to ask whether the above correspondence between the number of rep-
resentations of a group and a partition function can be generalized. The next obvious
case is the unitary group SU.3/, whose irreducible representations are a family of rep-
resentations Wj;k indexed by pairs of positive integers. Note that dim.Wj;k/ D

jk.jCk/
2

(see Chapter 5 of [6]). Like in the case of SU.2/, a general n-dimensional representation
decomposes into a sum of these Wj;k , again each with some multiplicity. So analogously
to (1.2), it is easy to see that the numbers r.n/ of n-dimensional representations, again
with r.0/ WD 1, have the generating function

G.q/ WD

1X
nD0

r.n/ qn D
Y
j;k�1

1

1 � q
jk.jCk/

2

D 1C q C q2 C 3q3 C 3q4 C 3q5 C 8q6 C 8q7 C � � � :(1.4)

In [11], Romik proved the following analogon of formula (1.3) for the sequence r.n/:

(1.5) r.n/ �
C0

n
3
5

exp
�
A1 n

2
5 � A2 n

3
10 � A3 n

1
5 � A4 n

1
10

�
; as n!1;

forA1;A2;A3;A4;C0 2R, that are defined in the notation section. Romik asked for lower
order terms in the asymptotic expansion of r.n/. We answer his question in the following
theorem.

Theorem 1.1. Let L 2 N0. We have, as n!1,

r.n/ D
1

n
3
5

 
LX
jD0

Cj

n
j
10

COL

�
n�

L
10�

3
80

�!
exp

�
A1 n

2
5 � A2 n

3
10 � A3 n

1
5 � A4 n

1
10

�
;

where the constants Cj do not depend on L and n and can all be calculated explicitly.

Remark. In (7.14) and (7.15), we compute some of these constants explicitly.

In order to prove (1.5) and Theorem 1.1, one has to carefully study the related Dirichlet
series

(1.6) !.s/ WD
X
j;k�1

1�
2 dim.Wj;k/

�s D X
k;j�1

1

ksj s.k C j /s
;

that converges absolutely for all s 2 C with Re.s/ > 2
3

. It is natural to ask whether ! can
be continued to a meromorphic function on the entire complex plane. This was answered
in the positive by Matsumoto [9]. Romik [11] then studied more closely the properties of!
beyond its abscissa of convergence. Although !.s/ does not seem to possess a simple
functional equation, it turns out that it has “trivial zeros” at s 2 �N. The key identity
behind this is

�.6nC 2/ D
2.4nC 1/Š

.6nC 1/.2n/Š2

nX
kD1

�
2n
2k�1

�
�

6n
2nC2k�1

� �.2nC 2k/ �.4n � 2k C 2/;(1.7)
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for n 2 N, where as usual, the Riemann �-function is

�.s/ WD

1X
nD1

1

ns
; for Re.s/ > 1:

Romik [11] proved that (1.7) is equivalent to the fact that !.s/ has zeros at s 2 �N.
Both the trivial zeros and the distribution of poles of ! are of importance in the proof of
Theorem 1.1. A key tool for the proof of the main theorem is to give uniform estimates
for the function ! on vertical lines.

The paper is organized as follows. After recalling some preliminaries in Section 2,
we prove in Section 3 an asymptotic expansion of the function G.q/ near q D 1 with an
explicit formula for the occurring error term. In Section 4, we give a uniform upper bound
for this error which is below used to show that it is negligible. Also, we prepare the error
analysis for the error tails of the major arc integral when using the saddle point method.
In Section 5, we give a power series expansion for the saddle points and show that they
depend on the parameter n, but stay bounded as n increases (in fact, they even converge
to 1). This saddle point function is then used in Section 6 to investigate the asymptotic
expansion of G.q/ near to q D 1 in further detail. Finally, in Section 7 we use Wright’s
circle method and the saddle point method to prove Theorem 1.1. While the major arc
integral can be evaluated using the preliminary sections, we use a lemma by Romik [11]
to deal with the minor arcs. In Section 8, we finally discuss some open problems and
related questions.

Notation

We now provide some frequently used notation. For ˇ 2 R, we denote by ¹ˇº WD ˇ � bˇc
the fractional part of ˇ. As usual, H WD ¹� 2 C W Im.�/ > 0º. For 0 < ı � �

2
, we define

the cone

Cı WD

²
z 2 �iH W jArg.z/j �

�

2
� ı

³
;

where Arg is the principal branch of the complex argument. Moreover, for ı 2 R, we let

Cı WD
®
w 2 C W Im.w/ � 1 � ı

¯
:

We denote for r > 0, Br .z/ WD ¹w 2 C W jw � zj < rº. For z1; z2 2 C, we define

Œz1; z2� WD
®
z D z1 C �.z2 � z1/ W 0 � � � 1

¯
:

We frequently make use of the notation f .x1; : : : ; xk/� g.x1; : : : ; xk/ for f; gWD ! C,
where D � C, which is equivalent to jf .x1; : : : ; xk/j � Cf;g jg.x1; : : : ; xk/j for all
.x1; : : : ; xn/ 2 D and for a constant Cf;g > 0. In the case that Cf;g depends on additional
parameters a; b; c; : : : , we write f .x1; : : : ; xk/�a;b;c;::: g.x1; : : : ; xk/. We equivalently
write f .x1; : : : ; xk/ D O.g.x1; : : : ; xk// and f .x1; : : : ; xk/ D Oa;b;c;:::.g.x1; : : : ; xk//,
respectively. We also use the notation�I if the implied constant depends on some inter-
val I .

Throughout, we use the principal branch of the complex logarithm, denoted by Log,
and the principal branches of the power functions, i.e., for real s, z 7! zs is real-valued
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for z > 0 and holomorphic in C n .�1; 0�. The branch being used in this definition
matches the one associated with Taylor expansions in the binomial theorem,

.1C w/s D

1X
nD0

�
s

n

�
wn; jwj < 1:

We also define the following constants, where �.s/ denotes the Gamma function:

X WD
�
1
9
�
�
1
3

�2
�
�
5
3

�� 3
10 D 1:17117 : : : ;

Y WD �
p
� �
�
1
2

�
�
�
3
2

�
D 6:76190 : : : ;

A1 WD 5X
2
D 6:85826 : : : ; A2 WD

Y

X
D 5:7736 : : : ;(1.8)

A3 WD
3Y 2

80X4
D 0:91134 : : : ; A4 WD

11Y 3

3200X7
D 0:35163 : : : ;

C0 WD
2
p
3�
p
5
X

1
3 exp

�
�

Y 4

2560X10

�
D 2:44629 : : : :

2. Preliminaries

In this section, we recall and prove results required for this paper. The following properties
of the Gamma function are well known; the proof uses [1, 13].

Theorem 2.1. (1) The Gamma function has a meromorphic continuation to C, with sim-
ple poles only at s 2 �N0, and satisfies the functional equation

�.s C 1/ D s�.s/:

(2) For s 2 C such that �� C ı � Arg.s/ � � � ı, with ı > 0, we have the Stirling
approximation

�.s C 1/ �
p
2�s � ss e�s; as jsj ! 1:

(3) Writing s D � C i t and � 2 I for a compact interval I � Œ1
2
;1/, we uniformly

have, for t 2 R,

max
°
1; jt j��

1
2

±
e�

�jt j
2 �I j�.� C i t/j �I max

°
1; jt j��

1
2

±
e�

�jt j
2 :

The estimate also holds for compact intervals I � R, if we assume jt j � 1.
(4) For all s 2 C, we have the following identity between meromorphic functions:

�.s/�.1 � s/ D
�

sin.�s/
�

(5) For m 2 N0, we have

�

�
mC

1

2

�
D
.2m/Š

4mmŠ

p
� and �

�
�m �

1

2

�
D
.�4/mC1.mC 1/Š�

2.mC 1/
�
Š

p
�:

(6) We have, uniformly for x; y � 1,

�.x/�.y/� �.x C y/:
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Proof. Parts (1), (2), (4), and (5) are well known. For part (3), we use (see p. 21 of [1])ˇ̌
�.� C i t/

ˇ̌
D
p
2� jt j��

1
2 e�

�jt j
2
�
1COI

�
jt j�1

��
:

Part (6) requires the following well-known identity for the Beta function (see p. 35 of [1]):

�.x/�.y/

�.x C y/
D

Z 1

0

tx�1.1 � t /y�1 dt; for x; y > 0:

Define, for x > 0 and s 2 C, the incomplete Gamma function

�.sI x/ WD

Z 1
x

t s�1e�t dt

which satisfies the following important properties.

Theorem 2.2. (1) The function s 7! �.sI x/ defines an entire function. One has the fol-
lowing asymptotic behavior for fixed s 2 C :

�.sI x/ � xs�1 e�x ; as x !1:

(2) For n 2 N and x 2 R, we have the inequality

�.nI x/ � nŠ max
®
1; xn�1

¯
e�x :

Proof. For part (1), see p. 98 of [12]. Part (2) uses that

�.nIx/D .n� 1/Še�x
n�1X
kD0

xk

kŠ
� .n� 1/Še�x nmax

®
1;xn�1

¯
D nŠmax

®
1;xn�1

¯
e�x :

We also consider, for s; z 2 C with s … �N, the generalized binomial coefficient,
defined by �

s

z

�
WD

�.s C 1/

�.z C 1/�.s � z C 1/
�

Lemma 2.3. The following assertions hold true.

(1) We have, uniformly for ˇ > 0 and T � 0,ˇ̌̌̌ bˇcY
jD1

�
¹ˇº C j C iT

�ˇ̌̌̌
� �.ˇ C 1/max

®
1; T bˇc

¯
:

(2) We have, uniformly for k 2 N0, ˛ 2 N C 1
4

, and T � 0,ˇ̌̌̌�
k � ˛ � 1C iT

k

�ˇ̌̌̌
D

ˇ̌̌̌
�.k � ˛ C iT /

�.�˛ C iT / kŠ

ˇ̌̌̌
�

ˇ̌̌̌�
˛

k

�ˇ̌̌̌
max

®
1; T k

¯
:

(3) Let 0 < x < 1. There exist m;M > 0 only dependent on x, such that, for all k 2 N,

mkx�1 �

�
�x

2k

�
�Mkx�1:
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Proof. (1) We assume that ˇ � 1, as in the case 0 < ˇ < 1 the result is trivially true. We
note that

bˇcY
jD1

�
¹ˇº C j C iT

�
D

bˇcY
jD1

�
ˇ � bˇc C j C iT

�
D

bˇc�1Y
jD0

.ˇ � j C iT /

D

bˇc�1Y
jD0

.ˇ � j /

bˇc�1Y
jD0

�
1C

iT

ˇ � j

�
:

Since for m WD bˇc � j 2 N (for 0 � j � bˇc � 1) and T � 0 one hasˇ̌̌̌
1C

iT

m

ˇ̌̌̌
� max¹1; T º

ˇ̌̌̌
1C

i

m

ˇ̌̌̌
;

it follows, using
ˇ̌
1C i

ˇ�j

ˇ̌
�
ˇ̌
1C i

bˇc�j

ˇ̌
, that

bˇc�1Y
jD0

ˇ̌̌̌�
1C

iT

ˇ � j

�ˇ̌̌̌
� max

®
1; T bˇc

¯ bˇcY
jD1

ˇ̌̌̌�
1C

i

j

�ˇ̌̌̌
:

Note that

mY
jD1

ˇ̌̌̌�
1C

i

j

�ˇ̌̌̌
D

vuut mY
jD1

�
1C

1

j 2

�
�

vuut 1Y
jD1

�
1C

1

j 2

�
<1:

Thus there exists some constant C > 0, independent of ˇ and T , such that

(2.1)
ˇ̌̌̌ bˇcY
jD1

�
¹ˇº C j C iT

�ˇ̌̌̌
� C

bˇc�1Y
jD0

.ˇ � j /max
®
1; T bˇc

¯
:

By using Theorem 2.1(1), one inductively sees that

�.ˇ C 1/ D �
�
¹ˇº C 1

� bˇc�1Y
jD0

.ˇ � j /;

and therefore

(2.2)
bˇc�1Y
jD0

.ˇ � j / �
�.ˇ C 1/

min1�x�2 �.x/
� �.ˇ C 1/:

Combining (2.1) and (2.2), we conclude the claim.
(2) We first assume that 0 � T � 1. Then we have, by Theorem 2.1(1),ˇ̌̌̌�

�˛ C k � 1C iT

k

�ˇ̌̌̌
D

�
˛

k

� k�1Y
mD0

ˇ̌̌̌�
1 �

iT

˛ �m

�ˇ̌̌̌
:
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Every factor of the form
ˇ̌
1 � iT

`C 1
4

ˇ̌
equals 1 for ` 2 Z (note that ˛ � m 2 Z C 1

4
by

assumption, and thus non-zero). Hence, if we add an infinite number of such factors, the
result is at least as big. Since we assume 0 � T � 1, we obtainˇ̌̌̌�

�˛ C k � 1C iT

k

�ˇ̌̌̌
�

ˇ̌̌̌�
˛

k

�ˇ̌̌̌ 1Y
mD�1

ˇ̌̌̌
1 �

i

mC 1
4

ˇ̌̌̌
�

ˇ̌̌̌�
˛

k

�ˇ̌̌̌
:

For T > 1, we find that

1

kŠ

k�1Y
jD0

.j � ˛ C iT /

D
1

kŠ

k�1Y
jD0

.˛ � j /T k
k�1Y
mD0

�
i

˛ �m
�
1

T

�
D

�
˛

k

�
T k

k�1Y
mD0

�
i

˛ �m
�
1

T

�
:

Since T > 1, every factor in the product has absolute value smaller than
ˇ̌
1 � i

˛�m

ˇ̌
, henceˇ̌̌̌�

�˛ C k � 1C iT

k

�ˇ̌̌̌
�

ˇ̌̌̌�
˛

k

�ˇ̌̌̌
T k
ˇ̌̌̌ k�1Y
mD0

�
1 �

i

˛ �m

�ˇ̌̌̌
�

ˇ̌̌̌�
˛

k

�ˇ̌̌̌
T k

by the same arguments as above.
(3) Using Theorem 2.1(4), one has�

�x

2k

�
D
�.1 � x/�.2k C x/ sin.�x/

��.2k C 1/
�

With Theorem 2.1(2), we obtain, as k !1,

�.1 � x/�.2k C x/ sin.�x/
� �.2k C 1/

� 2x�1
�.1 � x/ sin.�x/

�

�
k C

x � 1

2

�x�1
:

Since 1 � x > 0, we have

kx�1 � .k C y/x�1; as k !1;

for all y 2 R, so there exist constants c1; c2 > 0 such that

c1k
x�1 <

�
k C

x � 1

2

�x�1
< c2 k

x�1

for all k 2 N (note that 1�x
2
< 1

2
). Thus,

2x�1kx�1
c1�.1 � x/ sin.�x/

�
<

�
�x

2k

�
< 2x�1kx�1

c2�.1 � x/ sin.�x/
�

�

The result follows by setting

m WD
c1 2

x�1�.1 � x/ sin.�x/
�

and M WD
c22

x�1�.1 � x/ sin.�x/
�

;

where we note that �.1 � x/ sin.�x/ > 0 for all 0 < x < 1.
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We also need some analytic properties of the Riemann �-function, see [2, 3, 13]; more
precisely, we refer to p. 129 of [3] for part (2).

Theorem 2.4. (1) The �-function has a meromorphic continuation to C with only a
simple pole at s D 1 with residue 1. For s 2 C, we have (as identity between mero-
morphic functions)

�.s/ D 2s�s�1 sin
�
�s

2

�
�.1 � s/ �.1 � s/:

(2) Fix c > 0 and �0 2 R. Then we have, uniformly for jt j � 1 and � � �0,

�.� C i t/�c jt j
�.�/Cc ;

where

�.�/ WD

8̂̂<̂
:̂
0 if � � 1;

1
2
.1 � �/ if 0 � � < 1;

1
2
� � if � < 0:

In particular, we obtain, uniformly in T � 0,

�

�
1

2
C iT

�
� max

®
1; T

1
2

¯
:

The reader should note that all of these bounds are trivial, but can be improved by
much more detailed investigations of the zeta function in the critical strip. However, the
improved bounds do not improve our results.

To use the saddle point method, we also require the following approximation.

Lemma 2.5. Let �n be an increasing unbounded sequence of positive real numbers, let
B > 0, and let P be a polynomial of degree m 2 N0. Then we haveZ �n

��n

P.x/ e�Bx
2

dx D

Z 1
�1

P.x/ e�Bx
2

dx COB;P

�
�m�1n e�B�

2
n

�
:

Proof. We use the triangle inequality for integrals and the substitution t D Bx2 to getˇ̌̌̌ Z 1
�n

P.x/ e�Bx
2

dx

ˇ̌̌̌
�

1

2
p
B

Z 1
B�2n

ˇ̌̌̌
P

�r
t

B

�ˇ̌̌̌
e�t
p
t
dt

�P;B

Z 1
B�2n

t
m�1
2 e�t dt D �

�
mC 1

2
IB�2n

�
:

Using the asymptotic behavior in Theorem 2.2(1), we obtain

�

�
mC 1

2
IB�2n

�
�B �

m�1
n e�B�

2
n :

The same argument works for the range �1 < x � ��n, from which we easily deduce
the lemma.
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3. An asymptotic expansion of G

The key to understanding the asymptotic behavior of the sequence r.n/ is to study the
function z 7! G.e�z/ (see (1.4)) near z D 0. For this, we require the following properties
of !; note that the meromorphic continuation of ! was first obtained by Matsumoto [9].

Theorem 3.1 (Romik [11], Theorems 1.2 and 1.3). We have the following.

(1) The series (1.6) converges for s 2 C with Re.s/ > 2
3

, and defines a holomorphic
function in that region.

(2) The function ! can be analytically continued to a holomorphic function on C n
.¹2
3
º [ .1

2
�N0//.

(3) The function ! has a simple pole at s D 2
3

with residue

RessD 2
3
!.s/ D

�
�
1
3

�3
2
p
3�
�

For each m 2 N0, it has a simple pole at s D 1
2
�m with residue

RessD 1
2�m

!.s/ D
.�1/m

16m

�
2m

m

�
�

�
1

2
� 3m

�
:

(4) Let I � R be a compact interval. For all � 2 I , !.� C i t/ grows at most polynomi-
ally as jt j ! 1, where the polynomial only depends on I .

(5) We have !.�n/ D 0 for all n 2 N.

We define, for � 2 R n ¹�2
3
;�1

2
; 0; 1

2
; 3
2
; 5
2
; : : : º and z 2 �iH,

E.�I z/ WD
1

2�i

Z ��Ci1
���i1

J.sI z/ ds; where J.sI z/ WD

�
2

z

�s
�.s/ �.s C 1/ !.s/:

The next proposition provides some basic facts about the function E.�I z/. As usual,
Log denotes the principal branch of the complex logarithm. For the proof, we shall use
Theorems 2.1, 2.4 and 3.1, as well as results from [11].

Proposition 3.2.
(1) Let � 2 R n ¹�2

3
;�1

2
; 0; 1

2
; 3
2
; : : : º and 0 < ı � �

2
. As z ! 0 in Cı ,

E.�I z/ D O�;ı
�
jzj�

�
:

(2) Let � 2 RC n 1
2
.2N0 C 1/. Then we have the functional equation

E.�I z/ D E.�C 1I z/C RessD�wJ.sI z/;

where w 2 N0 C
1
2

is unique with the property � < w < �C 1. If mC 1
2
< �1; �2 <

mC 3
2

for some m 2 N0, then we have E.�1I z/ D E.�2I z/ for all z 2 �iH.

(3) For all � 2 R n ¹�2
3
;�1

2
; 0; 1

2
; 3
2
; : : : º, the function z 7! E.�I z/ is holomorphic on

�iH. For all � < �2
3

and z 2 �iH, we have

Log
�
G
�
e�z

��
D E.�I z/:



K. Bringmann and J. Franke 1608

Proof. (1) With Theorems 2.1(1), 2.4(1) and 3.1(2), we conclude that s 7! J.sI z/ is
meromorphic. Since the only poles of �.s C 1/ and of �.s/ are at 0 and in �N0, respec-
tively, by Theorem 3.1(2) the only poles of J.sI z/ in �iH are at 1

2
and 2

3
. To determine

the poles of s 7! J.sI z/ in the left half-plane, we first note that
�
2
z

�s
�.s C 1/ has no

poles in that region. Potential poles of �.s/ at negative integers are cancelled by the trivial
zeros of !.s/ in �N, see Theorem 3.1(5). As a result, the only poles of s 7! J.sI z/ are
at 2

3
; 1
2
; 0;�1

2
;�3

2
; : : : , and in particular, for � 2 R n ¹�2

3
;�1

2
; 0; 1

2
; 3
2
; : : : º there are no

poles of the integrand on the vertical integration curve in E.�I z/. With jArg.z/j � �
2
� ı

(since z 2 Cı ), we obtain for � 2 R n ¹2
3
; 1
2
; 0;�1

2
;�3

2
; : : : º,ˇ̌̌̌ Z ��Ci1

���i1

J.sI z/ ds

ˇ̌̌̌
�

ˇ̌̌z
2

ˇ̌̌� Z 1
�1

ˇ̌
�.��C iv/ �.1 � �C iv/ !.��C iv/

ˇ̌
e.

�
2 �ı/jvj dv:

Thus using Theorem 2.4(2), Theorem 2.1(3), and Theorem 3.1(4), we may conclude (1).
(2) As the proof follows that of Romik, we only sketch the main ideas. Accord-

ing to Theorems 2.1(3), 2.4(2) and 3.1(4), the function s 7! J.sI z/ D J.� C i t I z/ has
exponential decay for jt j ! 1 and � bounded for all z 2 �iH. We conclude with the
residue theorem that E.�1I z/ � E.�2I z/ with �2 > �1 > 0 only depends on the poles of
s 7! J.sIz/ satisfying��2 <�w <��1, and can be expressed as a finite sum of residues.
By Theorem 3.1(2), we see that the set of residues is empty in the casemC 1

2
< �1; �2 <

mC 3
2

, which proves that E.�1I z/ � E.�2I z/ D 0 in this case. If �2 D �1 C 1, then
there is a unique pole �w of s 7! J.sI z/ satisfying �� � 1 < �w < ��, again due to
Theorem 3.1(2), and one obtains E.�I z/ �E.�C 1I z/ D RessD�wJ.sI z/.

(3) Again we only give a sketch of the proof. Using the exponential decay of J.sI z/
as in part (2), one sees that the integral E.�I z/ converges uniformly on compact subsets
on the right half-plane. By Weierstrass’ theorem, one concludes holomorphicity, and as
E.�I t / D log.G.e�t // for � < �2

3
was proved for t 2 RC on p. 33 of [11], the claim

follows via analytic continuation.

The next theorem gives the asymptotic expansion of Log
�
G.e�z/

�
.

Theorem 3.3. Let � > 1
2

with � … 1
2
.2N C 1/. Then, for z 2 �iH, we have

Log
�
G.e�z/

�
D
2
2
3 3X

10
3

z
2
3

�

p
2 Y

z
1
2

�
1

3
Log.z/C

1

3
log
�
16�3

�
C z

1
2

X
0�m<�� 12

�m z
m
CE.�I z/;

where the constants X and Y were defined in (1.8), and the coefficients �m are given by

�m D

p
2�

.16�/3
�
85�4

�m 1

mC 1

�
2m

m

�
.6mC 6/Š

.3mC 3/Š
�

�
mC

1

2

�
�

�
3mC

7

2

�
:

Proof. By Proposition 3.2(3), we have for � < �2
3

and z 2 �iH,

Log
�
G.e�z/

�
D E.�I z/:
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The first coefficients in the asymptotic expansion of E.�I z/ can be obtained explicitly
using the residue theorem. It was shown in equation (70) of [11] that, for t 2 RC,

(3.1) Log
�
G
�
e�t

��
D
2
2
3 3X

10
3

t
2
3

�

p
2 Y

t
1
2

�
1

3
log.t/C log

�
2
4
3�
�
C � t

1
2 CE.1I t /;

where the term � t
1
2 is the residue of J.sI t / at s D �1

2
, see also p. 34 of [11]. By Proposi-

tion 3.2(3), both sides of (3.1) continue to holomorphic functions on the right half-plane.
As a result, by the identity theorem, equation (3.1) holds also for t D z 2�iH. Let a 2N0.
By using Proposition 3.2(2) inductively, one obtains with (3.1) for all z 2 �iH,

Log
�
G
�
e�z

��
D
2
2
3 3X

10
3

z
2
3

�

p
2 Y

z
1
2

�
1

3
Log.z/C log

�
2
4
3 �
�

C

aX
mD0

RessD�m� 12 J.sI z/CE.aC 1I z/:

Let � > 1
2

and � … 1
2
.2N C 1/. Since we clearly have aC 1

2
< �< aC 3

2
for some a 2N0,

by Proposition 3.2(2) we have E.�I z/ D E.aC 1I z/, which proves that

Log
�
G
�
e�z

��
D
2
2
3 3X

10
3

z
2
3

�

p
2 Y

z
1
2

�
1

3
Log.z/C log

�
2
4
3 �
�

C

aX
mD0

RessD�m� 12 J.sI z/CE.�I z/:

Finally, using Theorem 3.1(3), Theorem 2.1(5), and Theorem 2.4(1), one proves the
equality

RessD�m� 12 J.sI z/ D �m z
mC 1

2

for all m 2 N0, which concludes the proof of the theorem.

4. Error bounds

To give an asymptotic formula for r.n/, we use Wright’s circle method and the sad-
dle point method. For this we need a number of technical results. In the following, we
always assume ˛ 2 N C 1

4
. To find a satisfactory estimate for E.˛I z/, we define, with

kn WD bn
2
55 c and z 2 �iH,

(4.1) En.z/ WD E

�
kn C

1

4
I
2X2z

n
3
5

�
:

Note that the choice of kn guarantees that kn!1 on the one hand (so the contributions of
the poles of !.s/ are included into the main term), but does not grow too fast in the sense
that the error term En is bounded well enough. The choice 2

55
is not unique, but helps to

achieve a good bound, which becomes finally clear in the proof of the following result.
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Theorem 4.1. For z 2 C �
4

we have, for some absolute constant B > 0,

En.z/�

�
B

n
1
5

�n 2
55

jzjknC
1
4 :

To prove Theorem 4.1, we need some auxiliary lemmas. The first proposition provides
a uniform bound for � on vertical lines. Using Theorem 2.4(1), Theorem 2.1(1), (3), and
Lemma 2.3(1), we obtain the following.

Proposition 4.2. We have, uniformly in ˇ � 1
4

and T � 0,ˇ̌
�.�ˇ C iT /

ˇ̌
� .2�/�ˇ �.ˇ C 1/max

°
1; T ˇC

1
2

±
:

The following statement was proved on pp. 20–23 of [11].

Proposition 4.3. Let M 2 N. We have, for s 2 C with 3
4
�
M
2
< Re.s/ < M C 1

2
,

!.s/ D
�.2s � 1/�.1 � s/�.3s � 1/

�.s/
C

1

�.s/

M�1X
kD0

.�1/k
�.s C k/

kŠ
�.2s C k/�.s � k/

C
1

2�i�.s/

Z M� 12Ci1

M� 12�i1

�.s C z/�.�z/ �.2s C z/ �.s � z/ dz:

The next proposition gives a uniform estimate for the function !.

Proposition 4.4. For some C > 0, we have, uniformly in ˛ 2 N C 1
4

and T � 0,ˇ̌
!.�˛ C iT /

ˇ̌
� C ˛�.3˛ C 3/ �

�
3˛ C

21

4

�
max

°
1; T 5˛C

11
2

±
:

We split the technical proof of Proposition 4.4 in several lemmas. The following
lemma considers the first summand in Proposition 4.3 and follows by a direct calcula-
tion using Theorem 2.1(1), (3), (4) and Proposition 4.2.

Lemma 4.5. We have, uniformly in ˛ 2 N C 1
4

and T � 0,ˇ̌̌̌
�.�2˛ � 1C 2iT / �.˛ C 1 � iT / �.�3˛ � 1C 3iT /

�.�˛ C iT /

ˇ̌̌̌
�

�
9

8�3

�˛
�.3˛ C 2/max

°
1; T 3˛C

3
2

±
e�

�T
2 :

Proof. Using Theorem 2.1(4), with s D �˛ C iT , we obtainˇ̌̌̌
�.�2˛ � 1C 2iT / �.˛ C 1 � iT / �.�3˛ � 1C 3iT /

�.�˛ C iT /

ˇ̌̌̌
D
1

�

ˇ̌
�.�2˛�1C2iT / �.˛C1� iT /2 sin.��˛C�iT / �.�3˛�1C3iT /

ˇ̌
:(4.2)
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We inductively use Theorem 2.1(1), to obtain

�.�2˛ � 1C 2iT / D
�
�
1
2
C 2iT

�Q2b˛cC1
jD0 .�2˛ � 1C j C 2iT /

;

�.˛ C 1 � iT /2 D

b˛c�1Y
jD0

.˛ � j � iT /2 �

�
5

4
� iT

�2
:

With this and (4.2), we see thatˇ̌̌̌
�.�2˛ � 1C 2iT /�.˛ C 1 � iT / �.�3˛ � 1C 3iT /

�.�˛ C iT /

ˇ̌̌̌
D
1

�

ˇ̌̌̌
�

�
1

2
C 2iT

�
�

�
5

4
� iT

�2
sin
�
�
�

4
C �iT

�ˇ̌̌̌
(4.3)

�

ˇ̌̌̌
ˇ

Qb˛c�1
jD0 .˛ � j � iT /2Q2b˛cC1

jD0 .�2˛ � 1C j C 2iT /
�.�3˛ � 1C 3iT /

ˇ̌̌̌
ˇ:

We use Theorem 2.1(3) and (4.3), to find, uniformly in ˛ 2 N C 1
4

and T � 0,ˇ̌̌̌
�.�2˛ � 1C 2iT /�.˛ C 1 � iT / �.�3˛ � 1C 3iT /

�.�˛ C iT /

ˇ̌̌̌
� e�

�T
2

ˇ̌̌̌
ˇ

Qb˛c�1
jD0 .˛ � j � iT /2Qb˛c�1

jD0 .2˛ C 1 � 2j � 2iT /.2˛ � 2j � 2iT /
(4.4)

�
�.�3˛ � 1C 3iT /�

2˛ � 2b˛c � 2iT
��
2˛ C 1 � 2b˛c � 2iT

� ˇ̌̌̌ˇ:
With Proposition 4.2, we obtain that the last expression in (4.4) equals

e�
�T
2

ˇ̌̌̌
ˇb˛c�1Y
jD0

˛ � j � iT

2
�
2.˛�j /C1�2iT

� ˇ̌̌̌ˇ
ˇ̌̌̌
ˇ �.�3˛ � 1C 3iT /�
2˛�2b˛c�2iT

��
2˛C1�2b˛c�2iT

� ˇ̌̌̌ˇ
� e�

�T
2 3�˛ .2�/�3˛�.3˛ C 2/ max

°
1; .3T /3˛C

3
2

±
:

In the next lemma, we give an estimate for the second summand in Proposition 4.3;
the proof uses Proposition 4.2, Theorem 2.1(6), Lemma 2.3(2), and Theorem 2.4(2).

Lemma 4.6. We have, uniformly in ˛ 2 N C 1
4

and T � 0,ˇ̌̌̌
ˇ 2b˛cC2X
kD0

.�1/k
�.�˛ C k C iT /

�.�˛ C iT /kŠ
�.�2˛ C k C 2iT / �.�˛ � k C iT /

ˇ̌̌̌
ˇ

� .2�3/�˛�

�
3˛ C

5

2

�
max

®
1; T 5˛C72

¯
:
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Proof. By Theorem 2.1(6) we obtain, for all 0 � k � 2b˛c,

(4.5) �.2˛ � k C 1/�.˛ C k C 1/� �.3˛ C 2/:

Proposition 4.2 and equation (4.5) give, for all 0 � k � 2b˛c,

(4.6)
ˇ̌
�.k � 2˛C 2iT /�.�˛� kC iT /

ˇ̌
� .2�/�3˛ 22˛�k�.3˛C 2/max

®
1;T 3˛C1

¯
:

Using the standard triangle inequality, (4.6), Proposition 4.2, Lemma 2.3(2), and Theo-
rem 2.4(2), we bound, uniformly in ˛ 2 N C 1

4
and T � 0,ˇ̌̌̌

ˇ 2b˛cC2X
kD0

.�1/k
�.k � ˛ C iT /

�.�˛ C iT /kŠ
�.k � 2˛ C 2iT / �.�˛ � k C iT /

ˇ̌̌̌
ˇ

�

2b˛cX
kD0

ˇ̌̌̌�
˛

k

�ˇ̌̌̌
max

®
1; T k

¯
.2�/�3˛ 22˛�k�.3˛ C 2/ max

®
1; T 3˛C1

¯
C

ˇ̌̌̌�
˛

2b˛c C 1

�
.2�/�3˛�

�
3˛ C

3

2

�
max

®
1; T 5˛C2

¯ˇ̌̌̌
C

ˇ̌̌̌�
˛

2b˛c C 2

�
.2�/�3˛�

�
3˛ C

5

2

�
max

°
1; T 5˛C

7
2

±ˇ̌̌̌
;

where we treat the summands for k 2 ¹2b˛c C 1; 2b˛c C 2º separately. Noting thatˇ̌̌̌�
˛

2b˛c C 2

�ˇ̌̌̌
D

ˇ̌̌̌
˛ � 2b˛c � 1

2b˛c C 2

�.˛ C 1/

�.2b˛c C 2/�.˛ � 2b˛c/

ˇ̌̌̌
�

ˇ̌̌̌�
˛

2b˛c C 1

�ˇ̌̌̌
and taking maximal factors, we can bound the above sum by

�
2�3

��˛
�.3˛ C 2/ max

®
1; T 3˛C1

¯ 2b˛cX
kD0

�
˛

k

�
2�k max

®
1; T k

¯
C

ˇ̌̌̌�
˛

2b˛c C 1

�
.2�/�3˛�

�
3˛ C

5

2

�
max

°
1; T 5˛C

7
2

±ˇ̌̌̌
�
�
2�3

��˛
�.3˛ C 2/ max

®
1; T 5˛C1

¯
C .2�/�3˛�

�
3˛C

5

2

�
max

°
1; T 5˛C

7
2

±
:(4.7)

In the final step, we use that�
˛

2b˛c C 1

�
D O.1/; as ˛ !1;

and, uniformly in ˛ 2 N C 1
4

and T � 0,

2b˛cX
kD0

ˇ̌̌̌�
˛

k

�ˇ̌̌̌
2�k max

®
1; T k

¯
� max

®
1; T 2˛

¯
:
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Next, we bound

max
²�
2�3

��˛
�.3˛ C 2/ max

®
1; T 5˛C1

¯
; .2�/�3˛�

�
3˛ C

5

2

�
max

°
1; T 5˛C

7
2

±³
�
�
2�3

��˛
�

�
3˛ C

5

2

�
max

°
1; T 5˛C

7
2

±
by comparing all factors and taking the maximum, and with (4.7) we conclude the proof
of the lemma.

The following lemma deals with the integral in Proposition 4.3.

Proposition 4.7. For some C > 0, we have, uniformly in ˛ 2 N C 1
4

and T � 0,ˇ̌̌̌ Z 2˛C2Ci1

2˛C2�i1

�.�˛ C iT C z/�.�z/ �.�2˛ C 2iT C z/ �.�˛ C iT � z/

�.�˛ C iT /
dz

ˇ̌̌̌
� C ˛�.3˛ C 3/�

�
3˛ C

21

4

�
max

°
1; T 5˛C

11
2

±
:

As the proof of Proposition 4.7 is rather technical, we split it in several lemmas. We
start with the following.

Lemma 4.8. There is an absolute constant B > 0 such that we have, uniformly for v 2R,
T � 0, and ˛ 2 N C 1

4
,ˇ̌̌̌

ˇ
Qb˛c
jD0 .�˛ C j C iT /

Qb˛c
jD0

�
˛ C 1 � j C i.T C v/

�Q2b˛cC2
jD0 .�2˛ � 2C j � iv/

ˇ̌̌̌
ˇ(4.8)

�

B2˛C
3
2 max

°
1; T 2˛C

3
2

±
max¹1; jvjº

�

Proof. To see the claim, note that while the numerator has 2b˛c C 2 factors, the denomi-
nator has 2b˛c C 3 factors. We combine factors

�˛ C k C iT

�2˛ C 2k � 2 � iv
and

˛ C 1 � k C i.T C v/

�2˛ C 2k � 1 � iv

for 0 � k � b˛c. We estimate, for 0 � k � b˛c (with m D k � ˛ 2 Z � 1
4

),ˇ̌̌̌
�˛ C k C iT

�2˛ C 2k � 2 � iv

ˇ̌̌̌
� max¹1; T º;(4.9)

and (with m D ˛ � k 2 ZC 1
4

),ˇ̌̌̌
˛ C 1 � k C i.T C v/

�2˛ C 2k � 1 � iv

ˇ̌̌̌
� sup
m2ZC 1

4

ˇ̌̌̌
ˇ1C 1

m
C

i.TCv/
m

�2 � 1
m
�
iv
m

ˇ̌̌̌
ˇ

�

vuuut sup
m2ZC 1

4

�
1C 1

m

�2
C

�
TCjvj
m

�2
�
2C 1

m

�2
C
�
v
m

�2 �
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We now distinguish several cases; recall that we assume T � 0.
Case 1. First let 0 < T � jvj. Then we obtain

sup
m2ZC 1

4

�
1C 1

m

�2
C

�
TCv
m

�2
�
2C 1

m

�2
C
�
v
m

�2 � sup
m2ZC 1

4

�
1C 1

m

�2
C 4

�
v
m

�2�
2C 1

m

�2
C
�
v
m

�2
� sup
m2ZC 1

4

4
�
2C 1

m

�2
C
�
2v
m

�2�
2C 1

m

�2
C
�
v
m

�2 D 4� 1:

Case 2. Next we look at the case T > jvj. We obtain

sup
m2ZC 1

4

�
1C 1

m

�2
C

�
TCjvj
m

�2
�
2C 1

m

�2
C
�
v
m

�2 � sup
m2ZC 1

4

�
1C 1

m

�2
C
�
2T
m

�2�
2C 1

m

�2
C
�
v
m

�2 �
Now, we again look at two different cases.

Case 2.1. If 0 � T � 1, then we see

sup
m2ZC 1

4

�
1C 1

m

�2
C
�
2T
m

�2�
2C 1

m

�2
C
�
v
m

�2 � sup
m2ZC 1

4

�
1C 1

m

�2
C
�
2
m

�2�
2C 1

m

�2 � 1:

Case 2.2. On the other hand, if T � 1, then we obtain

sup
m2ZC 1

4

�
1C 1

m

�2
C
�
2T
m

�2�
2C 1

m

�2
C
�
v
m

�2 D T 2 sup
m2ZC 1

4

�
1
T
C

1
mT

�2
C
�
2
m

�2�
2C 1

m

�2
C
�
v
m

�2
� T 2 sup

m2ZC 1
4

�
1C 1

m

�2
C
�
2
m

�2�
2C 1

m

�2 � T 2:

As a result, we obtain, uniformly for ˛ 2 N C 1
4

, 0 � k � b˛c, v 2 R, and T � 0,ˇ̌̌̌
˛ C 1 � k C i.T C v/

�2˛ C 2k � 1 � iv

ˇ̌̌̌
�

´
1 if T � jvj
max¹1; T º if T > jvj

� max ¹1; T º :(4.10)

The denominator of the left-hand side of (4.8) has one remaining factor, which is

(4.11)
1ˇ̌

� 2˛ C 2b˛c � iv
ˇ̌ D 1ˇ̌

�
1
2
� iv

ˇ̌ � 1

max¹1; jvjº
�

It follows from (4.9), (4.10) and (4.11) that the product (4.8) is uniformly bounded by
2b˛c C 2 factors B max¹1; T º, where B is some constant not depending on ˛, v, and T ,
and the factor 1

max¹1;jvjº . Hence it is bounded by (using again b˛c D ˛ � 1
4

)

B2b˛cC2 max¹1; T º2b˛cC2

max¹1; jvjº
D
B2˛C

3
2 max

®
1; T 2˛C

3
2

¯
max¹1; jvjº

�

This gives (4.8).
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For the following result, we define, for T � 0,

I1.T / WD

Z �T
�1

ˇ̌
�
�
�3˛ � 2C i.T � v/

�ˇ̌
e�v dv;

I2.T / WD

Z 1
�T

ˇ̌
�
�
�3˛ � 2C i.T � v/

�ˇ̌
min

®
1; e��v

¯
dv:

Lemma 4.9. We have the uniform estimates

max
®
1; T 2˛C2

¯
e�T I1.T /� �

�
3˛ C

21

4

�
�.3˛ C 3/ max

°
1; T 5˛C

21
4

±
;(4.12)

max
®
1; T 2˛C2

¯
I2.T /� �.3˛ C 3/ �

�
3˛ C

7

2

�
max

°
1; T 5˛C

11
2

±
:(4.13)

Proof. We consider I1.T / and I2.T / separately. We obtain, substituting u D T � v into
I1.T /,

e�T I1.T / D e
2�T

Z 1
2T

ˇ̌
� .�3˛ � 2C iu/

ˇ̌
e��u du:

With Proposition 4.2, we can bound

(4.14) e�T I1.T /�
�
2�2

��3˛
�.3˛C 3/�

�
3˛C

7

2
I2�T

�
e2�T C .2�/�3˛�.3˛C3/:

Using the monotonicity of the �-function to estimate

�

�
3˛ C

7

2
I 2�T

�
� �

�
3˛ C

17

4
I 2�T

�
(so that 3˛ C 17

4
2 N), we use Theorem 2.2(2) to get

�

�
3˛ C

17

4
I 2�T

�
� .2�/3˛ �

�
3˛ C

21

4

�
max

°
1; T 3˛C

13
4

±
e�2�T :

Plugging this into (4.14), we conclude the proof of (4.12).
In I2.T /, we split the integral at v D 0. First, with Proposition 4.2 we obtain

(4.15)
Z 0

�T

ˇ̌
�
�
�3˛ � 2C i.T � v/

�ˇ̌
dv � ��3˛ �.3˛ C 3/max

°
1; T 3˛C

7
2

±
:

For the contribution from v � 0, we substitute u D T � v. For the contribution from
u � 0, we obtain, with Proposition 4.2,

(4.16) e��T
Z 0

�1

ˇ̌
�.�3˛� 2C iu/

ˇ̌
e�u du�

�
2�2

��3˛
�.3˛C 3/�

�
3˛C

7

2

�
e��T :

For the contribution from 0 � u � T , Proposition 4.2 again gives

(4.17) e��T
Z T

0

ˇ̌
�.�3˛ � 2C iu/

ˇ̌
e�u du� .2�/�3˛ �.3˛ C 3/max

°
1; T 3˛C

5
2

±
:
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The estimates (4.15), (4.16) and (4.17) yield

I2.T /� �.3˛ C 3/ �

�
3˛ C

7

2

�
max

°
1; T 3˛C

7
2

±
:

Hence we obtain (4.13).

We are now ready to prove Proposition 4.7.

Proof of Proposition 4.7. ChoosingM WD 2b˛cC 3 and s WD�˛C iT , the term including
the integral in Proposition 4.3 equals, after substituting z D 2˛ C 2C iv,

1

2�

Z 1
�1

�
�
˛ C 2C i.T C v/

�
�.�2˛ � 2 � iv/

�.�˛ C iT /

� �
�
2C i.2T C v/

�
�
�
� 3˛ � 2C i.T � v/

�
dv:(4.18)

First, we look at the Gamma factors in the integrand of (4.18). By Theorem 2.1(1),

(4.19)
�
�
˛ C 2C i.T C v/

�
�.�2˛ � 2 � iv/

�.�˛ C iT /

D
�
�
5
4
C i.T C v/

�
�
�
1
2
� iv

�
�
�
3
4
C iT

� Qb˛c
jD0.�˛ C j C iT /

Qb˛c
jD0

�
˛ C 1 � j C i.T C v/

�Q2b˛cC2
jD0 .�2˛ � 2C j � iv/

�

The second factor on the right of (4.19) is estimated in Lemma 4.8. To bound the first
factor in (4.19), we distinguish two cases.

First, assume T C v � 0. Then Theorem 2.1(3), (4.19) and Lemma 4.8 yield

(4.20)
ˇ̌̌̌
�
�
˛C2C i.T Cv/

�
�.�2˛�2� iv/

�.�˛ C iT /

ˇ̌̌̌
�B2˛C

3
2 max

®
1;T 2˛C2

¯
min

®
1;e��v

¯
:

If T C v < 0, then v < �T � 0, and with Theorem 2.1(3), Lemma 4.8, and (4.19),

(4.21)
ˇ̌̌̌
�
�
˛ C 2C i.T C v/

�
�.�2˛ � 2 � iv/

�.�˛ C iT /

ˇ̌̌̌
� B2˛C

3
2 max

®
1; T 2˛C2

¯
e�T e�v:

Now we conclude, with
ˇ̌
�
�
2C i.2T C v/

�ˇ̌
� �.2/, and using (4.20) and (4.21), that (4.18)

can be bounded by a constant times

B2˛C
3
2 max

®
1; T 2˛C2

¯ �
e�T I1.T /C I2.T /

�
:(4.22)

Together with (4.22), (4.12) and (4.13), we conclude the proof of the claim.

Now, we are ready to prove Proposition 4.4 and Theorem 4.1.

Proof of Proposition 4.4. Using Propositions 4.3 and 4.7, as well as Lemmas 4.5 and 4.6,
the claim follows.
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Proof of Theorem 4.1. Using the triangle inequality, we obtain

jEn.z/j �

Z 1
�1

ˇ̌̌̌
ˇ
 
n
3
5

X2z

!�kn� 14Civ
�

�
�kn �

1

4
C iv

�
�

�
�kn C

3

4
C iv

�
� !

�
�kn �

1

4
C iv

�ˇ̌̌̌
ˇ dv:

With Theorem 2.1(4), Theorem 2.4(1), and Proposition 4.4, we obtain

�

�
�kn �

1

4
C iv

�
�

�
3

4
� kn C iv

�
!

�
�kn �

1

4
C iv

�
� C kn �

�
3kn C

15

4

�
�.3kn C 6/ max

®
1; jvj5knC7

¯
e�

�jvj
2

for some constant C > 0. It follows that, for some constant C1 > 0,

(4.23) jEn.z/j � C
kn
1 n�

3
5 .knC

1
4 / jzjknC

1
4 �.3kn C 4/ �.3kn C 6/ �.5kn C 8/:

Since

�.3kn C 4/ �.3kn C 6/ �.5kn C 8/� k15n �.3kn C 1/
2 �.5kn C 1/;

we obtain, with Theorem 2.1(2) and for constants C2; C3 > 0,

(4.24) �.3kn C 4/ �.3kn C 6/ �.5kn C 8/� nC2 C
kn
3 n

2
5n

2
55
:

Note that
n�

3kn
5 � n

3
5 n�

3
5n

2
55
;

since kn D bn
2
55 c � n

2
55 � 1. Hence, with (4.23) and (4.24),

(4.25) n�
3
5 .knC

1
4 / �.3kn C 4/ �.3kn C 6/ �.5kn C 8/� nC2C

9
20

�
C3

n
1
5

�n 2
55

:

Since nC2C
9
20 � C n

2
55

4 for some C4 > 1, and using (4.23) and (4.25), we conclude the

proof of the theorem with B WD C1C3C4, Bkn D Bbn
2
55 c � Bn

2
55 .

5. The saddle point function

In this section, we investigate the derivatives of the sequence of functions

Fn.z/ WD
3X2

z
2
3

�
Y

Xn
1
10 z

1
2

C 2X2z;
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which is required for applying the saddle point method. It is useful to study the related
function

F .zIw/ WD �
2X2

z
5
3

C
Yw

2Xz
3
2

C 2X2;

which is holomorphic on �iH �C; note that

F 0n.z/ D F
�
zIn�

1
10

�
:

We look for solutions Sn > 0 for the equations F 0n.Sn/ D 0. More generally, one can ask
for real solutions y D S.x/ > 0 of F .S.x/; x/ D 0, where x > 0. We call x 7! S.x/ the
saddle point function. The most important case for us, x D n�

1
10 , is denoted by

(5.1) Sn WD S
�
n�

1
10

�
:

The next lemma shows that this implicitly defined function exists for small 0 < x and can
be extended to a holomorphic function around x D 0.

Lemma 5.1. The function S is holomorphic near 0, and has a power series expansion1

S.x/ D

1X
mD0

%.m/ xm D 1 �
3Y

20X3
x �

3Y 2

800X6
x2 �

11Y 3

64000X9
x3(5.2)

C
4959Y 5

2048000000X15
x5 CO

�
x6
�
;

where �.m/ 2 R for allm � 0. In particular, x 7! S.x/, for x sufficiently small, is a real-
valued function and the sequence Sn converges to 1 and satisfies Sn < 1 for n sufficiently
large.

Proof. Let
H .zIw/ WD

�
F .zIw/;w

�
:

Note that H is holomorphic in �iH �C. We obtain, for the Jacobi matrix,

JH .zIw/ WD

 
@
@z

F .zIw/ @
@w

F .zIw/

@
@z
w @

@w
w

!
D

 
10X2

3z
8
3

�
3wY

4Xz
5
2

Y

2Xz
3
2

0 1

!
:

In particular,

det
�
JH .1I 0/

�
D
10

3
X2 6D 0:

Therefore, due to the inverse mapping theorem (see [8], p. 27), H is locally biholomorphic
around .1; 0/ with inverse H�1 DW .H�11 ;H�12 /, i.e., H�1 can be expanded locally into
a power series around H .1I 0/ D .0; 0/. Hence, we obtain

H�11 .uIw/ D
X
k;m�0

ˇ.k;m/ ukwm and H�12 .uIw/ D w:

1Note that the fourth coefficient in (5.2) vanishes. We thank the referee for the comment that this fact could
be interesting in itself. We do not have a deep reason for this phenomenon, but it could possibly be worthy of
further investigation.
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As a result, for real x sufficiently small, we find

H�1.0I x/ D
�
S.x/; x

�
:

Hence we obtain

S.x/ D

1X
mD0

ˇ.0;m/ xm D

1X
mD0

%.m/ xm;

and %.0/ D 1, since H�1.0I 0/ D .1; 0/. Next note that all %.m/ are real. Indeed, since
F .zI x/ D F .zI x/, both S.x/ and S.x/ are zeros of z 7! F .zI x/. Now, because of
biholomorphicity of H we obtain S.x/ D S.x/. One can use a computer or the formula
for inverse power series in Corollary 11.2 on p. 437 of [4], to find the first few coefficients
in (5.2). A straightforward calculation using (5.1) and (5.2) shows that Sn! 1, as n!1,
and Sn < 1 for all n sufficiently large.

6. Approximation of holomorphic functions

6.1. Error bounds for the asymptotic terms of G

In the next proposition, we give a criterion for the monotonicity of power series.

Proposition 6.1. Let a.n/ be a weakly decreasing sequence of non-negative real numbers
that converges monotonically to 0, and such that a.0/� a.1/> a.2/� 0. Then the function
P W .�1; 1/! R defined by

P.x/ WD

1X
nD0

.�1/na.n/ x2n

has its global maximum a.0/ at xD 0, is increasing in the interval Œ�2�
1
2 ; 0�, and decreas-

ing in the interval Œ0; 2�
1
2 �.

Proof. By symmetry, it is enough to consider the case x � 0. Writing

P.x/ D a.0/ �
�
a.1/ � a.2/x2

�
x2 �

�
a.3/ � a.4/x2

�
x6 � � � �

we see that P.x/ < P.0/ D a.0/ for all 0 < x < 1, since

a.n/ � a.nC 1/x2 � a.n/ � a.nC 1/ � 0

and a.1/ � a.2/x2 > 0 for all 0 < x < 1, since a.1/ > a.2/. This gives the claim about
the global maximum.

To show monotonicity, we prove that P 0.x/ < 0 for 0 < x < 2�
1
2 . Since P.x/ is given

by a convergent real power series on .�1; 1/, it extends to a holomorphic function in
the inner unit disk and the power series converges uniformly and absolutely on compact
subsets (note that any real power series x 7!

P1
nD0 anx

n extends to a complex power
series z 7!

P1
nD0 anz

n, and if the first converges in .�ı; ı/, the second has radius of
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convergenceR � ı). Hence, for all jxj< 1, the series P.x/ and all its derivatives converge
absolutely. We have

P 0.x/ D 2

1X
nD1

.�1/nna.n/x2n�1 D �2

1X
nD1

Tn.x/;

where
Tn.x/ WD .2n � 1/ a.2n � 1/x

4n�3
� 2na.2n/x4n�1:

Next we show that Tn.x/ � 0 and also T1.x/ > 0 in the range 0 < x < 2�
1
2 , which proves

that P 0.x/ < 0 in this region. To see this, we write

Tn.x/ D .2n � 1/
�
a.2n � 1/ � a.2n/x4n�3

�
C a.2n/

�
.2n � 1/x4n�3 � 2nx4n�1

�
:

Since a.n/ is decreasing, the first term .2n�1/.a.2n�1/�a.2n//x4n�3 is non-negative,
and for nD 1 it is positive for x > 0, since a.1/� a.2/ > 0. So we will deduce T1.x/ > 0
once we show that the second summand is non-negative in the interval Œ0; 2�

1
2 �. We dis-

tinguish two cases.
If a.2n/ D 0, then the second term vanishes and the claim follows. Thus we may

assume that a.2n/ > 0. In this case, the second term is positive for x > 0 if and only if
the term

.2n � 1/x4n�3 � 2nx4n�1

x4n�3
D .2n � 1/ � 2nx2

is positive. The quadratic function x 7! .4n�2/�4nx2 has its zeros at ˙
q
4n�2
4n

, and
is positive in x D 0. As a result, disregarding the choice of n, it is positive in the interval
Œ0; 2�

1
2 �, since

n 7!

r
4n � 2

4n
D

r
1 �

1

2n

is a decreasing sequence with 2�
1
2 �

q
1 � 1

2n
for all n � 1.

This proves the proposition.

In the next lemma, we study the function

(6.1) fn.x/ WD
3X2

.Sn C ix/
2
3

�
Y

Xn
1
10 .Sn C ix/

1
2

C 2X2.Sn C ix/

that will be important in the saddle point method. Here, Sn is the sequence of saddle points
provided in (5.1).

Lemma 6.2. For all n sufficiently large, x 7! Re.fn.x// has its global maximum at x D 0
for x 2 R. In Œ�1

2
; 0� it is monotonically increasing, in Œ0; 1

2
� it is monotonically decreas-

ing, and for jxj � 1
2

and real � sufficiently small and not depending on x,ˇ̌
Re
�
fn.x C i�/

�ˇ̌
� 4:8X2:(6.2)
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Proof. Assume that n is sufficiently large such that 1
2
< Sn < 1. Let jxj � 1

2
. We compute

Re
�
fn.x/

�
D
3X2

S
2
3
n

1X
jD0

�
�
2
3

2j

�
.�1/j

�
x

Sn

�2j
�

Y

Xn
1
10 S

1
2
n

1X
jD0

�
�
1
2

2j

�
.�1/j

�
x

Sn

�2j
C 2X2Sn

D

1X
jD0

un.j /.�1/
j

�
x

Sn

�2j
:

We first note that, for real values � 2 R and j 2 N0,�
�

2j C 2

�
D

�
�

2j

�
.� � 2j /.� � 1 � 2j /

.2j C 1/.2j C 2/
;

and as a result,

un.j / � un.j C 1/ D
3X2

S
2
3
n

�
�
2
3

2j

� 
1 �

�
�
2
3
� 2j

��
�
5
3
� 2j

�
.2j C 1/.2j C 2/

!

�
Y

Xn
1
10S

1
2
n

�
�
1
2

2j

� 
1 �

�
�
1
2
� 2j

��
�
3
2
� 2j

�
.2j C 1/.2j C 2/

!
:

Note that we have

R1.j / WD 1 �

�
�
2
3
� 2j

��
�
5
3
� 2j

�
.2j C 1/.2j C 2/

D
1

3j
CO

�
j�2

�
; as j !1;

R2.j / WD 1 �

�
�
1
2
� 2j

��
�
3
2
� 2j

�
.2j C 1/.2j C 2/

D
1

2j
CO

�
j�2

�
; as j !1:

Additionally, we see by comparing denominators and numerators, that R1.j /; R2.j / > 0
for all j 2 N. By Lemma 2.3(3), there exist constantsm;M > 0, such that for all j 2 N,

m

j
1
3

�

�
�
2
3

2j

�
and

�
�
1
2

2j

�
�
M

j
1
2

�

Hence, we obtain

un.j / � un.j C 1/ �
3mX2

S
2
3
n

R1.j /

j
1
3

�
YM

Xn
1
10S

1
2
n

R2.j /

j
1
2

;(6.3)

and since R1.j / � 2
3
R2.j /, the right-hand side of (6.3) is positive for j � j0 for some

j0 2 N. We note that j0 does not increase if n increases (if n is sufficiently large, Sn
converges to 1). Hence, if n is sufficiently large we may force j0D 1 so the right-hand side
of (6.3) is positive for all j 2 N and un.0/ > un.1/, since Sn converges to 1. As a result,
we obtain that un.j / > un.j C 1/ > 0 for all j 2 N0, which proves that the sequence
un.j / is decreasing in j and is positive. Proposition 6.1 then gives the monotonicity and
maximality of Re.fn/ at x D 0.
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To show (6.2), we start with the formula

Re
�
.Sn � � C ix/

� 23

�
D Re

�
jSn � � C ixj

� 23 e�
2
3 iArg.Sn��Cix/

�
:

For � sufficiently small, we have that Sn � � � 999
1000

for all n sufficiently large. Since
jxj � 1

2
with x 2 R, jSn � � C ixj is minimized by j 999

1000
�

i
2
j for all n sufficiently

large, thus jSn � � C ixj�
2
3 is maximized by j 999

1000
�

i
2
j�

2
3 , and the maximum takes the

value 0:9288 : : : � 0:93. The same holds for jSn � � C ixj�
1
2 , which is maximized by

j
999
1000
�

i
2
j�

1
2 � 0:95. Hence we obtain, with Re.z/ D jzj cos

�
Arg.z/

�
and the triangle

inequality, ˇ̌
Re
�
fn.x C i�/

�ˇ̌
� 2:79X2 C 2X2 C

0:95Y

Xn
1
10

� 4:8X2;

where the last inequality holds for all n sufficiently large.

We need another technical lemma.

Lemma 6.3. We have, as n!1,

sup
�Sn�x��n

� 7
40

ˇ̌̌
exp

�
n
2
5 fn.x/

�ˇ̌̌
� exp

 
n
2
5

 
3X2

S
2
3
n

C 2X2Sn �
Y

X n
1
10 S

1
2
n

�
5X2

3n
7
20 S

8
3
n

!!
:

Proof. We first note that

3X2

.Sn C ix/
2
3

D
3X2

S
2
3
n

�
2X2ix

S
5
3
n

�
5X2x2

3S
8
3
n

C
40X2ix3

27S
11
3
n

CO
�
x4
�
;(6.4)

�
Y

Xn
1
10 .Sn C ix/

1
2

D �
Y

Xn
1
10S

1
2
n

C
Y ix

2Xn
1
10S

3
2
n

C
3Yx2

8Xn
1
10S

5
2
n

(6.5)

�
5Y ix3

16Xn
1
10S

7
2
n

CO
�
x4
�
:

The reader should note that, as both functions in (6.4) and (6.5) converge locally
uniformly to holomorphic functions around x D 0, so do all of their derivatives, and
the O-terms are uniform in n. By Lemma 6.2, the function x 7! jexp.n

2
5 fn.x//j D

exp.n
2
5 Re.fn.x/// is monotonically increasing in the interval Œ�1

2
; 0� if n is sufficiently

large. Note that a locally monotonic real function f stays monotonic after composition
with the exponential function and multiplication with a constant mf > 0 that even may
depend on f . Hence, by Lemma 6.2, we obtain its supremum in the interval Œ�1

2
;�n�

7
40 �

by just plugging in �n�
7
40 . By using the Taylor expansions (6.4) and (6.5), we obtain

Re
�
fn.x/

�
D

 
3X2

S
2
3
n

C 2X2Sn �
Y

Xn
1
10S

1
2
n

!
C

 
3Y

8Xn
1
10S

5
2
n

�
5X2

3S
8
3
n

!
x2 CO

�
x4
�
:
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Note that the terms with odd powers of x vanish by taking the real part and only consid-
ering real x. When putting x D �n�

7
40 into the above formula, we obtain

n
2
5 Re

 
3X2�

Sn � in
� 7
40

� 2
3

�
Y

Xn
1
10

�
Sn � in

� 7
40

� 1
2

!
C 2X2Sn(6.6)

D n
2
5

 
3X2

S
2
3
n

C 2X2Sn �
Y

Xn
1
10S

1
2
n

�
5X2

3n
7
20S

8
3
n

!
CO.1/:

From this, we conclude with jexp.n
2
5 fn.x//j D exp.n

2
5Re.fn.x/// and (6.6), that

sup
� 12�x��n

� 7
40

ˇ̌̌
exp

�
n
2
5 fn.x/

�ˇ̌̌
� exp

 
n
2
5

 
3X2

S
2
3
n

C 2X2Sn �
Y

Xn
1
10S

1
2
n

�
5X2

3n
7
20S

8
3
n

!!
; as n!1.

It remains to look at the range Œ�Sn;�12 �. By (6.2) we see that, for all x � �1
2

, and as
n!1,

exp
�
n
2
5 Re

�
fn.x/

��
� exp

�
4:8X2n

2
5

�
� exp

�
n
2
5

�
3X2

S
2
3
n

C 2X2Sn �
Y

Xn
1
10S

1
2
n

�
5X2

3n
7
20 S

8
3
n

��
;

since Sn ! 1, and hence 3X2S
� 23
n C 2X2Sn ! 5X2, as n!1, so

4:8X2 �

�
3X2

S
2
3
n

C 2X2Sn �
Y

Xn
1
10S

1
2
n

�
5X2

3n
7
20S

8
3
n

�
! �0:2X2 < 0:

This proves the lemma.

The following key lemma is due to Romik, and helps us to obtain estimates on the
minor arcs.

Lemma 6.4 (Romik [11], equations (85) and (94)). For all � > 0, there exist constants
ˇ; ı > 0, such that for all 0 < t < ˇ and �t � juj � � , we haveˇ̌

G
�
e�tCiu

�ˇ̌
� exp

�
�
ı
p
t

�
G
�
e�t

�
:

6.2. Approximation for the auxiliary asymptotic terms in G

Using Theorem 2.1(2), we obtain by a straightforward calculation the following asymp-
totic bound for the coefficients �m defined in Theorem 3.3.

Lemma 6.5. There exists a constant C > 0, such that we have, for m 2 N,

�m � Cmm3m:
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To find the asymptotic behavior of r.n/, we study the behavior of G.e�z/ near z D 0.
We choose kn � 1

2
< �n < kn C

1
2

, with kn D bn
2
55 c, in Theorem 3.3. In Section 4, the

error integral from Theorem 3.3 was already bounded. The terms with negative exponents
in z in the expansion of Log.G.e�z// in Theorem 3.3 were studied in Lemmas 6.2 and 6.3.
They are the main terms, as they, up to a logarithmic term, determine the growth ofG.e�z/
next to z D 0. We now look at the remaining terms with positive exponents. Consider the
function HnWB 1

2
.0/ � Bı.0/! C defined by

Hn.w I z/ WD exp

 
kn�1X
mD0

�m
�
2X2.S.z/C iw/

�mC 1
2 z6mC3

!
;(6.7)

where S.z/ is the saddle point function (5.2), that is holomorphic in some region Bı.0/.
By choosing ı sufficiently small, we achieve S.Bı.0// � B 1

4
.1/, since S.0/ D 1. Hence,

for all z 2Bı.0/ andw 2 B 1
2
.0/, we obtain Re.S.z/C iw/ > 3

4
�
1
2
D

1
4

. Since the prin-
cipal branch of the square root is holomorphic in the right half-plane, Hn is holomorphic
in B 1

2
.0/ � Bı.0/ as a composition of holomorphic functions. As such, we can write

Hn.w I z/ as a power series:

Hn .wI z/ D

1X
mD0

cn;z.m/w
m
D

X
m;`�0

an;m.`/ z
`wm:(6.8)

Our goal is to show the following proposition.

Proposition 6.6. Fix M 2 N0. For jxj � n
1
40 and n sufficiently large, we have

Hn

�
x

n
1
5

In�
1
10

�
D 1C

MX
mD1

P
Œ1�
m .x/

n
m
10

COM

�
n�

MC1
15

�
;

where the P Œ1�m are polynomials that do not depend on n and M , with each P Œ1�m having
degree at most m

2
.

To prove Proposition 6.6, we need the following lemma.

Lemma 6.7. Let 0 < ı < 1 be fixed. The sequence w 7! Hn
�
w In�

1
10

�
of holomorphic

functions converges uniformly on compact sets to the constant function 1 on Cı .

Proof. Since by Lemma 5.1 the sequence Sn D S
�
n�

1
10

�
converges to 1 as n!1, we

have for all w 2 Cı , Re.Sn C iw/ > 0 for n sufficiently large. For these n, the functions
w 7! Hn

�
w In�

1
10

�
are holomorphic in Cı . Let D � Cı be compact. Then there exists

a constant CD > 0, such that jSn C iwj � Sn C jwj � CD for all w 2 D and for all n
sufficiently large. Using this, we obtain, with Lemma 6.5 and with the triangle inequality,

ˇ̌̌
Log

�
Hn

�
w In�

1
10

��ˇ̌̌
�

kn�1X
mD0

ˇ̌̌̌
�m

�
2CDX

2

n
3
5

�ˇ̌̌̌mC 1
2

� n�
3
10

1X
mD0

KmD

n
27m
55

�D n
� 3
10 ;

where the constant KD > 0 only depends on D. The claim now follows.
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The next step is to study the coefficients an;m.`/ in (6.8).

Lemma 6.8. For `2N0, there existsN` 2N such that, for allm2N0, an;m.`/ is constant
for n � N`.

Proof. The sequence kn D bn
2
55 c increases monotonically, and thus we see, for n2 � n1,

Hn2.w I z/

Hn1.w I z/
D exp

 kn2�1X
mDkn1

�m
�
2X2.S.z/C iw/

�mC 1
2 z6mC3

!
D 1COn1;n2;w

�
z6kn1C3

�
:

For the last equality, note that if z 7! f .z/ D
P1
nDm a.n/z

n is holomorphic at z D 0,
where m 2 N0, so is the composition z 7! exp.f .z//, and we can write

exp
�
f .z/

�
D exp

 
1X
nDm

a.n/ zn

!
D 1C

1X
kD1

1

kŠ

 
1X
nDm

a.n/ zn

!k
:

This implies that
exp

�
f .z/

�
D 1COf

�
zm
�
:

Note that in the case f .z/DHn2.w I z/Hn1.w I z/
�1, the Taylor coefficients a.n/ depend

on n1, n2, and w. This finally shows that

(6.9) Hn2.w; z/ �Hn1.w; z/ D On1;n2;w
�
z6kn1C3

�
:

On the other hand, we obtain with (6.8) that

(6.10) Hn2.w; z/ �Hn1.w; z/ D

1X
mD0

1X
`D0

�
an2;m.`/ � an1;m.`/

�
z`wm:

From (6.9) and (6.10), it follows that an2;m.`/ � an1;m.`/ D 0 for all m 2 N0 if ` <
6kn1 C 3. With N` WD `55, the lemma follows. Indeed, we show that an1;m.`/D an2;m.`/

for allm 2 N0 and n2 � n1 � N`. For all n1 � N`, we obtain equivalently n
1
55
1 � `. With

this we have
` � n

1
55
1 �

�
n
1
55
1

˘
C 1 < 6

�
n
2
55
1

˘
C 3 D 6kn1 C 3;

since obviously bn
1
55

1 c � bn
2
55

1 c, and so an1;m.`/ D an2;m.`/ for all m 2 N0 and for n2 �
n1 � N`.

Next, it is useful to have a uniform upper bound for the values an;m.`/. Using the
Cauchy integral formula, we obtain the following bound.

Lemma 6.9. We have, for m; ` 2 N0 and n sufficiently large,ˇ̌
an;m.`/

ˇ̌
� 4mn

`
30 :
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Proof. By the Cauchy integral formula, we have

an;m.`/ D
1

.2�i/2

Z
jzjDn

� 1
30

Z
jwjD 1

4

Hn.w I z/

wmC1 z`C1
dwdz;

where the integrals over closed contours are taken once and anti-clockwise. We bound

ˇ̌
Hn.w I z/

ˇ̌
� exp

 
kn�1X
mD0

ˇ̌̌
�m
�
2X2

�
S.z/C iw

��mC 1
2 z6mC3

ˇ̌̌!
:

Let jzj D n�
1
30 , for n sufficiently large, and let jwj D 1

4
. Then there exists a constant

K > 0, independent of w, z and n, such thatˇ̌
S.z/C iw

ˇ̌
�
ˇ̌
S.z/

ˇ̌
C jwj � K;

since the function z 7! S.z/ does not depend on w and n and is holomorphic locally
around 0. Hence, we obtain the estimateˇ̌

2X2
�
S.z/C iw

�ˇ̌mC 1
2 �

�
2X2K

�mC 1
2 :

With Lemma 6.5, we find, for all 0 � m � kn � 1 D bn
2
55 c � 1, that �m � Cmn

6m
55 uni-

formly in m and n, and hence

ˇ̌
Hn.w I z/

ˇ̌
� exp

 
kn�1X
mD0

�
2X2K

�mC 1
2 Cmn

6m
55

n
m
5 C

1
10

!

� exp

 �
2X2K

� 1
2

n
1
10

1X
mD0

�
2X2CK

n
1
11

�m!
� exp

�
B

n
1
10

�
;

with some constantB > 0 for n sufficiently large. We conclude thatHn.wIz/ is uniformly
bounded for jzj D n�

1
30 and jwj D 1

4
, by A > 0, say. With this, and using the trian-

gle inequality for integrals and the estimate with integrand supremum and curve lengths
2�n�

1
30 and �

2
, respectively, we conclude that

jan;m.`/j �

Z
jzjDn

� 1
30

Z
jwjD 1

4

ˇ̌̌̌
Hn.w I z/

wmC1 z`C1
dwdz

ˇ̌̌̌
� n�

1
30 sup
jwjD 1

4 ;jzjDn
� 1
30

ˇ̌̌̌
Hn.w I z/

wmC1 z`C1

ˇ̌̌̌
� n�

1
30 4mn

`C1
30 A� 4mn

`
30 :

We next approximate the coefficients cn;z defined in (6.8).

Lemma 6.10. Fix M 2 N0. Then for n sufficiently large, we have

c
n;n
� 1
10
.m/ D

MX
`D0

am.`/

n
`
10

CO

�
4m

n
MC1
15

�
;

where the am.`/ are independent on n, and theO-constant is independent of m,M and n.
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Proof. By Lemma 6.8, for each 0 � ` � M there exists a constant N` such that an;m.`/
is constant for n � N`. Since M is fixed and independent of n, RM WD max0�`�M N` is
also independent on n. Thus an;m.`/ does not depend on n if n � RM , and for these n can
simply be noted as am.`/. Hence, for all n � RM we have, by (6.8),

cn;z.m/ D

MX
`D0

am.`/ z
`
C

1X
`DMC1

an;m.`/ z
`:

With Lemma 6.9 and (6.8) we then obtain, for n sufficiently large,ˇ̌̌̌
ˇ 1X
`DMC1

an;m.`/

n
`
10

ˇ̌̌̌
ˇ� 4m

1X
`DMC1

n�
`
15 D 4m

n�
MC1
15

1 � n�
1
15

D O

�
4m

n
MC1
15

�
:

This proves the lemma.

By (6.8), the Cauchy integral formula, Lemmas 6.10 and 6.7, Proposition 6.6 follows.

6.3. Approximation for the main asymptotic term in G

The next step is to study the main term in Theorem 3.3. Similarly as in the case of Hn,
we first interpret the saddle point parameter as an independent variable of a holomorphic
function. Therefore, we define

f .w; z/ WD exp

 
z�4

�
3X2�

S.z/C iw
� 2
3

�
Yz

X
�
S.z/C iw

� 1
2

C 2X2.S.z/C iw/

�!
;

for w 2 C 1
2

and z 2 Bı.0/, where ı is sufficiently small. Moreover, define

A.n/ WD exp
�
A1 n

2
5 � A2 n

3
10 � A3 n

1
5 � A4 n

1
10

�
;(6.11)

where the constants Aj were given in (1.8).

Lemma 6.11. For z and x sufficiently small, we have the Laurent expansion

(6.12) z�4

 
3X2�

S.z/C ixz2
� 2
3

�
Yz

X
�
S.z/C ixz2

� 1
2

C 2X2
�
S.z/C ix z2

�!

D
A1

z4
�
A2

z3
�
A3

z2
�
A4

z
� A5 �

5X2

3
x2 C

1X
`D1

P`C4.x/ z
`;

where the P`C4 are polynomials, and the constants Aj were defined in (1.8). For every
fixed M 2 N>1 and jxj � n

1
40 , we have the expansion, with n is sufficiently large,

exp
�
n
2
5 fn

�
x

n
1
5

��
D A.n/ exp.�A5/ exp

�
�
5X2

3
x2
� 
1C

MX
mD1

P
Œ2�
m .x/

n
m
10

CO
�
n�

3.MC1/
80

�!
;
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where the P Œ2�m are polynomials that do not depend on n, with each P Œ2�m having degree at
most 2m.

Proof. We start with the Laurent series expansion

z�4

 
3X2�

S.z/C iw
� 2
3

�
Yz

X
�
S.z/C iw

� 1
2

C2X2
�
S.z/C iw

�!
DW z�4

X
`;m�0

a.`;m/w` zm:

Setting w D xz2 gives

z�4

 
3X2�

S.z/C ixz2
� 2
3

�
Yz

X
�
S.z/C ixz2

� 1
2

C 2X2
�
S.z/C ixz2

�!

D z�4
X
`;m�0

a.`;m/ x` z2` zm D z�4
1X
`D0

P`.x/ z
`;

where the polynomials P` are independent from x and z and satisfy deg.P`/ � b `2c.
Expanding the first five terms of the above series explicitly, we get

1X
`D0

P`.x/ z
`�4
D
A1

z4
�
A2

z3
�
A3

z2
�
A4

z
� A5 �

5X2

3
x2 C

1X
`D5

P`.x/ z
`�4;(6.13)

which proves (6.12). As a result, we have

exp
�
n
2
5 fn

�
x

n
1
5

��
D f

�
x

n
1
5

; n�
1
10

�
D A.n/ exp

 
�A5 �

5X2

3
x2 C

1X
`D1

P`C4.x/

n
`
10

!
:

We write

exp

 
1X
`D1

P`C4.x/

n
`
10

!
DW 1C

MX
mD1

P
Œ2�
m .x/

n
m
10

C

1X
mDMC1

P
Œ2�
m .x/

n
m
10

;(6.14)

and we are left to show that, uniformly for jxj � n
1
40 ,

1X
mDMC1

P
Œ2�
m .x/

n
m
10

D O
�
n�

3.MC1/
80

�
;(6.15)

and that deg.P Œ2�m .x// � 2m. To obtain this claim we need a better understanding of the
behavior of the P`. The strategy is to use (6.14) to write

(6.16)
1X

mDMC1

P
Œ2�
m .x/

n
m
10

D

X
k�0

m�MC1

�.k;m/ xk n�
m
10 ;
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where the � are defined through

exp
� 1X
`D1

P`C4.x/ z
`

�
DW

X
k;m�0

�.k;m/ xk zm:

We show that the power series on the right of (6.16) is O.n�
3.MC1/
80 /. We first study the

convergence of (6.16), arguing with holomorphicity. With

z�4

 
3X2�

S.z/C ixz2
� 2
3

�
Yz

X
�
S.z/C ixz2

� 1
2

C 2X2
�
S.z/C ixz2

�!

D z�4
X
`;m�0

a.`;m/ x` z2` zm D z�4
1X
`D0

P`.x/ z
`

and (6.13), we see that the function

.x; z/ 7! z�4

 
3X2�

S.z/C ixz2
� 2
3

�
Yz

X
�
S.z/C ixz2

� 1
2

C 2X2
�
S.z/C ixz2

�!

�

�
A1

z4
�
A2

z3
�
A3

z2
�
A4

z
� A5 �

5X2

3
x2
�
D

1X
`D1

P`C4.x/ z
`(6.17)

is holomorphic around .0; 0/. More precisely, there exists a constant � > 0 such that it
is holomorphic for all .x; z/ 2 C2 with jxz2j < �, since S.z/ is holomorphic due to
Lemma 5.1 and Re.S.z/C ixz2/ > 0 for � sufficiently small. As a result, for r1; r2 > 0
satisfying r1r22 < �, we have holomorphicity in the domain

Dr1;r2 WD
®
.w; z/ 2 C2

W jwj < r1; jzj < r2
¯
:

Hence (6.17) is analytic and the power series around .0; 0/ converges absolutely for all
.x; z/ 2 Dr1;r2 (see [5], pp. 314–315). Since we can choose r1; r2 > 0 arbitrarily with
r1r

2
2 < �, we have an absolutely convergent power series expansion

(6.18) exp
� 1X
`D1

P`C4.x/ z
`

�
D

X
k;m�0

�.k;m/ xk zm; for
ˇ̌
xz2

ˇ̌
< �:

By construction,

1X
mDMC1

P Œ2�m .x/ zm D
X
k�0

m�MC1

�.k;m/ xk zm; for
ˇ̌
xz2

ˇ̌
< �:(6.19)

Next we show that, for all positive integers m,

(6.20) �.k;m/ D 0; if k > 2m:
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By the identity theorem for power series and (6.19), for (6.20) it is sufficient to prove that
deg.P Œ2�m / � 2m for all positive integers m. We observe, by the series composition

exp
� 1X
`D1

P`C4.x/ z
`

�
D

1X
kD0

1

kŠ

� 1X
`D1

P`C4.x/ z
`

�k
;

that the polynomials P Œ2�m are sums of the form

P Œ2�m .x/ D
X

k;`1;:::;`k�1

`1C`2C���C`kDm

a`1;:::;`k

kY
jD1

P
j̀C4.x/;

where the a`1;:::;`k are complex coefficients. Since deg.P`C4/ � b `C42 c, it is sufficient to
show that

kX
jD1

j
j̀ C 4

2

k
� 2m;(6.21)

for all `1; : : : ; `k 2 N such that
Pk
jD1 j̀ D m.

To show (6.21), we distinguish j̀ D 1 and j̀ > 1 as follows. Let r (with 0 � r � k)
denote the number of ones in a fixed collection `1; : : : ; `k with

Pk
jD1 j̀ D m. Without

loss of generality, j̀ D 1 for all j � r and j̀ > 1 for all j > r . We have

(6.22) k � r �
m � r

2
�

As a result, we obtain with r � m and (6.22),

kX
jD1

j
j̀ C 4

2

k
� 2m:

This proves (6.20).
Equipped with (6.20), we can prove (6.15). With xD1 and zD

q
�
2

, one has, by (6.18),

(6.23)
X
k;m�0

ˇ̌
�.k;m/

ˇ̌ ��
2

�m
2
<1:

We also have, for all n sufficiently large, the inequality n�
1
80 �

q
�
2

, since � does not
depend on n. When plugging jxj � n

1
40 and z D n�

1
10 into (6.19), we obtain, by (6.20)

and (6.23), ˇ̌̌̌
ˇ 1X
mDMC1

P
Œ2�
m .x/

n
m
10

ˇ̌̌̌
ˇ� n�

3.MC1/
80 :

This proves (6.15).

In a similar way as demonstrated in Lemma 6.11, we show the following.
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Lemma 6.12. Fix M 2 N>1. For all n sufficiently large and real x with jxj � n
1
40 ,�

Sn C
ix

n
1
5

�� 13
D 1C

MX
mD1

P
Œ3�
m .x/

n
m
10

CO
�
n�

7.MC1/
80

�
;

where the P Œ3�m are polynomials that do not depend on n, with each P Œ3�m having degree at
most m

2
.

6.4. Polynomial approximations

We now define polynomials P Œ4�m as the coefficients in the formal series expansion

(6.24)
3Y

jD1

 
1C

1X
mD1

P
Œj �
m .x/

n
m
10

!
DW

1X
mD0

P
Œ4�
m .x/

n
m
10

;

and turn this into an analytic formula by truncating the series on the left-hand side of (6.24)
for M 2 N:

3Y
jD1

 
1C

MX
mD1

P
Œj �
m .x/

n
m
10

!
DW

MX
mD0

P
Œ4�
m .x/

n
m
10

C

3MX
mDMC1

P
Œ4�
M;m.x/

n
m
10

�

Note that, for k 2 N,

3Y
jD1

 
1C

MCkX
mD1

P
Œj �
m .x/

n
m
10

!
�

3Y
jD1

 
1C

MX
mD1

P
Œj �
m .x/

n
m
10

!
D O

�
n�

MC1
10

�
:

We are interested in the behavior of the polynomials P Œ4�m .

Lemma 6.13. For j 2 ¹1; 2; 3º, we have for 1 � m �M ,

sup
jxj�n

1
40

ˇ̌̌̌
ˇP Œj �m .x/

n
m
10

ˇ̌̌̌
ˇ D OM .1/; as n!1:

Setting d1 WD 1
15

, d2 WD 3
80

and d3 WD 7
80

, the following lemma follows by a direct
calculation.

Lemma 6.14. We have, for jxj � n
1
40 ,

3Y
jD1

 
1C

MX
mD1

P
Œj �
m .x/

n
m
10

COM
�
n�dj .MC1/

�!

D

MX
mD0

P
Œ4�
m .x/

n
m
10

C

3MX
mDMC1

P
Œ4�
M;m.x/

n
m
10

COM

�
n�

3.MC1/
80

�
D OM .1/:

Proof. By Lemma 6.13, the terms P Œj �m .x/n�
m
10 (for j 2 ¹1; 2; 3º) are uniformly bounded

for jxj � n
1
40 . Hence, for jxj � n

1
40 ,

P Œj �m .x/ n�
m
10 OM .n

a/ D OM .n
a/ for all a 2 R.
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With
3Y

jD1

 
1C

MX
mD1

P
Œj �
m .x/

n
m
10

!
D

MX
mD0

P
Œ4�
m .x/

n
m
10

C

3MX
mDMC1

P
Œ4�
M;m.x/

n
m
10

we conclude, after multiplying out the terms in Lemma 6.14, the first equality with

3Y
jD1

 
1C

MX
mD1

P
Œj �
m .x/

n
m
10

COM

�
n�dj .MC1/

�!
(6.25)

D

MX
mD0

P
Œ4�
m .x/

n
m
10

C

3MX
mDMC1

P
Œ4�
M;m.x/

n
m
10

COM

�
n�

3.MC1/
80

�
:

The second equality in the lemma follows by Lemma 6.13 and (6.25) (again using that
d1 D

1
15

, d2 D 3
80

, and d3 D 7
80

). This completes the proof of the lemma.

We finish this section with the following lemma, which follows from Theorem 4.1.

Lemma 6.15. Let � > 0 be sufficiently small. Then we have, for all z 2 B�.1/,

exp
�
En.z/

�
D 1CO

0@� B
n
1
5

�n 2
55

1A ;
where B > 0 is some constant.

7. Wright’s circle method and the proof of Theorem 1.1

7.1. Overview of the strategy

We write for n 2 N0, using Cauchy’s theorem,

r.n/ D
1

2�i

Z
Cn

G.q/

qnC1
dq;

where Cn is the circle with radius exp
�
� 2X2n�

3
5

�
centered at 0 surrounding the origin

counterclockwise exactly once, and where X was defined in (1.8). To estimate r.n/, we
use Wright’s circle method [14] and split Cn into two arcs: the major and the minor arc.
The major arc Cmaj

n is placed in a neighborhood of q D 1, which is the dominant pole
of G.q/. The idea is that the integral is then essentially determined by the contribution of
the major arc. As we show in Propositions 7.3 and 7.4 below, the major arc produces the
asymptotic main term, and the minor arc term is negligible. In view of Proposition 3.2(1)
and Theorem 3.3, it is natural to choose the major arc in a way such that z (given through
q D e�z) lies in a cone Cı for some ı independent from n. This gives us sufficiently
good control over the error term E.�I z/. We use the line segment z D 2X2n�

3
5 .1C iy/,

�1 � y � 1. Define the minor arc as

Cmin
n WD

°
q D e�2X

2n
� 35Civ

W 2X2n�
3
5 < jvj � �

±
:
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The major arc is the complement of the minor arc in the above line segment. We obtain

(7.1) r.n/ D
1

2�i

Z
C

maj
n

G.q/

qnC1
dq C

1

2�i

Z
Cmin
n

G.q/

qnC1
dq:

The key idea is to approximate Log.G.e�z// by Theorem 3.3. However, since the asymp-
totic expansion of Log.G.e�z// does not converge, we have to cut it off at a specific bound
which we choose to be kn. We abbreviate

(7.2)  n.w/ WD Hn

�
iSn � iw In

� 1
10

�
exp

�
En.w/

�
;

where Sn is the sequence of saddle points defined in (5.1), and the functions Hn and En
were defined in (6.7) and (4.1), respectively. We obtain, by using Theorem 3.3 (choosing
kn �

1
2
< �n < kn C

1
2

) and letting an WD 2X2n�
3
5 ,

1

2�i

Z
C

maj
n

G.q/

qnC1
dq D

an

2�i

Z 1Ci

1�i

G.e�anw/ enanw dw(7.3)

D
2X

4
3

in
2
5

Z 1Ci

1�i

exp
�
n
2
5 fn.iSn � iw/

�
 n.w/

w
1
3

dw;

where the function fn was defined in (6.1). Note that n
2
5 , nan and a

� 23
n have the same

power in n. In Subsection 7.3, we will find an asymptotic expansion for the integral
in (7.3). In Subsection 7.4, we will show that the minor arc integral in (7.1) is negligi-
ble. Together, this will prove Theorem 1.1.

7.2. Modifying the path of integration and estimating the tails

The goal of this subsection is to prove the following result.

Proposition 7.1. We have, as n!1,Z 1Ci

1�i

exp
�
n
2
5 fn.iSn � iw/

�
 n.w/w

1
3 dw

D

Z SnCin
� 7
40

Sn�in
� 7
40

exp
�
n
2
5 fn.iSn � iw/

�
 n.w/

w
1
3

dw CO

�
A.n/ exp

�
�
5X2

3
n
1
20

��
;

were  n was defined in (7.2) and A.n/ was defined in (6.11).

We need the following lemma.

Lemma 7.2. The functions w 7! w�
1
3 and w 7!  n.w/ are both uniformly bounded on

Œ.1 � i/Sn; 1 � i � and
°
w 2 C W �Sn � Im.w/ � �n�

7
40 ;Re.w/ D Sn

±
for n sufficiently large.
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Proof. First, one can show that, for n sufficiently large, the sets

�1 WD
�
.1� i/Sn; 1� i

�
and �2 WD

°
w 2 C W �Sn � Im.w/ � �n�

7
40 ;Re.w/ D Sn

±
are contained in

K WD C �
4
\

²
w 2 C W

1

2
� Re.w/ � 1

³
;

which is a compact subset of C �
4

. Thus, it suffices to prove uniform boundedness of the
functions claimed in the lemma in K. The function w 7! w�

1
3 is continuous on K, and

takes its maximum in this region and is thus in particular bounded.
Since 1

2
� Sn � 1 for all n sufficiently large, we obtain that Im.iSn � iw/ � 1 � 1

2

D
1
2

for all w 2 K. As a result, the compact set iSn � iK � C 1
2

for all n sufficiently
large. By Lemma 6.7, the function w 7! Hn.wIn

� 1
10 / converges compactly to 1 on C 1

2
.

This implies that, for every compact subset ‡ � C 1
2
, there exists a constant C‡ > 0 (only

depending on ‡ ) such that jHn.zIn�
1
10 /j � C‡ for all z 2 ‡ and all n sufficiently large.

We conclude that w 7! Hn.iSn � iwIn
� 1
10 / is uniformly bounded on K (choose ‡ D

iSn � iK).
With Theorem 4.1, it follows that w 7! exp.En.w// is uniformly bounded on K (note

that the exponential of a bounded function is again bounded). Indeed, if z 2 K, then we
obtain

�
B

n
1
5

�n 2
55

jzjknC
1
4 �

�
sup
z2K

jzj

� 1
4
�

max
®
1; supz2K jzj

¯
B

n
1
5

�n 2
55

�

 p
2B

n
1
5

!n 2
55

� 1:

The bound holds uniformly in n and z 2 K.
As a result, if x C iy 2 C �

4
\ ¹w 2 C W 1

2
� Re.w/ � 1º, we obtain

jx C iyj D
p
x2 C y2 �

p
2x

(with equality if x D jyj). Since
p
2x takes its maximum

p
2 for x D 1 in the range

1
2
� x � 1, we obtain supz2K jzj D

p
2.

We are ready to prove Proposition 7.1.

Proof of Proposition 7.1. Using the symmetry of the integrand under conjugation, we
writeZ 1Ci

1�i

exp
�
n
2
5 fn.iSn � iw/

�
 n.w/

w
1
3

dw

D

Z SnCin
� 7
40

Sn�in
� 7
40

exp
�
n
2
5 fn.iSn � iw/

�
 n.w/

w
1
3

dw

CO

  Z Sn�in
� 7
40

.1�i/Sn

C

Z .1�i/Sn

1�i

!ˇ̌̌̌
ˇexp

�
n
2
5 fn.iSn � iw/

�
 n.w/

w
1
3

dw

ˇ̌̌̌
ˇ
!
;(7.4)
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where all curves are chosen as straight lines. We first observe, using (6.2), that for n
sufficiently large,

sup
w2Œ.1�i/Sn;1�i�

ˇ̌̌
exp

�
n
2
5 fn.iSn � iw/

�ˇ̌̌
� exp

�
4:8X2n

2
5

�
:

By Lemma 7.2, we concludeZ .1�i/Sn

1�i

ˇ̌̌̌
ˇ̌exp

�
n
2
5 fn.iSn � iw/

�
 n.w/

w
1
3

dw

ˇ̌̌̌
ˇ̌(7.5)

� exp
�
4:8X2n

2
5

�
D exp

��
A1 � 0:2X

2
�
n
2
5

�
:

In the same way, we obtainZ Sn�in
� 7
40

Sn�iSn

ˇ̌̌̌
ˇ̌exp

�
n
2
5 fn.iSn � iw/

�
 n.w/

w
1
3

dw

ˇ̌̌̌
ˇ̌

� sup
�Sn� Im.w/��n�

7
40

Re.w/DSn

ˇ̌̌
exp

�
n
2
5 fn.iSn � iw/

�ˇ̌̌
:

Using Lemma 6.3, (6.12), and (5.1), we get

sup
�Sn� Im.w/��n�

7
40

Re.w/DSn

ˇ̌̌
exp

�
n
2
5 fn.iSn � iw/

�ˇ̌̌
� A.n/ exp

�
�
5X2

3
n
1
20

�
:(7.6)

With (7.4), (7.5), and (7.6), this combines toZ 1Ci

1�i

exp
�
n
2
5 fn.iSn � iw/

�
 n.w/

w
1
3

dw

D

Z SnCin
� 7
40

Sn�in
� 7
40

exp
�
n
2
5 fn.iSn � iw/

�
 n.w/

w
1
3

dw

CO
�

exp
�
.A1 � 0:2X

2/ n
2
5

��
CO

�
A.n/ exp

�
�
5X2

3
n
1
20

��
:

The proposition now follows by comparing the error terms.

7.3. Expanding the main integral

In this section, we expand the major arc integral (7.3) to obtain a refined expression
for r.n/. An important tool is the saddle point method. We set

Cm WD 2X
4
3 exp.�A5/

Z 1
�1

P Œ4�m .x/ exp
�
�
5X2x2

3

�
dx;(7.7)

where the polynomialsP Œ4�m were defined in Subsection 6.4. We prove the following result.
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Proposition 7.3. Let M 2 N. We obtain, as n!1,

r.n/ D
A.n/

n
3
5

 X
0�m� 3M8

Cm

n
m
10

COM

�
n�

3.MC1/
80

�!

CO

�Z
Cmin
n

ˇ̌̌̌
G.q/

qnC1
dq

ˇ̌̌̌�
CO

�
A.n/ exp

�
�
5X2

3
n
1
20

��
:

Proof. By (7.1), (7.3), and Proposition 7.1, we have, substituting x D n
1
5 .iSn � iw/,

r.n/ D
2X

4
3

n
3
5

Z n
1
40

�n
1
40

exp
�
n
2
5 fn

�
x

n
1
5

��
Hn

�
x

n
1
5

In�
1
10

�
exp

�
En

�
Sn C

ix

n
1
5

��
�
Sn C

ix

n
1
5

� 1
3

dx

CO

�Z
Cmin
n

ˇ̌̌̌
G.q/

qnC1
dq

ˇ̌̌̌�
CO

�
A.n/ exp

�
�
5X2

3
n
1
20

��
:(7.8)

Together with Lemmas 6.11, 6.12, 6.15, 6.14, and Proposition 6.6 (note that Sn C ixn�
1
5

2 B�.1/ for all jxj � n
1
40 for all n sufficiently large, where � is chosen sufficiently small

to satisfy Lemma 6.15), we find that the integral in (7.8), including the factor 2X
4
3 n�

3
5 ,

equals

2X
4
3 e�A5 A.n/

n
3
5

Z n
1
40

�n
1
40

 
MX
mD0

P Œ4�.x/

n
m
10

C

3MX
mDMC1

P
Œ4�
M;m.x/

n
m
10

COM

�
n�

3.MC1/
80

�!

�

 
1CO

 �
B

n
1
5

�n 2
55
!!

exp
�
�
5X2x2

3

�
dx:(7.9)

By Lemma 2.5, we obtain

2X
4
3 e�A5 A.n/

n
3
5

�

Z n
1
40

�n
1
40

 
MX
mD0

P
Œ4�
m .x/

n
m
10

C

3MX
mDMC1

P
Œ4�
M;m.x/

n
m
10

COM

�
n�

3.MC1/
80

�!
exp

�
�
5X2x2

3

�
dx

D
A.n/

n
3
5

 X
0�m� 3M8

Cm

n
m
10

COM

�
n�

3.MC1/
80

�!
;(7.10)

where the Cm’s were defined in (7.7). The proof can be then concluded using (7.8), (7.9),
(7.10), (7.7), and Lemma 6.14.

7.4. The minor arc estimate

Lemma 6.4, Proposition 3.2(1), and Theorem 3.3 yield the following estimate on the
minor arc.
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Proposition 7.4 (Minor arc estimate). There exists ı > 0, independent from n, such thatZ
Cmin
n

ˇ̌̌̌
G.q/

qnC1
dq

ˇ̌̌̌
D O

�
n
1
5 exp

�
A1 n

2
5 �

�
A2 C

ı
p
2X

�
n
3
10

��
; as n!1:

Proof. Due to the symmetry G.q/ D G.q/, we have, with q D e�z ,

(7.11)
Z
Cmin
n

ˇ̌̌̌
G.q/

qnC1
dq

ˇ̌̌̌
D 2e2X

2n
2
5

Z �

2X2 n
� 35

ˇ̌̌
G
�
e�2X

2n
� 35 �iu

�ˇ̌̌
du:

By Lemma 6.4, choosing � D 1, there exist constants ˇ; ı > 0 such that for 0 < t WD

2X2n�
3
5 < ˇ,

(7.12)
ˇ̌̌̌
G

�
e
� 2X

2�iu

n
3
5

�ˇ̌̌̌
� exp

�
�

ı
p
2X

n
3
10

�
G

 
e
� 2X

2

n
3
5

!
is valid for all 2X2n�

3
5 � u � � and all n sufficiently large. We obtain, with � D 1 in

Theorem 3.3 and Proposition 3.2(1),

G

 
e
� 2X

2

n
3
5

!
� n

1
5 exp

 
3X2n

2
5 �

Yn
3
10

X

! �
1C o.1/

�
:

Hence, with (7.12),

(7.13)

ˇ̌̌̌
ˇG
 
e
�
2X2Ciu

n
3
5

!ˇ̌̌̌
ˇ D O

�
n
1
5 exp

�
3X2n

2
5 �

�
Y

X
C

ı
p
2X

�
n
3
10

��
:

By plugging (7.13) into (7.11), we finally conclude the proof of the claim.

7.5. Proof of Theorem 1.1

Theorem 1.1 now follows by a direct calculation using Propositions 7.3 and 7.4.

7.6. The constants Cj

We finally calculate the first constants C0; C1; and C2 from Theorem 1.1. Since we have
P
Œ4�
0 D 1 by (6.14), we have, by (7.7),

C0 D 2X
4
3 exp.�A5/

Z 1
�1

exp
�
�
5X2u2

3

�
du D

2
p
3�X

1
3

p
5

exp.�A5/;

where we use the well-known formulaZ 1
�1

exp
�
�bu2

�
du D

r
�

b
; b > 0:

Note that this constant was already computed by Romik [11].
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In the following, we provide the calculations to identify the constants C1 and C2.
The proof of Theorem 1.1 tells us that we require the first terms of the expansions in
Lemmas 6.11, 6.12, and Proposition 6.6 explicitly. For this, we make use of the Taylor
approximation of the saddle point function, see also the terms in (5.2), whereas three non-
trivial terms are sufficient. By series expansion, which can for instance be done with the
help of suitable software, we get P Œ1�1 .x/ D P

Œ1�
2 .x/ D 0, using (6.7) and Proposition 6.6.

Similarly, using (6.13) and (6.14) with the variable z WD n�
1
10 , we find

P
Œ2�
1 .x/ D �

Y
�
35x2X2 � 6

�
120X3

�
4959Y 5

102400000X13
;

P
Œ2�
2 .x/ D

49x4Y 2

1152X2
C
40

27
ix3X2 C x2

�
11571Y 6

819200000X14
�
19Y 2

320X4

�
C
57Y 6

�
431433Y 4 � 2293760000X10

�
20971520000000000X26

�

By Lemma 6.12 and a binomial theorem type expansion, again involving the first terms of
the saddle point function expansion, we get

P
Œ3�
1 .x/ D

Y

20X3
and P

Œ3�
2 .x/ D

Y 2

160X6
�
ix

3
�

Now, using (6.24) and all the above polynomials, we obtain after multiplying out the
parentheses,

P
Œ4�
1 .x/ D �

Y
�
35x2X2 � 6

�
120X3

�
4959Y 5

102400000X13
;

P
Œ4�
2 .x/ D

1

27

�
40x2X2 � 9

�
ix C

57Y 6
�
1015x2X2 � 622

�
4096000000X16

C
Y 2
�
245x4X4 � 426x2X2 C 36

�
5760X6

C
24591681Y 10

20971520000000000X26
�

We use these polynomials to calculate, with (7.7),Z 1
�1

P
Œ4�
1 .x/ exp

�
�
5X2

3
x2
�
dx D �

r
3�

5

�
4959Y 5

102400000X14
�

3Y

80X4

�
;

Z 1
�1

P
Œ4�
2 .x/ exp

�
�
5X2

3
x2
�
dx

D

r
3�

5

�
24591681Y 10

20971520000000000X27
�

7239Y 6

1638400000X17
�

57Y 2

12800X7

�
:
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In particular, we have

C1 D �2X
4
3 exp.�A5/

r
3�

5

�
4959Y 5

102400000X14
�

3Y

80X4

�
;(7.14)

C2 D 2X
4
3 exp.�A5/

r
3�

5
(7.15)

�

�
24591681Y 10

20971520000000000X27
�

7239Y 6

1638400000X17
�

57Y 2

12800X7

�
:

All numerical computations in this paper were done with standard packages, such as local
series expansions, in Mathematica.

8. Open questions

Although Theorem 1.1 provides an infinite number of terms in the asymptotic expression
for r.n/, there are still interesting open questions. It is natural to ask about the nature of the
constants Cj , for example, an explicit formula as rational functions in X , Y , and rational
zeta and Gamma values (up to a constant exp.�A5/). Another question refers to the nature
of the error term. We show that the error is smaller than any inverse polynomial times the
main term A.n/, but it could be interesting to refine the suggested method. Furthermore,
it could be intersting to enwide these kind of results from SU.2/ (partitions function) and
SU.3/ to general SU.n/ with n � 4. For this, a detailed study of the related polynomial
zeta function is required. We are planning to work on this in the future.
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