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Abstract. �is article provides a Wilsonian description of the perturbatively renormaliz-

able tensorial group �eld theory introduced in Comm. Math. Phys. 330 (2014), 581–637

(arXiv:1303.6772 [hep-th]). It is a rank-3 model based on the gauge group SU.2/, and

as such is expected to be related to Euclidean quantum gravity in three dimensions. By

means of a power-counting argument, we introduce a notion of dimensionality of the free

parameters de�ning the action. General �ow equations for the dimensionless bare coupling

constants can then be derived, in terms of a discretely varying cut-o�, and in which all the

so-called melonic Feynman diagrams contribute. Linearizing around the Gaussian �xed

point allows to recover the splitting between relevant, irrelevant, and marginal coupling

constants. Pushing the perturbative expansion to second order for the marginal parameters,

we are able to determine their behaviour in the vicinity of the Gaussian �xed point. Along

the way, several technical tools are reviewed, including a discussion of combinatorial fac-

tors and of the Laplace approximation, which reduces the evaluation of the amplitudes in

the UV limit to that of Gaussian integrals.
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1. Introduction

Group �eld theory (GFT) [1, 2, 3, 4] is an approach to quantum gravity which

lies at the crossroad of tensor models [5, 6, 7, 8, 9], loop quantum gravity (LQG)

[10, 11, 12, 13, 14], and spin foam models [15, 16, 17, 18]. �is research program aims

at addressing questions which are notoriously di�cult in loop quantum gravity,

such as the construction of the dynamical sector of the theory and of its contin-

uum limit [19], by means of quantum and statistical �eld theory techniques. A GFT

is nothing but a �eld theory de�ned on a (compact) group manifold, with speci�c

non-local interactions. �e latter are chosen in such a way that the Feynman ex-

pansion generates cell complexes of a given dimension, interpreted as discrete

space-time histories. In particular, the amplitudes of any spin foam model can be

generated by a suitably constructed GFT, which is what triggered interest in the

GFT formalism [20, 21]. Hence GFTs can be viewed as a natural way of com-

pleting the de�nition of spin foam models, which by themselves do not associate

unambiguous amplitudes to boundary states. Note that alternatively to the sum-

ming strategy implemented in GFT, one can instead look for a de�nition of the

re�nement limit of spin foams [22, 23, 24]. A more direct route from canonical

LQG to GFT has recently been proposed [25]: from this perspective, the GFT

formalism de�nes a second-quantized version of LQG, and hence should be espe-

cially relevant to the analysis of the many-body sector of the theory (see [26, 27]

for cosmological applications of these ideas).

�anks to recent breakthroughs in the �eld of tensor models, triggered by the

pioneering work of Gurau [28], who found a generalization of the 1=N expansion

of matrix models [29, 30, 31], standard �eld theory techniques are currently being

developed and generalized to more and more complicated GFTs. �e common in-

gredient to all the models studied so far is tensor invariance [32, 33, 34, 9, 35, 36]:

it provides a generalized notion of locality for GFTs, which as we have just men-

tioned are non-local in the ordinary sense. �ey then di�er by: the rank of the ten-

sor �elds, identi�ed with the space-time dimension; the space in which the indices

of the tensor �elds live; and the propagator. �eories based on tensors with indices

in the integers1 and trivial propagator are referred to as tensor models. A wealth of

results about their 1=N expansions has now been accumulated [37, 38, 39, 40, 41],

from single to multiple scalings in N [42, 43, 44], and up to the rigorous non-

perturbative level [45, 46]. Similar models with non-trivial propagators are re-

ferred to as tensorial �eld theories [47, 48, 49, 50]: they are indeed genuine �eld

theories, for which full-�edged renormalization methods take over the large N

1 Equivalently, such models can also be viewed as GFTs on the group U.1/.
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expansion. Finally, tensorial group �eld theories (TGFT) are tensorial �eld the-

ories based on (compact) Lie groups.2 �e only models of this type available

in the literature so far are the so-called TGFTs with gauge invariance condition

[51, 52, 53, 54]. �is paper will focus on one such example, a rank-3 renormal-

izable model based on the gauge group SU.2/. In addition to being technically

relevant to spin foam models and LQG in general, it is expected to be related to

Euclidean quantum gravity in three dimensions, though the full correspondence is

unclear at present: while tensor invariance seems to provide a perfectly viable dis-

cretization prescription, the quantum gravity interpretation (if any) of the Laplace-

type propagator has not been investigated in details.

�e aim of this article is two-folds. �e �rst objective is to pave the way towards

general renormalization group techniques à la Wilson, which will allow to better

understand the theory spaces of TGFTs, their �ows and �xed points. Secondly,

we want to determine the properties of the Gaussian �xed point of the speci�c

model we are considering. Indeed, the examples worked out so far [55, 56] sug-

gest that asymptotic freedom might be a reasonably generic property of tensorial

�eld theories. �e occurrence of asymptotic freedom in such models is surpris-

ing at �rst, because they are not gauge theories. However, the non-locality of the

interactions is responsible for wave-function renormalization terms which are ab-

sent from ordinary scalar �eld theories, and which typically dominate over the

coupling constants renormalization terms. Hence the ˇ-functions can be negative

despite the absence of non-Abelian gauge symmetries.

In Section 2, we introduce the model and the main results of [52] which are

relevant to the present publication. In addition, we provide a detailed analysis of

the symmetry factors appearing in the Feynman expansion, which signi�cantly

simpli�es the calculations reported on in the later sections. In Section 3 we in-

troduce a discrete version of Wilson’s renormalization group. It is based on the

introduction of dimensionless coupling parameters, and di�ers in this sense from

the analyses performed in previous works [55, 56, 52]. A new notion of reducibil-

ity is also proposed, which is to some extent the correct generalization of 1-particle

reducibility from ordinary local �eld theories to TGFTs. In Section 4, we linearize

the �ow equations in the vicinity of the Gaussian �xed point. �is allows to clas-

sify the coupling constants in terms of their relevance, and recover the fact that this

model is renormalizable up to order six interactions. We then explicitly compute

the eigendirections associated to this linear system, and deduce the functional re-

2 In view of the correspondence between simple GFTs and tensor models resulting from

harmonic analysis, we have in mind a theory in which the group structure plays a signi�cant

enough role.
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lationship between the marginal coupling constants and the other renormalizable

constants in the asymptotic UV region. In Section 5, the �ow equations for the

marginal coupling constants are pushed to second order in perturbation theory.

Although the calculations underlying the results of this section are rather lengthy

and technical, they are as far as we know the �rst of their kind in a non-Abelian

model and are therefore included in full details. Finally, the qualitative properties

of the �ow equations in the vicinity of the Gaussian �xed point are investigated in

Section 6. Relying on a continuous version of the discrete �ow, we will be able

to completely settle the question of asymptotic freedom when u6;1 and u6;2 have

same signs, and in particular when they are strictly positive.

2. �e model and its divergences

In this section, we introduce the TGFT model studied in [52], and summarize

some of the key steps in the proof of its renormalizability. �is paper was to a large

extent based on a Bogolioubov recursion relation, which de�ned the renormalized

series. �e analysis was greatly simpli�ed, thanks to a re�ned notion of graph

connectedness, called face-connectedness. As already noted in [52], this structure

is not appropriate in the e�ective Wilsonian language, where connected graphs in

the ordinary sense3 must be summed over. Since the purpose of this paper is to

investigate further the renormalization group �ow equations of this model, we

will only outline the de�nition of the e�ective series, in which the usual graph-

theoretic notion of connectedness is at play.

2.1. De�nition and Feynman expansion. We are interested in a group �eld the-

ory for a �eld ' 2 L2.SU.2/�3/ and its complex conjugate N'. �e free theory is

de�ned by a Gaussian measure d�C , with covariance C , that is to say:

Z

d�C .'; N'/ '.g1; g2; g3/ N'.g0
1; g0

2; g0
3/ D C.g1; g2; g3I g0

1; g0
2; g0

3/ :

�is covariance can be perturbed by non-Gaussian interaction terms, encapsulated

in an action S.'; N'/, so as to de�ne the (Euclidean) interacting partition function:

Z �
Z

d�C .'; N'/ exp.�S.'; N'// :

3 �is ordinary notion was called vertex-connectedness in [52].



Discrete renormalization group for SU.2/ tensorial group �eld theory 53

In tensorial GFTs, S is assumed to be a weighted sum of connected tensor

invariants. By analogy with space-time based quantum �eld theories, this pre-

scription is referred to as a locality principle, and is used as such for renormaliza-

tion purposes. Connected tensor invariants in dimension d are in one-to-one cor-

respondence with d -colored graphs (also called d -bubbles), which are bipartite

edge-colored closed graphs with �xed valency d at each node. In our 3-dimen-

sional context, a 3-colored graph is a connected graph with two types of nodes

(black or white), and edges labeled by integers ` 2 ¹1; 2; 3º (the colors), in such a

way that: a) any edge connects a white node to a black one; b) at any node, exactly

three edges with distinct colors meet. Simple examples are provided in Figure 1.
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Figure 1. Examples of 3-colored graphs.

�e unique invariant Ib.'; N'/ associated to a given 3-bubble b is constructed

as follows: a) each white (resp. black) node represents a �eld ' (resp. a conjugate

�eld N'); b) a color-` edge between the nodes n and Nn indicates a convolution with

respect to the `th variables of the �elds located at n and Nn respectively.

Example. �e colored graph on the right side of Figure 1 represents the following

invariant integral:
Z

Œdg�6'.g1; g2; g3/ N'.g4; g2; g3/'.g4; g5; g6/ N'.g1; g5; g6/:

With these de�nitions, the interaction part of the action S can be written as

S.'; N'/ D
X

b2B

tb

k.b/
Ib.'; N'/ ; (1)

where B is the set of all bubbles, and tb 2 R is the coupling constant associ-

ated to b. In order to simplify the counting of Feynman graphs, we divided each

coupling constant tb by a combinatorial factor k.b/, de�ned as the number of au-

tomorphisms of the bubble graph b.
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De�nition 1. Let b be a colored graph. An automorphism of b is a permutation �

of its nodes,4 such that

(i) � conserves the nature of the nodes;

(ii) if n and Nn are connected by an edge of color `, then so do �.n/ and �. Nn/.

At this stage, it is natural to assume that the colors have no physical role other

than imposing combinatorial restrictions on the interactions, and we will therefore

require S to be invariant under color permutations. �is can be formalized as

follows. �e group S3 of permutations of the color set ¹1; 2; 3º acts naturally

on B: for any b 2 B, �:b is the bubble obtained from b by permutation of the

color labels as dictated by � . �e invariance of S under color permutation is

simply the statement that

t�:b D tb; for all b 2 B; � 2 S3:

�e second ingredient of the model is the covariance C . In [51, 52], it was mo-

tivated from two basic requirements: �rst, it should impose the so-called gauge

invariance condition of spin foam models; second, it should have a rich enough

spectrum so as to provide an abstract notion of scale. �e gauge invariance con-

dition is an invariance of the �eld5 under an arbitrary simultaneous translation of

its variables:

'.g1h; g2h; g3h/ D '.g1; g2; g3/; for all h 2 SU.2/: (2)

In the GFT context we can however work with generic �elds, and impose (2)

through the covariance. �e latter should therefore contain the projector P on the

space of gauge invariant �elds, de�ned by the kernel

P.g1; g2; g3I g0
1; g0

2; g0
3/ D

Z

dh

3
Y

iD1

ı.gihg0-1
i / :

In order to get a non-trivial spectrum, we combine it with the operator

zC �
�

m2 �
X

`

�`

��1

;

4 �is de�nition coincides with the more general concept of graph automorphism, even if a

graph automorphism is usually thought of as a couple .�n; �e/ of permutations, respectively of

the nodes and of the edges. When imposing compatibility with the colored structure, �e becomes

redundant, hence our de�nition in terms of a single permutation.

5 Note that there is no gauge symmetry involved at the �eld theory level, and that the nomen-

clature arises from the lattice gauge theory interpretation of the amplitudes.
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where �` denotes the Laplace operator on SU.2/ acting on the color-` variables.

At this stage, this should be seen as a conservative natural choice, partially mo-

tivated by a study of the 2-point radiative corrections of the Boulatov–Ooguri

models [57], and formal analogies with the Osterwalder–Schrader axioms [9, 35].

�e covariance C is then de�ned as6

C D zC P D P zC ;

whose kernel can be written in the Schwinger representation:

C.g1; g2; g3I g0
1; g0

2; g0
3/ D

Z

d˛ e�m2˛

Z

dh

3
Y

iD1

K˛.gihg0-1
i / ; (3)

where K˛ is the heat kernel on SU.2/ at time ˛. �is covariance is ill-de�ned at

coinciding points gi D g0
i , and this can be regulated by cutting-o� the contribution

of the integral over ˛ in the neighborhood of 0. �e divergences in this cut-o�,

generic in the perturbation expansion of the theory, can be analyzed in details.

�e unnormalized N -point functions ZSN can be expanded perturbatively in

terms of Feynman amplitudes, which are indexed by generalized 4-colored graphs.

�e new type of lines, of color 0 and represented as dashed lines, is introduced to

represent the propagators; they connect the elementary bubble vertices generated

by S . �ese lines can also appear as external legs, contrary to the internal bubble

lines, and this is the only respect in which the Feynman graphs di�er from generic

4-colored graphs. Given a Feynman graph G, we de�ne N.G/ as the number of

external legs, and nb.G/ as the number of bubble vertices of type b. �en

ZSN D
X

GjN.G/DN

1

k.G/

�

Y

b2B

.�tb/nb.G/
�

AG;

where k.G/ is a symmetry factor associated to G, and AG its amplitude. A simple

counting shows that k.G/ is nothing but the number of automorphisms of G, which

generalizes the de�nition of k.b/ for bubbles (hence the notation).

De�nition 2. Let G be a Feynman graph. An automorphism of G is a permuta-

tion � of its nodes, such that

(i) � conserves the nature of the nodes;

(ii) if n and Nn are connected by an edge of color `, then so do �.n/ and �. Nn/;

6 It is easily seen that zC and P commute.
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(iii) if a node n (resp. Nn) is connected to an external leg l , then �.n/ D n (resp.

�. Nn/ D Nn).

Proposition 1. �e symmetry factor k.G/ associated to an arbitrary Feynman

graph G is the order of its group of automorphisms.

Proof. Consider a Feynman graph G, with N labeled external legs, and nb bubbles

of type b for any b 2 B. De�ne then the group

G D
Y

b2Bjnb¤0

Aut.b/nb � Snb
; (4)

where Sn is the permutation group of n elements, and Aut.b/ is the group of

automorphisms of b. Its order is

jGj D
Y

b2B

k.b/nb nbŠ (5)

One can �x an arbitrary labeling of all the nodes of all the vertices appearing in G.

Any Wick contraction with the same vertices appearing in the Feynman expansion

is then represented by a set of N C
P

b nbNb pairs of labels. Call X the set of

all possible such pairings. G acts naturally on X , by permutation of identical

bubbles and by automorphism on each individual bubble. �e Feynman graph G

can be identi�ed with the orbit G:x of some x 2 X , and the stabilizer Gx to the

group of automorphisms Aut.G/. Taking the factors coming from the perturbative

expansion of the exponentials and from the de�nition of the action into account,

we therefore obtain

1

k.G/
D jG:xj �

Y

b2B

� 1

k.b/

�nb 1

nbŠ

D jGjjGxj
�
Y

b2B

� 1

k.b/

�nb 1

nbŠ

D 1

jGxj
D 1

jAut.G/j :

It is immediate to remark that, because of the colored structure of the Feynman

graphs, the symmetry factor of any connected and non-vacuum graph (i.e. with at

least one external leg) G is simply k.G/ D 1. �is implies in particular that the

connected and normalized Schwinger functions S
.c/
N expand as

S
.c/
N D

X

G connectedjN.G/DN

 

Y

b2B

.�tb/nb.G/

!

AG:
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Example. �e graphs G1, G2 and G3 represented in Figure 2 have di�erent sym-

metry factors. G1 is a connected and non-vacuum graph with external legs, hence

k.G1/ D 1. On the other hand, its amputated version G2 admits one non-trivial

automorphism, and therefore k.G2/ D 2. Finally, the vacuum graph G3 has a

symmetry factor k.G3/ D 3.
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(a) G1.
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(b) G2.
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2
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(c) G3.

Figure 2. �ree graphs with di�erent symmetry factors: k.G1/ D 1, k.G2/ D 2 and

k.G3/ D 3.

In order to write the explicit expression of AG, we need to introduce further

graph-theoretic de�nitions and notations. We note L.G/ the set of color-0 internal

edges in G, and N.G/ the set of external legs, which we will sometimes simply call

lines and legs. We can furthermore partition N.G/ D Nı.G/[N�.G/, where Nı.G/

(resp. N�.G/) is the set of legs hooked to white (resp. black) nodes. A face of color

` is a non-empty subset f � L.G/ which, upon addition of color-` edges only, can

be completed into a maximally connected subset of color-` edges and (internal,

color-0) lines. Such a maximally connected subset may form a closed loop, we say

that f is internal (or closed) in this case, and f is external (or open) otherwise.

�e set of internal faces and external faces of G are respectively noted F.G/, and
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Fext.G/. We will also need to keep track of direct identi�cations of boundary

variables through single colored lines. We call these empty external faces because

they play a similar role as external faces; their set is denoted F ;
ext.G/. When no

confusion arises, we will use the same symbol to denote the cardinality of one of

the sets de�ned so far and the set itself. We can �x an arbitrary orientation of the

lines l 2 L.G/ and faces f 2 F.G/[Fext.G/, and encode their adjacency relations

into a matrix �lf D ˙1 or 0. However, in order to make the expressions more

explicit, it is convenient to �x the orientations so that: a) l 2 L.G/ is positively

oriented from the white to the black end nodes it connects; b) �lf D 1 if l 2 f ,

and 0 otherwise.7 �is canonical orientation allows to de�ne the source and target

of an external face. �e function

s W Fext.G/ [ F ;
ext.G/ �! N�.G/ � ¹1; 2; 3º

maps f to .e; `/, where ` is the color of f and e is the external leg connected to

its source. We de�ne

t W Fext.G/ [ F ;
ext.G/ �! Nı.G/ � ¹1; 2; 3º

in a similar way. �e bare amplitude of a graph G is a function of 3N.G/ external

group elements ¹gext
.e;`/
º, which formally writes

AG.gext
.e;`// D

h

Y

l2L.G/

Z

d˛l e�m2˛l

Z

dhl

i�

Y

f 2F .G/

K˛.f /

��!
Y

l2f

hl

��

Z

Œdg.e;l/�
Y

e2N�.G/

C.gext
.e;`/I g.e;`//

Y

e2Nı.G/

C.g.e;`/I gext
.e;`//

�

Y

f 2Fext.G/

K˛.f /

�

gs.f /

h�!
Y

e2f

he

i

g-1

t.f /

��

�

Y

f 2F ;
ext.G/

ı.gs.f /g
-1

t.f //
�

:

(6)

We clearly separated the contributions of the internal faces (�rst line), from the

external propagators (second line8), and how these are connected to the holonomy

variables in the bulk through the external faces (third and fourth line).

7 �e fact that the faces can always be oriented in such a way is a particularity of tensorial

GFTs.

8 We could simplify this expression by means of the symmetry C.gi I g 0
i
/ D C.g 0

i
I gi /, but

we think that the present expression is better suited for what will come next.
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2.2. Divergences and power-counting. In [52], the scale ladder provided by

the parameter ˛ was used as a basis for renormalization theory. Divergences from

high scales (i.e. from the region ˛ � 0) generate counter-terms at lower scales (i.e.

bigger ˛ parameters), and the theory is renormalizable if those can be reabsorbed

into a �nite number of coupling constants. �e divergences can be most easily

understood in the multiscale representation of the Feynman amplitudes. �is con-

sists in slicing the range of the Schwinger parameter ˛, according to a geometric

progression. To this e�ect, one �xes an arbitrary constant M > 1 and de�ne the

propagator Ci at scale i by

Ci .g1; g2; g3I g0
1; g0

2; g0
3/ D

Z M �2.i�1/

M �2i

d˛ e�m2˛

Z

dh

3
Y

`D1

K˛.g`hg0-1
` / ;

if i ¤ 0 and

C0.g1; g2; g3I g0
1; g0

2; g0
3/ D

Z C1

1

d˛ e�m2˛

Z

dh

3
Y

`D1

K˛.g`hg0-1
` / :

�is induces a decomposition of the amplitude of a graph G as a sum indexed by

internal scale attributions � � ¹il j l 2 L.G/º:

AG D
X

�

AG;� : (7)

�e amplitude at scale � AG;� is simply obtained from (6) by restricting the ˛l

integrals to the slices il . Note that the external legs are left untouched, and by

convention they are attributed the scale label i D �1. �e sum over � is regu-

lated thanks to the introduction of a cut-o� � on the scale labels i , which can be

removed only after renormalization. �e main interest of the decomposition (7)

is that it allows to compute rigorous bounds on jAGj by a systematic optimization

procedure, which yields simple bounds on jAG;�j as functions of �.

Given a couple .G; �/, one can construct a set of high subgraphs, de�ned as

the maximally connected subgraphs with internal scales strictly smaller than the

external scales. To this e�ect, let us de�ne Gi as the subgraph made of the lines

of G with scales higher or equal to i . Its connected components9 can be labeled

G
.1/
i ; : : : ;G

.k.i//
i , where k.i/ is the number of connected components. �e G

.k/
i ’s

are exactly the high subgraphs at scale i : they are connected; their internal lines

have scales higher or equal to i ; and their external legs have scales strictly smaller

9 As already mentioned before, in this paper we use the ordinary graph-theoretic notion of

connectedness, which is referred to as vertex-connectedness in [52].
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than i . An important property of the high subgraphs is that they form an inclusion

tree. �at is to say that two high subgraphs H1 � G and H2 � G are either line-

disjoint, or one is included into the other; and furthermore all the high subgraphs

are by de�nition included in G, which is itself a high subgraph (at scale i D 0).

�ese high subgraphs are ultimately responsible for the nested structure of diver-

gences, and when successively integrated out, make the coupling constants run

with respect to i . More precisely, only the divergent high subgraphs have to be

taken into account in the renormalization group equations. �ey are determined

by a precise power-counting theorem, and we refer the reader to [51, 52] for details.

For the purpose of this paper, we only need to know that the divergent high sub-

graphs H are characterized by the inequality !.H/ � 0, where ! is the super�cial

degree of divergence, de�ned as [58, 51, 52]:

!.H/ D �2L.H/C 3.F.H/ �R.H// ;

and R.H/ is the rank of the L.H/�F.H/ incidence matrix �lf ofH. Alternatively,

as proven in [52], the divergence degree can be conveniently re-expressed in terms

of the numbers of 2k-valent vertices n2k , the number of external legs N and an

integer � � 0:

! D 3 � N

2
C 3�C

X

k2Nn¹0º

.k � 3/n2k :

Note that in [52] the bare action was assumed to stop at 6-valent bubble interac-

tions, in which case the last sum reduces to �2n2 � n4. �e condition � D 0

characterizes the class of melonic graphs,10 which contains the divergent graphs

as a subset when n2k D 0 for k � 4 (see Table 1).

Table 1. Non-vacuum divergent graphs when n2k D 0 for any k � 4.

N n2 n4 � !

6 0 0 0 0

4 0 0 0 1

4 0 1 0 0

2 0 0 0 2

2 0 1 0 1

2 0 2 0 0

2 1 0 0 0

10 In this paper, we always assume N ¤ 0. When N D 0, � may also be 1 and �.H/ D 0

does not imply that H is melonic.
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Let us conclude this section by recalling how melonic graphs are de�ned.

De�nition 3. Let G be a graph. For any integer k such that 1 � k � 4, a k-dipole

is a line of G linking two nodes n and Nn which are connected by exactly k � 1

additional colored lines.

De�nition 4. Let G be a graph. �e contraction of a k-dipole dk is an operation

consisting in:

(i) deleting the two nodes n and Nn linked by dk , together with the k lines that

connect them;

(ii) reconnecting the resulting d � k C 1 pairs of open legs according to their

colors.

We call G=dk the resulting graph.

See Figure 3 for examples of k-dipoles and their contractions.

1
1

1

1

11
2

2

2
2

2
22

2

3

3

33

33

33
33

;

7�!7�!7�!7�!

Figure 3. From left to right: 1-, 2-, 3-and 4-dipoles, together with their contractions.

De�nition 5. We call contraction of a subgraph H � G the successive contrac-

tions of all the lines of H. �e resulting graph is independent of the order in which

the lines of H are contracted, and is noted G=H.

Given a graphG, and some lines l1; : : : ; lk 2L.G/, we will denote by ¹l1; : : : ; lkº
the minimal subgraph of G containing the lines l1; : : : ; lk.

De�nition 6. A melopole is a single-vertex graph G such that there is at least one

ordering of its k lines as l1; � � � ; lk such that ¹l1; : : : ; liº=¹l1; : : : ; li�1º is a 3-dipole

for 1 � i � k. See Figure 4.
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1111

1

1

22

2

2

2

2

33
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3

3

3

7�!7�!

l1 l2
l2

Figure 4. A melopole with two lines. ¹l1º and ¹l1; l2º=¹l1º are 3-dipoles, as illustrated by

the successive contractions of l1 and l2.

De�nition 7. A melonic graph is a connected11 graph G containing at least one

maximal tree T such that H=T is a melopole.

A simple example of melonic graph is provided in Figure 5.

1
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2
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3
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3

3

3

3

33

33

3

7�!

Figure 5. A melonic graph which reduces to a melopole after contraction of a single tree

line.

11 �is de�nition slightly di�ers from that of [52], in the sense that melonic graphs were

de�ned to be face-connected there, which is a stronger condition.
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2.3. Contraction operators. In the multiscale representation of the amplitudes,

the divergences can be extracted by the action of so-called contraction operators.

In order to de�ne them, let us introduce generalized amplitudes

AG.gext
.e;`/I t / �

h

Y

l2L.G/

Z

d˛l e�m2˛l

Z

dhl

i�

Y

f 2F .G/

K˛.f /

��!
Y

l2f

hl

��

Z

Œdg.e;l/�
Y

e2N�.G/

C.gext
.e;`/I g.e;`/.t //

Y

e2Nı.G/

C.g.e;`/I gext
.e;`//

�

Y

f 2Fext.G/

K˛.f /

�

gs.f /

h�!
Y

e2f

he

i

g-1

t.f /

��

�

Y

f 2F ;
ext.G/

ı.gs.f /g
-1

t.f //
�

:

(8)

where t 2 Œ0; 1� and12

gs.f /.t / � gt.f / exp.tXg -1
t.f /

gs.f /
/; for all f 2 Fext.G/;

gs.f /.t / � gs.f /; for all f 2 F ;
ext.G/:

We can then express any amplitude AG;� as a Taylor expansion with respect to the

parameter t :

AG;� D AG;�.�I 1/

D AG;�.�I 0/C
!.G/
X

kD1

1

kŠ
A

.k/
G;�.�I 0/C

Z 1

0

dt
.1 � t /!.G/

!.G/Š
A

.!.G/C1/
G;� .�I t / :

(9)

�e interest of such an expression is that the remainder can be shown to be power-

counting convergent [52], and can therefore be dispensed with. Moreover, one

shows that

AG;�.gext
.e;`/I 0/ / AG=¹l1;:::;lkº;�.gext

.e;`/I 0/ ;

where l1; : : : ; lk are the lines of G. We can therefore implicitly de�ne the contrac-

tion operator � by the equation:

AG;�.gext
.e;`/I 0/ D Œ�AG;��AG=¹l1;:::;lkº;�.gext

.e;`/I 0/ :

12 For any g 2 SU.2/, Xg denotes the Lie algebra element with the smallest norm such that

exp.Xg/ D g .
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More explicitly, the heat-kernels associated to the external faces can be integrated

out, yielding

Œ�AG;�� D
h

Y

l2L.G/

Z

d˛l e�m2˛l

Z

dhl

i�

Y

f 2F .G/

K˛.f /

��!
Y

l2f

hl

��

:

Finally, if xG is obtain from G by amputation of its external legs, we de�ne:

Œ�AxG;�� � Œ�AG;��:

Let us now consider higher order terms. To begin with, the �rst order always

identically vanishes:

A
.1/
G;�.�I 0/ D 0 :

�e model studied in the present paper generates quadratically divergent graphs

at most, which means we will not need to go beyond second order. Moreover,

all the quadratically divergent graphs have N D 2 external legs and are melonic.

�e amplitudes we need to expand to second order have therefore the following

structure:

AG;�.gext
` ; Ngext

` I t /

D
h

Y

l2L.G/

Z

d˛l e�m2˛l

Z

dhl

i�

Y

f 2F .G/

K˛.f /

��!
Y

l2f

hl

��

Z

Œdg`�Œd Ng`�C.gext
` I g`.t //C. Ng`I Ngext

` /

�

Y

f 2Fext.G/

K˛.f /

�

gs.f /

h�!
Y

e2f

he

i

g-1

t.f /

���

Y

f 2F ;
ext.G/

ı.gs.f /g
-1

t.f //
�

(10)

where Fext.G/ [ F ;
ext.G/ has three elements. Suppose for instance that

Fext.G/ D ¹f1º, with f1 of color 1. �en on can prove that [52]:

1

2
A

.2/
G;�.gext

` ; Ngext
` I 0/ D � .2/AG;� �

Z

Œdgext
` �3C.gext

` I g`/�g1
C.g`I Ngext

` / ; (11)

where we have de�ned

� .2/AG;� �
1

6

h

Y

l2L.G/

Z

d˛l e�m2˛l

Z

dhl

i�

Y

f 2F .G/

K˛.f /

��!
Y

l2f

hl

��

Z

dgjXg j2 K˛.f1/

�

g
��!
Y

e2f1

he

�

:
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By use of the Leibniz rule, together with the fact that terms containing �rst deriva-

tives vanish, the last two equations can be generalized to

1

2
A

.2/
G;�.gext

` ; Ngext
` I 0/ D

Z

Œdgext
` �3C.gext

` I g`/
�

X

`

Œ�
.2/

`
AG;���g`

�

C.g`I Ngext
` /;

where

�
.2/

`
AG;� D

1

6

�

Y

l2L.G/

Z

d˛l e�m2˛l

Z

dhl

�

�

Y

f 2F .G/

K˛.f /

��!
Y

l2f

hl

��

Z

dgjXg j2 K˛.f`/

�

g
��!
Y

e2f`

he

�

if there exists a f` 2 Fext.G/ of color `, and

�
.2/

`
AG;� D 0

otherwise. Again, this de�nition makes no reference to external legs, and can

therefore be generalized to amputated graphs: if xG is obtained by amputation of

the external legs of G, then

�
.2/

`
AxG;� � �

.2/

`
AG;� :

3. Renormalization group �ow

In this section, we de�ne general �ow equations for Wilson’s e�ective action.

�ey involve: a) a step by step integration of UV slices which retains only the

tensor invariant contributions of high divergent graphs, as already outlined above;

and b) a large scale approximation (i ! C1) of the coe�cients entering the

equations. Because we are working with a �eld theory de�ned on a compact group

rather than Euclidean space, �nite size e�ects make the renormalization group

non-autonomous13 i.e. the �ow equations have an explicit dependence in the cut-

o�. However, such e�ects can be neglected in the deep UV regime, where only

the local structure of SU.2/ is probed.

13 I thank Daniele Oriti for discussions on this point.
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3.1. Wilson’s e�ective action and dimensionless coupling constants. In ordi-

nary quantum �eld theories, Wilson’s e�ective action is best described in terms of

dimensionless coupling constants. In GFT, and more generally in quantum grav-

ity, such a notion is a priori empty since all the �elds and coupling constants are

already strictly speaking dimensionless. Dimensionful quantities should only ap-

pear in the spectra of quantum observables such as the length, area or volume

operators. For example, in canonical loop quantum gravity, the area of a surface

punctured by a single spin-network link with spin j is 8�
p

j.j C 1/`2
P where

 is the (dimensionless) Immirzi parameter and `P is the Planck length. In this

respect, the spins themselves can be attributed a canonical dimension. In our con-

text, let us attribute a unit canonical dimension

Œj � � 1

to spin variables. Since the propagator decays quadratically in the spins, one im-

mediately infers the dimension of the mass: Œm� D 1. As for the canonical dimen-

sions of all the other coupling constants, they can be deduced from the power-

counting. For example, Table 1 shows that four-valent coupling constants will re-

ceive linearly divergent contributions of order M i at scale i . Hence they are to be

thought of as coupling constants with unit canonical dimension. More generally,

we are lead in this way to de�ne

Œtb� D 3� Nb

2
� db;

for an arbitrary coupling constant tb, where Nb is the valency of the bubble b. Note

that such a de�nition of canonical dimension has also recently been introduced in

matrix and tensor models, for similar purposes [59]. We de�ne the e�ective action

at scale M i as a sum over all possible bubbles

Si .'; N'/ D
X

b

tb;i

Ib.'; N'/

k.b/

D
X

b

ub;iM
dbi Ib.'; N'/

k.b/
;

(12)

where tb;i (resp. ub;i ) are the dimensionful (resp. dimensionless) coupling con-

stants. We furthermore again assume color permutation invariance, and set up

t2;i D 0. �e latter is consistent provided that we allow the mass parameter of the

covariance to vary with the scale. We will denote by

Ci;m D P xCi;m
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the covariance in the slice i with mass m, and by

C i
m D P xC i

m D
X

k�i

Ck;m

the full covariance with cut-o� i . �e dimensionless mass coupling at scale i is

u2;i �
m2

i

M 2i
:

In the following, we will use perturbative expansions with respect to the dimen-

sionless coupling constants. �e degree of divergence

! D 3 � N

2
C
X

k2N

.3 � k/n2k C 3�;

tells us how Feynman amplitudes diverge in an expansion with respect to the di-

mensionful parameters tb;i . Taking into account the additional scalings appearing

in equation (12), we immediately infer a modi�ed degree of divergence

x! D 3� N

2
C 3� (13)

for the new expansion in the ub;i ’s. From now on, (a non-vacuum) graph G will

be said to be divergent whenever x!.G/ � 0, that is whenever N � 3 and � D 0.

�e new classi�cation of divergent graphs is summarized in Table 2.

Table 2. Non-vacuum divergent graphs in the expansion with respect to dimensionless cou-

pling constants.

N � N!
6 0 0

4 0 1

2 0 2

3.2. Discrete renormalization group �ow. In order to determine the e�ective

action Si�1 and the mass coupling u2;i�1 from Si and u2;i , we proceed in two

steps. �e �rst step consists in integrating out �uctuations at scale i to deduce the

e�ective action QSi�1 before wave-function renormalization:

Ki�1 exp.�zSi�1.ˆ; x̂ /CRi�1.ˆ; x̂ //

�
Z

d�Ci;mi
.'; N'/ exp.�Si.ˆC '; x̂ C N'//;

(14)
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where the rest term Ri�1.ˆ; x̂ / D O.M �i / is a sum of contributions which are

suppressed at large i , and Ki�1 is a possibly large constant due to vacuum di-

vergences. Ri�1 contains in particular the Feynman graphs with N! � �1, and

the convergent Taylor remainders associated to the non-tensorial parts of the non-

vacuum divergent graphs. zSi�1 may be written as

zSi�1 D C T';i�1S' C C Tm;i�1S2 C
X

bjNb¤2

Qub;i�1M db.i�1/ Ib

k.b/
;

in terms of intermediate dimensionless coupling constants Qub;i . �e additional

wave-function and mass terms

S'.'; N'/ D
Z

Œdg�3'.g1; g2; g3/
�

�
3
X

lD1

�`

�

N'.g1; g2; g3/

and

S2.'; N'/ D
Z

Œdg�3'.g1; g2; g3/ N'.g1; g2; g3/;

respectively parameterized by a dimensionless constant C T';i�1 and a dimen-

sion 2 constant

C Tm;i�1 D Qu2;i�1M 2.i�1/;

are generated by the 2-valent divergent graphs. �ey need to be reabsorbed into

the covariance C i�1
mi�1

via a �eld renormalization, which is the second step of the

procedure. To this e�ect, let us de�ne the operator

Mi�1 D �C Tm;i�1 C C T';i�1

X

`

�`;

and call zC the covariance of the measure:

d�C i�1
mi

.ˆ; x̂ / exp

�Z

Œdg`�Œdg0
`�ˆ.g1; g2; g3/Mi�1.g`I g0

`/ x̂ .g0
1; g0

2; g0
3/

�

:

It can be computed by summing over connected 2-point functions, in the following

way:

zC D C i�1
mi
C C i�1

mi
Mi�1C i�1

mi
C C i�1

mi
Mi�1C i�1

mi
Mi�1C i�1

mi
C : : :

D P. xC i�1
mi
C xC i�1

mi
Mi�1

xC i�1
mi
C xC i�1

mi
Mi�1

xC i�1
mi

Mi�1
xC i�1

mi
C : : : /

D P
xC i�1

mi

1 � xC i�1
mi

Mi�1

:
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�e expression of xC i�1
mi

is

xC i�1
mi
D
Z C1

M �2.i�1/

d˛ exp
�

� ˛
�

m2
i �

X

`

�`

��

D
exp.�M �2.i�1/.m2

i �
P

` �`//

m2
i �

P

` �`

;

the second line making the smooth cut-o� on the spins explicit. �anks to this

decay we can discard the higher powers of the mass and Laplace operators gen-

erated by the exponential terms in the denominator of zC . Using moreover the

approximation m2
i � m2

i�1 in the numerator, we are lead to

zC � P

Zi�1

exp.�M �2.i�1/.m2
i�1 �

P

` �`//

m2
i�1 �

P

` �`

D 1

Zi�1

C i�1
mi�1

;

Zi�1 � 1C C T';i�1; (15)

m2
i�1 �

m2
i C C Tm;i�1

1C C T';i�1

: (16)

We have thus determined the mass at scale i � 1. �e other coupling constants are

obtained after the �eld rede�nition

ˆ �! ˆp
Zi�1

:

�e powers of Zi�1 subsequently appearing in the interaction part of the action

must be reabsorbed into the coupling constants

ub;i�1 �
Qub;i

Zi�1
Nb=2

(17)

entering the e�ective action Si�1. Together with the covariance C i�1
mi�1

, they pa-

rameterize the theory once the cut-o� has been lowered to .i � 1/.

3.3. Reducible graphs. In space-time based quantum �eld theories, momentum

conservation allows to discard 1-particle irreducible graphs, because their contri-

butions are strongly suppressed14 when the di�erence between the scale of the

probes i0 and that of the internal lines i grows very large. Due to the combi-

natorial non-locality introduced by the interactions, momentum conservation has

slightly stronger implications in TGFT, which we wish to elaborate upon here.

14 �ey are even identically zero if one works with a sharp slicing of the momenta.
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�e harmonic decomposition of the �eld ' is

'.g1; g2; g3/ D
X

¹j`;a`;b`º

'
¹j`º

¹a`;b`º

Y

`

p

2j` C 1D
j`

a`;b`
.g`/;

where Dj is the Wigner matrix associated to the irreducible representation j . �e

full propagator 3 is diagonal with respect to the modes '
¹j`º

¹a`;b`º
:

C
¹j`ºI¹j 0

`
º

¹a`;b`ºI¹a0
`

;b0
`

º
D

P
¹j`º

¹a`;b`º

m2 C
P

` j`.j` C 1/

Y

`

ıj`j 0
`
ıa`a0

`
ıb`b0

`
;

where

P
¹j`º

¹a`;b`º
D
Z

dh
Y

`

D
j`

a`b`
.h/:

�e kernel of a tensor invariant Ib in this spin representation is simply a prod-

uct of delta functions, identifying the indices ¹j`; a`; b`º pairwise along colored

edges. As a result, these indices are conserved along the faces of the Feynman

graphs. �is is the counterpart of momentum conservation in local quantum �eld

theories. Note that the key di�erence between these two conservation rules is of

combinatorial nature, and therefore it is natural to expect that the class of graphs

which are suppressed due to combinatorial obstructions in TGFTs is not exactly

the same as in local quantum �eld theories.

Let us introduce the following notion of reducibility in TGFT.

De�nition 8. LetG be a connected graph. We say that G is reducible if it possesses

a line which does not appear in any of the internal faces:

there exists l 2 L.G/; for all f 2 F.G/; l … f: (18)

If not, G is said to be irreducible.

Example. A 1-particle reducible graph is always reducible, but the converse is

not true (see Figure 6).

In the particular model we are considering, all divergent graphs are melonic.

It turns out that 1-particle reducibility and reducibility are equivalent in this re-

stricted context.
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(b) H2

Figure 6. H1 is melonic, 1-particle reducible, and reducible. H2 is 1-particle irreducible,

but reducible.

Proposition 2. Let G be a melonic graph. �en

G is irreducible () G is 1-particle irreducible.

Proof. �e non-trivial implication is (H . Let G be melonic. Let us suppose that

G is reducible, and that l 2 L.G/ is a reducible line.15 �en there exists a maximal

tree T such that G=T is a melopole. It must be that l 2 T since l , being contained

in no internal face, cannot form a 3-dipole in G=T. �en G=.T n ¹lº/ consists in

two vertices connected by l , and is therefore 1-particle reducible. Hence G is itself

1-particle reducible.

Let us now explain why, similarly to 1-particle reducible graphs in ordinary

�eld theories, the contribution of reducible graphs can be neglected in the renor-

malization group �ow of TGFTs. Let G be such a graph. Suppose moreover that

the internal lines are in the slice i , while the boundary data have spins in the slice

i0 � i . By conservation of the spins along the external faces of G, the sum over the

spins ¹j1; j2; j3º associated to a reducible line l 2 L.G/ is e�ectively zero except

in the region where both

ji �M i0 ; for all i 2 ¹1; 2; 3º;
and

3
X

iD1

ji .ji C 1/ �M 2i

hold. �ese two conditions cannot be satis�ed at the same time when i � i0 grows

large, and therefore the amplitude of G vanishes in this limit.

15 �at is to say that l veri�es the condition of (18).
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3.4. Melonic �ow equations. Now that the general set up has been introduced,

let us derive the �ow equations. Given a bubble b, let us note M.b/ the set of mel-

onic (one particle) irreducible graphs which give back b after contraction of their

internal lines. We will also note Ai .u2;G/ the amplitude of a graph G with respect

to the covariance Ci;m, where m is de�ned by m2 D M 2i u2, and Œ�Ai .u2;G/�

its amputated value. �e key coe�cients entering the �ow equations will be ex-

pressed in terms of the �nite values:

a.u2;G/ � lim
i!C1

Œ�Ai .u2;G/�

M !.G/i
< C1:

Let b 2 B be a bubble of arbitrary valency. Identifying the melonic term in

M.b/ appearing on the right side of equation (14), we immediately �nd

� Qub;i�1

k.b/
M db.i�1/

D �ub;i

k.b/
M dbi C

X

G2M.b/

1

k.G/

�

Y

b0

.�ub0;iM
db0 i /nb0 .G/

�

Œ�Ai .u2;i ;G/� ;

and therefore

Qub;i�1M �db D ub;i �
X

G2M.b/

k.b/

k.G/

�

Y

b0

.�ub0;i /
nb0 .G/

� Œ�Ai .u2;i ;G/�

M !.G/i
:

When i is large enough, we can �nally approximate the i-dependent terms by

their limit values, yielding

Qub;i�1M �db D ub;i �
X

G2M.b/

k.b/

k.G/
a.u2;i ;G/

�

Y

b0

.�ub0;i /
nb0 .G/

�

:

Let us now turn to the computation of the wave-function renormalization.

By color invariance, we can focus on terms proportional to �` at arbitrary �xed `.

Let us callM2 the set of irreducible and connected 2-point melonic graphs. For any

graph G 2M2, we can de�ne

w`.u2;G/ � lim
i!C1

Œ�
.2/

`
Ai .u2;G/�

M .!.G/�2/i
< C1:

�en Zi�1 can formally be written

Zi�1 D 1C
X

G2M2

1

k.G/
w`.u2;G/

�

Y

b

.�ub;i /
nb.G/

�

;

for any �xed ` 2 ¹1; 2; 3º.
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4. Relevant and irrelevant directions around the Gaussian �xed point

In this section, we study the behavior of the model around the Gaussian �xed

point:

ub D 0; for all b 2 B:

4.1. Linearized �ow equations. �e wave function renormalization does not

contribute at linear order around the Gaussian �xed point. One can also set u2 D 0

in all the coe�cients a.u2;G/ at this order.

De�nition 9. Given two bubbles b; b0 2 B, we say that b is smaller than b0 (b � b0)

if and only if there exists a single-vertex melonic graph on b0 which contracts to

b. If in addition b ¤ b0, we say that b is strictly smaller than b0 (b < b0). �is

de�nes a partial order relation on B.

Given two bubbles b; b0 2 B such that b < b0, let us designate by M.b; b0/ the

set of melonic graphs with a single bubble b0 and which contract to b. We then

de�ne the quantity

�.b; b0/ �
X

G2M.b;b0/

k.b/

k.G/
a.0;G/;

which is strictly positive. Let us also set

�.b; b/ D 1

for any b 2 B, and

�.b; b0/ D 0

for any b; b0 such that the condition b � b0 does not hold. �e linearized �ow

equations around the Gaussian �xed point are

ub;i�1 DM db

X

b0�b

�.b; b0/ub0;i C O.u2/; for all b 2 B: (19)

4.2. Irrelevant, marginal and relevant directions. We will say that a coupling

constant tb and its dimensionless counterpart ub are renormalizable if Œtb� � 0,

and are non-renormalizable otherwise. Just like in ordinary �eld theories, the

infrared physics is largely independent of the values of the non-renormalizable

coupling constants, because they correspond to stable directions of the Gaussian

�xed point. On the contrary, a renormalizable coupling constant ub is: unstable

against perturbations around the Gaussian �xed point if Œub� > 0; marginal if

Œub � D 0, in which case stability requires further discussion.
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In our discrete setting, this is a consequence of the form of the linearized recur-

sive relation (19). �e linear operator mapping the vector .ub;i /b2B to .ub;i�1/b2B

is triangular superior with respect to the order relation � on B. Its diagonal is

.M db /b2B. We can �nd eigendirections �b � .�b.b0//b02B such that �b.b/ D 1

and �b.b0/ D 0 whenever b0 � b does not hold. �ese eigenvectors verify

�b;i�1 �M db �b;i ; for all b 2 B: (20)

Unstable directions correspond to M db > 1 (i.e. db > 0), and stable ones to

M db < 1 (i.e. db < 0). When db D 0, the evolution of linear perturbations in

the direction �b is trivial, and therefore the stability properties of this direction is

determined by higher order contributions to the full �ow equations.

All the directions �b such that Nb � 8 are stable, and hence irrelevant in the

renormalization sense. Setting perturbations in these directions to 0 is equivalent

to imposing ub D 0 for any b of valency higher or equal to 8, which we assume

in the rest of this paper.

Finally there is one type of 6-valent interactions which can be also discarded

from the outset. Such bubbles, represented in Figure 7 cannot generate irreducible

melonic graphs. �ese is fortunate because they represent topologically singular

elementary cells (their boundary is a 2-torus), and therefore they are di�cult to

interpret geometrically. �e fact that we are free to set their coupling constant to

0 is particularly interesting.

Figure 7. Structure of the topologically singular 6-valent bubbles.

All in all, we have reached the conclusion that the e�ective action can be well-

approximated by three coupling constants: one associated to 4-valent bubbles, and

two associated to 6-valent interactions. Explicitly, we have

Si D
t4;i

2
S4 C

t6;1;i

3
S6;1 C t6;2;iS6;2 ; (21)
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where

S4.'; N'/ D
Z

Œdg�6'.g1; g2; g3/ N'.g1; g2; g4/'.g5; g6; g3/ N'.g5; g6; g4/

C color permutations,
(22)

S6;1.'; N'/ D
Z

Œdg�9'.g1; g2; g7/ N'.g1; g2; g9/'.g3; g4; g9/

N'.g3; g4; g8/'.g5; g6; g8/ N'.g5; g6; g7/

C color permutations,

S6;2.'; N'/ D
Z

Œdg�9 '.g1; g2; g3/ N'.g1; g2; g4/'.g8; g9; g4/

N'.g7; g9; g3/'.g7; g5; g6/ N'.g8; g5; g6/

C color permutations.

Each term in Si is represented by a drawing from the top line of Figure 8 (where

colors are left implicit). In S4, S6;1 or S6;2, there are exactly three distinct bubbles

contributing, which correspond to the three possible colorings of the graphs .4/,

.6; 1/ or .6; 2/ respectively. Such bubbles have therefore identical coupling con-

stants tb by color invariance. In addition there are four possible types of counter-

terms one generates when lowering the scale from i to i � 1. �e �rst is mass,

associated to the intermediate parameter C Tm;i�1 and reabsorbed into u2;i�1. �e

three others are wave-function counter-terms, depending on the color on which the

Laplace operator is inserted (which is graphically represented by a cross), associ-

ated to a unique parameter C T';i�1 or equivalently Zi�1.

(4) (6,1) (6,2)

(2) .'/ .'/ .'/

Figure 8. Interactions and counter-terms.
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4.3. Computation of the relevant and marginal eigendirections. Let us now
investigate how the color invariant parameters u2, u4, u6;1 and u6;2 vary with the
scale i . We will also denote the eigendirections of this system �2, �4, �6;1 and �6;2.
In order to determine them, we �rst need to compute the coe�cients appearing in
the recursive equation:

0

B

B

B

@

u2;i�1

u4;i�1

u6;1;i�1

u6;2;i�1

1

C

C

C

A

D

0

B

B

B

@

M 2 M 2�.2; 4/ M 2�.2; .6; 1// M 2�.2; .6; 2//

0 M M �.4; .6; 1// M �.4; .6; 2//

0 0 1 0

0 0 0 1

1

C

C

C

A

0

B

B

B

@

u2;i

u4;i

u6;1;i

u6;2;i

1

C

C

C

A

(23)

``

Figure 9. �e graphs G`
1

contributing to �.2; 4/.

�e unique type of graph contributing to �.2; 4/ is represented in Figure 9.

�ere is one such graph per color `, which we label G`
1. Each such graph has a

symmetry factor k.G`
1/ D 1. One therefore �nds

�.2; 4/ D 3k.2/a.0; G`
1/ D 3a.0; G`

1/:

�e value of a.0; G`
1/, which we denote a, can be straightforwardly computed:

a D 1

M i

Z M �2.i�1/

M �2i

d˛

Z

dhŒK˛.h/�2

D 1

M i

Z M �2.i�1/

M �2i

d˛K2˛.1/

D
p

4�

M i

Z M �2.i�1/

M �2i

d˛.2˛/�3=2

D
p

4�

Z M 2

1

d˛.2˛/�3=2

D
p

2�
�

1� 1

M

�

:
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Hence we have shown that

�.2; 4/ D 3a D 3
p

2�
�

1 � 1

M

�

:

We call G`
2 the graphs contributing to �.2; .6; 1//, as represented in Figure 10.

`

Figure 10. �e graphs G`
2

contributing to �.2; .6; 1//.

�ere are three such graphs, each of them having a symmetry factor k D 1.

Remark moreover that

a.0; G`
2/ D a2;

and therefore

�.2; .6; 1// D 3a2 D 6�
�

1 � 1

M

�2

:

Two types of graphs contribute to �.2; .6; 2//, they are represented in Figure 11.

`

(a) G`
3
.

`

`0

(b) G``0

4
.

Figure 11. Graphs contributing to �.2; .6; 2//.
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�e value of a G`
3 is again a2, and its symmetry factor k.G`

3/ D 1. �ese

graphs therefore contribute with a term 3a2 to �.2; .6; 2//. �e evaluation of a

graph G``0

4 is

b D lim
i!C1

1

M i

Z M �2.i�1/

M �2i

d˛1d˛2

Z

dh1dh2ŒK˛1
.h1/�2K˛1C˛2

.h1h2/K˛2
.h2/

D lim
i!C1

1

M i

Z M �2.i�1/

M �2i

d˛1d˛2

Z

dh1ŒK˛1
.h1/�2K˛1C2˛2

.h1/:

In order to evaluate this limit, we resort to a Laplace approximation (see Appen-

dix A), which turns the integral over g 2 SU.2/ into a Gaussian integral over a

vector X 2 R3 � su.2/. �is yields

b D
p

4�
3

16�2

Z M 2

1

d˛1d˛2

Z

R3

dX

exp
�

� X2

2˛1

�

˛1
3

exp
�

� X2

4.˛1 C 2˛2/

�

.˛1 C 2˛2/3=2
;

and the Gaussian integral can be explicitly performed to give

b D 4�

Z M 2

1

d˛1d˛2

˛1
3=2.3˛1 C 4˛2/3=2

D �
�p

7�
r

3C 4

M 2
C
p

7

M 2
�
p

3C 4M 2

M 2

�

:

Since there are three graphs of the type G``0

4 , with trivial symmetry factors, the

net contribution to �.2; .6; 2// is 3b. We have thus obtained

�.2; .6; 2// D 3a2 C 3b : (24)

�e graphs to be taken into account for the computation of �.4; .6; 1// are those

of Figure 12. �eir value is a.

`

Figure 12. �e graphs G`
5

contributing to �.4; .6; 1//.
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Two graphs G`
5 and G`0

5 with ` ¤ `0 contribute to the �ows of distinct 4-valent

bubbles. �e symmetry factor being k.G`
5/ D 1, one therefore �nds

�.4; .6; 1//D k.4/a D 2a D 2
p

2�
�

1� 1

M

�

:

Similarly, �.4; .6; 2// is determined by the graphs G``0

6 (see Figure 13), which

have value a.

`

`0

Figure 13. �e graphs G``0

6
contributing to �.4; .6; 2//.

Two such graphs (mapped into one another by the exchange `  ! `0) corre-

spond to a single 4-valent e�ective bubble, and k.G``0

6 / D 1. �is shows that

�.4; .6; 2// D 4a D 4
p

2�

�

1� 1

M

�

�e eigendirections associated to the dynamical system (23) can be readily

computed. One �nds the following (unnormalized) vectors:

�2 D

0

B

B

B

@

1

0

0

0

1

C

C

C

A

; �4 D

0

B

B

B

@

� 3M a

M �1

1

0

0

1

C

C

C

A

D

0

B

B

B

@

�3
p

2�

1

0

0

1

C

C

C

A

;

�6;1 D

0

B

B

B

@

3M 2

.M �1/2 a2

� 2M a

M �1

1

0

1

C

C

C

A

D

0

B

B

B

@

6�

�2
p

2�

1

0

1

C

C

C

A

;

�6;2 D

0

B

B

B

@

3M 2 .3a2�b/M Ca2Cb

.M 2�1/.M �1/

� 4M a

M �1

1

0

1

C

C

C

A

�

0

B

B

B

@

.18� 3
p

7C 3
p

3/�

�4
p

2�

0

1

1

C

C

C

A

:
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In the last equation, we used the approximation M � 1 to get rid of the M de-

pendence of the �rst entry. �2 and �4 correspond to unstable and hence relevant

directions, while �6;1 and �6;2 are marginal. �e stability of the latter is deter-

mined by higher order contributions to the �ow equations, which we analyze in

the next section. �e unstable directions in the .u2; u4/ plane are represented in

Figure 14.

In the deep UV, the exponential suppression of the parameters of the theory

along these directions imposes a non-trivial functional dependence of the param-

eters u2 and u4 from u6;1 and u6;2. Indeed, assuming that the components of the

vector .u2; u4; u6;1; u6;2/T in the directions �2 and �4 are small but non-vanishing

at small scale i0, the �rst-order equations (20) impose that they must be respec-

tively of order M �2.i�i0/ and M �.i�i0/ at scales i . When i grows very large, we

can therefore assume that .u2; u4; u6;1; u6;2/T vanishes in the directions �2 and �4.

�is yields

u2;i �
i!C1

6�u6;1;i C .18� 3
p

7C 3
p

3/�u6;2;i ; (25)

u4;i �
i!C1

�2
p

2� u6;1;i � 4
p

2�u6;2;i : (26)

Hence, the behaviour of the �ow in this asymptotic region is determined by that

of the two marginal coupling constants.

u2

u4

�2

�4

Figure 14. Relevant directions in the .u2; u4/ plane.
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5. Second order contributions to the �ow of marginal coupling constants

We now focus on second order contributions to the �ows of u6;1 and u6;2. For clar-

ity of the presentation, we successively compute the coupling constants counter-

terms and the wave-function renormalization. �is partial results are then com-

bined to determine the �ow equations.

5.1. Coupling constants renormalization. As far as Qu6;1 is concerned, one

needs to evaluate the graphs represented in Figure 15. �e contracted amplitudes

of the graphs H `
1˙ factorizes over its two face-connected components. One has

already been encountered, and has value a.

`

`

(a) H `
1C

.

`

`

(b) H `
1�

.

`

`

`0

(c) H ``0

2
.

`

`
`0

(d) H ``0

3
.

`

`

(e) H `
4

.

Figure 15. Second order contributions to Qu6;1.
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�e second factor is

c � lim
i!C1

M i

Z M �2.i�1/

M �2i

d˛1d˛2

Z

dh1dh2 ŒK˛1C˛2
.h1h2/�2

D lim
i!C1

M i

Z M �2.i�1/

M �2i

d˛1d˛2

Z

dh1 K2.˛1C˛2/.1/;

and can be explicitly computed:

c D
r

�

2

Z M 2

1

d˛1

Z M 2

1

d˛2

1

.˛1 C ˛2/3=2

D 4
p

�.
p

2
p

M 2 C 1�M � 1/:

�e symmetry factors are trivial: k.H `
1˙/ D 1. At �xed `, there are two graphs

contributing, corresponding to the ˙ labeling of the graphs. �e net contribution

to Qu6;1;i�1 is therefore:

� k.6; 1/� 2 a cu6;1;i
2 D �6 a c u6;1;i

2 : (27)

Each graph H ``0

2 also evaluates to a � c. At �xed `, there are two possible

choices for the color `0, and the symmetry factors are again trivial. �erefore the

total contribution of these graphs to Qu6;1;i�1 is

�k.6; 1/� 2acu6;1;iu6;2;i D �6acu6;1;iu6;2;i :

Let us now turn to the graphs H ``0

3 . �eir contracted amplitudes evaluate to:

d � lim
i!C1

Z M �2.i�1/

M �2i

d˛1d˛2d˛3

Z

dh1dh2dh3

ŒK˛1
.h1/�2K˛1C˛2C˛3

.h1h2h3/K˛2C˛3
.h2h3/

D lim
i!C1

Z M �2.i�1/

M �2i

d˛1d˛2d˛3

Z

dh1ŒK˛1
.h1/�2K˛1C2.˛2C˛3/.h1/

D
p

4�
3

16�2

Z M 2

1

d˛1d˛2d˛3

Z

R3

dX
e

� X2

2˛1

˛1
3

e
� X2

4Œ˛1C2.˛2C˛3/�

Œ˛1 C 2.˛2 C ˛3/�3=2

D 4�

Z M 2

1

d˛1d˛2d˛3

˛1
3=2Œ3˛1 C 4.˛2 C ˛3/�3=2

:

One can easily see that k.H ``0

3 / D 1. Since at �xed ` there are two possible

choices for `0 which generate the same e�ective bubble, we conclude that these

graphs produce a term

�k.6; 1/� 2du6;1;iu6;2;i D �6du6;1;iu6;2;i

in the expression of Qu6;1;i�1.
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Finally, the contracted amplitude of a graph H `
4 is c, and k.H `

4 / D 1. Each of

them generates a distinct e�ective bubble. �erefore this graphs result in a term

�k.6; 1/� cu6;1;iu4;i D �3cu6;1;iu4;i :

In summary, we have just shown that

Qu6;1;i�1 D u6;1;i �6acu6;1;i
2�6.acCd/u6;1;iu6;2;i �3cu6;1;iu4;iCO.u3/: (28)

We proceed in a similar way to determine Qu6;2;i�1. �e four types of graphs

contributing are represented in Figure 16.

`

`

`0

(a) I ``0

1C
.

`

`

`0

(b) I ``0

1�
.

`

`

`0

`00

(c) I ``0`00

2
.

`

`

`0

(d) I ``0

3
.

`

`

`0

`00

(e) I ``0`00

4
.

Figure 16. Second order contributions to Qu6;2.
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�e graphs I ``0

1˙ evaluate to a�c. At �xed `0, we are free to choose between two

values of ` and the sign ˙, therefore four distinct graphs generate the same e�ec-

tive bubble. Since the symmetry factors are trivial, these graphs are responsible

for a term

�k.6; 2/� 4acu6;1;iu6;2;i D �4acu6;1;iu6;2;i

in the computation of Qu6;2;i�1.

�e amplitude of any graph I ``0`00

2 is d. �e symmetry factors are trivial, and

the value of `00 uniquely determines the e�ective bubble generated by the graph.

Once `00 is �xed one has two possibilities for `0, and two for `. Hence these graphs

produce a term

�k.6; 2/� 4du6;2;i
2 D �4du6;2;i

2:

�e graphs I ``0

3 generate a term proportional to c. At �xed `0, there is a freedom

in the choice of `. Since k.I ``0

3 / D 1 this results in the following contribution to

Qu6;2;i�1:

�k.6; 2/� 2c � u6;2;i u4;i D �2cu6;2;i u4;i :

Finally, the graphs I ``0`00

4 generate amplitudes evaluating to a � c. At �xed

`0, one is free to choose between two values for `0 and two values for `00. �e

symmetry factor is k.I ``0`00

4 / D 1, hence the total contribution of these graphs is

�k.6; 2/� 4ac � u6;2;i
2 D �4acu6;2;i

2:

�is concludes the computation of Qu6;2;i�1:

Qu6;2;i�1 D u6;2;i �4.acCd/u6;2;i
2�4acu6;1;iu6;2;i �2cu6;2;i u4;iCO.u3/: (29)

5.2. Wave-function renormalization. �e wave-function renormalization is de-

termined, at this order, by the graphs G`
1, G`

2, G`
3 and G``0

4 , more precisely by their

Taylor expansion at order two around their local part.

Each graph G`
1 generates a term

e � w`.0; G`
1/

D lim
i!C1

M i � 1

6

Z

dgjXg j2
Z M �2.i�1/

M �2i

d˛ŒK˛.h/�2K˛.hg/

D 1

6
M i
p

4�
3
� 1

16�2

�2
Z M �2.i�1/

M �2i

d˛

Z

R3

dX jX j2
Z

R3

dH
e� H2

2˛

˛3

e� .HCX/2

4˛

˛3=2
:
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``

(a) G`
1
.

`

(b) G`
2
.

`

(c) G`
3
.

`

`0

(d) G``0

4
.

Figure 17. Graphs contributing to Zi�1.

In order to evaluate the Gaussian integral with respect to H , we re-arrange the

quadratic form appearing in the exponentials

H 2

2˛
C .H C X/2

4˛
D 3

4˛

�

H C X

3

�2

C X2

6˛
;

so that

e D 1

6
M i
p

4�
3
� 1

16�2

�2�4�

3

�3=2
Z M �2.i�1/

M �2i

d˛

Z

R3

dX jX j2 e� X2

6˛

˛3
:

To evaluate the integral over X , we make use of the general formula
Z

Rd

dX X2 e�aX2 D � d

da

Z

Rd

dX e�aX2 D � d

da

��

a

�d=2

D d

2a

��

a

�d=2

:

�is �nally yields:

e D 3

2

r

�

2

Z M 2

1

d˛p
˛
D 3

r

�

2
.M � 1/:

�e symmetry factor associated to each such graph is 1, therefore they collectively

generate a term

�eu4;i

in the expression of Zi�1.



86 S. Carrozza

�e contribution of a graph G`
2 can be evaluated in a similar way. It is

f � w`.0; G`
2/

D lim
i!C1

1

6

Z

dgjXg j2
Z M �2.i�1/

M �2i

d˛1d˛2ŒK˛1
.h1/�2ŒK˛2

.h2/�2K˛1C˛2
.h1h2g/

D 1

6

p
4�

5
� 1

16�2

�3
Z M �2.i�1/

M �2i

d˛1d˛2

Z

R3

dX jX j2
Z

R3

dH1

Z

R3

dH2

e�Q.X;H1;H2/

˛1
3˛2

3.˛1 C ˛2/3=2
;

where the quadratic form Q is de�ned by

Q.X; H1; H2/ D H1
2

2˛1

C H2
2

2˛2

C .H1 CH2 CX/2

4.˛1 C ˛2/
:

One can re-arrange Q in such a way that one can easily integrate H1 and H2

successively; for instance,

Q.X; H1; H2/ D 3˛1 C ˛2

4˛1.˛1 C ˛2/

�

H1 C
˛1

3˛1 C 2˛2

.H2 CX/
�2

C 3

2

˛1 C ˛2

.3˛1 C 2˛2/˛2

�

H2 C
1

3

˛2

˛1 C ˛2

X
�2

C 1

6.˛1 C ˛2/
X2 :

Hence

f D 1

6
.4�/�7=2

Z M �2.i�1/

M �2i

d˛1d˛2

Z

R3

dX jX j2 e
� X2

6.˛1C˛2/

˛1
3˛2

3.˛1 C ˛2/3=2

�4�˛1.˛1 C ˛2/

3˛1 C 2˛2

�3=2�2�.3˛1 C 2˛2/˛2

3.˛1 C ˛2/

�3=2

D 3�

4

Z M 2

1

d˛1d˛2

˛1 C ˛2

˛1
3=2˛2

3=2

D 3�

2

Z M 2

1

d˛1d˛2

1

˛1
1=2˛2

3=2

D 6�.M � 1/
�

1 � 1

M

�

D 6�
�

M � 2C 1

M

�

:
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Since k.G`
2/ D 1, the contribution of this graphs to Zi�1 is

�fu6;1;i :

Let us now consider a graph G`
3, and call `0, `" the two remaining colors. By

expanding the amplitude of the graph to Taylor order 2 around its tensor invariant

part, one easily sees that a kernel of the form

aeu6;2;i �`0 C aeu6;2;i�`00

is generated. By varying ` one therefore generates 6 a e u6;2;i Laplace operators,

which split equitably between the three internal colors. �erefore the total contri-

bution of these graphs to Zi�1 is

�2aeu6;2;i :

Finally, we can examine the G``0

4 contributions. Each of these amplitudes pro-

duces a term

g � lim
i!C1

1

6

Z M �2.i�1/

M �2i

d˛1d˛2

Z

dgjXg j2 dh1dh2

ŒK˛1
.h1/�2K˛1C˛2

.h1h2/K˛2
.h2/K˛2

.h2g/

D 1

6

p
4�

5
� 1

16�2

�3
Z M �2.i�1/

M �2i

d˛1d˛2

Z

R3

dX jX j2

Z

R3

dH1

Z

R3

dH2

e�R.X;H1;H2/

˛1
3˛2

3.˛1 C ˛2/3=2
;

where

R.X; H1; H2/ D H1
2

2˛1

C .H1 CH2/2

4.˛1 C ˛2/
C H2

2

4˛2

C .H2 CX/2

4˛2

:

One can then rewrite R as

R.X; H1; H2/ D 3˛1 C 2˛2

4˛1.˛1 C ˛2/

�

H1 C
˛1

3˛1 C 2˛2

H2

�2

C 3

2

˛1 C ˛2

.3˛1 C 2˛2/˛2

�

H2 C
1

6

3˛1 C 2˛2

˛1 C ˛2

X
�2

C 1

24

3˛1 C 4˛2

.˛1 C ˛2/˛2

X2 ;
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so that

g D 1

6
.4�/�7=2

Z M 2

1

d˛1d˛2

Z

R3

dX jX j2 e
�

3˛1C4˛2
24.˛1C˛2/˛2

X2

˛1
3˛2

3.˛1 C ˛2/3=2

�4�˛1.˛1 C ˛2/

3˛1 C 2˛2

�3=2�2�.3˛1 C 2˛2/˛2

3.˛1 C ˛2/

�3=2

D 1

2

�1

3

�5=2

.4�/�2.2�/3=2

Z M 2

1

d˛1d˛2

d˛1d˛2

˛1
3=2˛2

3=2.˛1 C ˛2/3=2

Z

R3

dX jX j2e
�

3˛1C4˛2
24.˛1C˛2/˛2

X2

D 24�

Z M 2

1

d˛1d˛2

.˛1 C ˛2/˛2

˛1
3=2.3˛1 C 4˛2/5=2

:

Since G``0

4 and G`0`
4 generate Laplacians acting on the same color, the combina-

torial factor is simply 2. Hence these graphs generate a term

�2gu6;2;i

in the expression of Zi�1.

�is concludes the computation of the wave-function parameter:

Zi�1 D 1� eu4;i � fu6;1;i � 2.a eC g/u6;2;i C O.u2/ (30)

5.3. Resulting equations. We can now gather the results (28), (29), and (30) to

deduce the �ow equations for u6;1 and u6;2 up to second order. �is yields

u6;1;i�1 D u6;1;i C .3f � 6ac/u6;1;i
2 C 6.aeC g � ac � d/u6;1;iu6;2;i

C 3.e � c/u6;1;iu4;i C O.u3/
(31)

and

u6;2;i�1 D u6;2;i C .6.aeC g/ � 4ac � 4d/u6;2;i
2

C .3f � 4ac/u6;1;iu6;2;i C .3e� 2c/u6;2;i u4;i C O.u3/
(32)

We observe that all the wave-function contributions come with a positive sign, as

opposed to all the other terms which come with a minus sign. In order to determine

how the 6-valent couplings behave in the UV region, one can �rst determine the

signs of the resulting coe�cients. To this purpose, we prove the following lemma.
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Lemma 1. For any M > 1,:

(i) e > c and

(ii) f > 2ac.

Further, there exists M0 > 1, such that, for any M > M0,

(iii) g.M/ > d.M/ .

Proof. To begin with, we remark that

M 2 C 1 D .M � 1C 1/2 C 1

D .M � 1/2 C 2.M � 1/C 2

� .M � 1/2 C 2
p

2.M � 1/C 2 D .M � 1C
p

2/2:

(33)

Hence

c D 4
p

�.
p

2
p

M 2 C 1�M � 1/

� 4
p

�.
p

2 � 1/.M � 1/:
(34)

�is immediately yields

e � c � 3

r

�

2
.M � 1/ � 4

p
�.
p

2� 1/.M � 1/

D
�

4� 5
p

2

2

�p
�.M � 1/

> 0;

where in the third line we have used that
p

2 < 3
2
.

We can prove the second inequality in a similar way:

f � 2ac � 6�.M � 1/
�

1� 1

M

�

� 2
p

2�
�

1� 1

M

�

4
p

�.
p

2 � 1/.M � 1/

D .8
p

2� 10/�.M � 1/
�

1 � 1

M

�

> 0

with the last line an immediate consequence of
p

2 > 5
4
.

In order to prove the third inequality it is su�cient to show that the derivative of

g�d with respect to M converges to a strictly positive number when M !C1.
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One has

1

�

dg

dM
D 48M

�Z M 2

1

d˛1

.˛1 CM 2/M 2

˛1
3=2Œ3˛1 C 4M 2�5=2

C
Z M 2

1

d˛2

.M 2 C ˛2/˛2

M 3Œ3M 2 C 4˛2�5=2

�

D 24.1CM 2/2

M

1

.3C 4M 2/3=2
� 24

.1CM 2/2

M 2

1

.4C 3M 2/3=2

�
M �1

3� 8

3

p
3

1

M
C O

� 1

M 2

�

(35)

and

1

�

dd

dM
D 8M

�Z M 2

1

d˛2d˛3

1

M 3Œ3M 2 C 4.˛2 C ˛3/�3=2

C 2

Z M 2

1

d˛1d˛2

1

˛1
3=2Œ3˛1 C 4.˛2 CM 2/�3=2

�

D � 2

M 2

p

8C 3M 2 � 2

M

p

3C 8M 2

C 4

M 2.1CM 2/

p

4C 7M 2 C 4M

1CM 2

p

7C 4M 2

�
M �1

8� 4
p

2C
�

4
p

7 � 2
p

3
� 1

M
C O

� 1

M 2

�

:

(36)

�is yields, in particular,

d.g� d/

dM
.M/ ������!

M !C1
.4
p

2� 5/� > 0;

which concludes the proof.

Remark. �e explicit expressions of g and d being rather involved, we did not try

to prove that g > d in full generality. However one can easily check numerically

that this holds, as one would expect. See Figure 18.

�ese inequalities immediately imply that all the coe�cients appearing in equa-

tions (31) and (32) are strictly positive. If one starts with small positive coupling

constants at scale i0, u6;1 and u6;2 will both grow towards the infrared. One would

therefore be tempted to conclude that the model is asymptotically free. However,

due to the non-linear nature of the �ow equations we have derived, only a careful

analysis can settle this question, which is the purpose of the next and �nal section.
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1
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6

Figure 18. Plot of M
�

d.g�d/
dM

as a function of M .

6. Qualitative behaviour in the vicinity of the Gaussian �xed point

�e main purpose of this last section is to determine under which conditions the

theory �ows towards a Gaussian model in the deep UV. To this e�ect, we will ana-

lyze the qualitative properties of the continuous �ow which underlies the discrete

equations derived in the preceding section.

6.1. Continuous �ow. �e truncated system of equations we have derived in the

previous sections takes the form

8

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

:

u2;i�1 � u2;i D M 2
�M 2 � 1

M 2
u2;i C A4u4;i C A6;1u6;1;i C A6;2u6;2;i

�

;

u4;i�1 � u4;i D M
�M � 1

M
u4;i C B6;1u6;1;i C B6;2u6;2;i

�

;

u6;1;i�1 � u6;1;i D u6;1;i .C4u4;i C C6;1u6;1;i CD6;2u6;2;i /;

u6;2;i�1 � u6;2;i D u6;2;i .D4u4;i CD6;1u6;1;i CD6;2u6;2;i /:

Since the last three equations form a closed system, and we only wish to determine

at which conditions the theory becomes Gaussian in the UV, we will ignore the

mass coupling constant. We can moreover assume that the qualitative behaviour

of the theory will be well-captured by a continuous version of the �ow, which we

now describe.
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Let us introduce new e�ective coupling constants u4.t /, u6;1.t / and u6;2.t /,

where t 2 R is to be thought of as .� logM .ƒ// and ƒ is a continuously varying

UV cut-o�.16 We then de�ne the autonomous system of �rst-order di�erential

equations
8

ˆ

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

ˆ

:

Pu4 DM
�M � 1

M
u4 C B6;1u6;1 C B6;2u6;2

�

Pu6;1 D u6;1.C4u4 C C6;1u6;1 CD6;2u6;2/;

Pu6;2 D u6;2.D4u4 CD6;1u6;1 CD6;2u6;2/:

(S )

From now on, the term Gaussian �xed point will refer to the �xed point

u4 D u6;1 D u6;2 D 0

of the system .S/. Our goal is to determine which solutions of .S/ converge to the

Gaussian �xed point in the limit t ! �1.

Let us now gather a few useful facts about .S/. First, the coe�cients B6;1; : : :,

D6;2 are all strictly positive. Second, �ve di�erent planes will play a special role,

as subspaces on which one of the components of the �ow cancels. �ese are

H4 W 0 D u4 C 2
p

2�u6;1 C 4
p

2�u6;2 � f4.u4; u6;1; u6;2/;

H
.1/
6;1 W 0 D C4u4 C C6;1u6;1 C C6;2u6;2 � f6;1.u4; u6;1; u6;2/;

H
.2/
6;1 W 0 D u6;1

H
.1/
6;2 W 0 D D4u4 CD6;1u6;1 CD6;2u6;2 � f6;2.u4; u6;1; u6;2/;

H
.2/
6;2 W 0 D u6;2:

In particular, we immediately observe that on H
.2/
6;1 (resp. H

.2/
6;2), both u6;1 D 0

(resp. u6;2 D 0) and Pu6;1 D 0 (resp. Pu6;2 D 0). With the help of Cauchy–Lipschitz

theorem, this immediately implies the following lemma.

Lemma 2. �e sign of u6;1 (resp. u6;2) is invariant under the �ow of .S/.

�us we will conveniently organize our analysis according to the signs of u6;1

and u6;2, and as a warming exercise construct the phase portrait of the �ow in the

invariant subspace H
.2/
6;2 . �e following set of inequalities will prove useful in this

respect.

16 Contrary to standard notations, the UV side of the scale ladder corresponds to t ! �1.
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Lemma 3. For any M > 1,

(i) ˇ11.M/ � 2
p

2�C4.M/ � C61.M/ > 0 and

(ii) ˇ21.M/ � 2
p

2�D4.M/ �D61.M/ > 0.

Further, there exists M0 > 1 such that, for any M > M0,

(iii) ˇ12.M/ � 4
p

2�C4.M/ � C62.M/ > 0 and

(iv) ˇ22.M/ � 4
p

2�D4.M/ �D62.M/ > 0.

Proof. One �rst has that

ˇ11 D �3f C 6
p

2�e � 6
p

2�

M
c;

which by use of formula (34) implies

ˇ11 �
6.1C

p
2/�

M
.M � 1/ > 0:

�e sign of ˇ21 is immediately obtained from that of ˇ11:

ˇ21 D �3f C 6
p

2�e� 4
p

2�

M
c � ˇ11 > 0:

�e last two inequalities are again more involved, due to the complicated expres-

sions for g and d. Using the explicit expression of a, e, and applying once more

formula (34), one �nds

ˇ12 � .24
p

2 � 30/�
�

1C 1

M

�

.M � 1/ � 6.g � d/ � �12.M/;

and

ˇ22 � .16
p

2 � 14/�.M � 1/ � 6gC 4d � �22.M/:

�e functions �12 and �22 evaluate to 0 when M D 1, so to prove that they are

positive, it is enough to show that their �rst derivatives are positive for any M > 1.

�ese are given by

d�12

dM
.M/ D .24

p
2� 30/�

�

1C 1

M 2

�

� 6
dŒg� d�

dM
.M/;

and

d�22

dM
.M/ D .16

p
2� 14/�

�

1C 1

M 2

�

� dŒ6g� 4d�

dM
.M/:
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By use of the asymptotic expansions of g and d, see equations (35) and (36), one

obtains

d�12

dM
.M/ �

M !C1
.4
p

3C 24
p

7/�
1

M
C O

� 1

M 2

�

;

and

d�22

dM
.M/ �

M !C1

�40

3

p
3C 16

p
7
�

�
1

M
C O

� 1

M 2

�

:

In particular, one concludes that both �12.M/ and �22.M/ diverge to C1 when

M !C1, which concludes the proof.

Remark. Again, even if we have not proven it in full generality, one can convince

oneself that the functions �12 and �22 are strictly positive on �1;C1Œ (see Fig-

ure 19), which guarantees that the coe�cients ˇ12 and ˇ22 are strictly positive for

any value of M > 1. We also provide numerical plots of the ˇ-coe�cients in

Figure 20, which con�rm our claims.

6.2. Phase portrait on the u6;2 D 0 invariant subspace. Let us assume that

u6;2 D 0 and look at the reduced autonomous system:

8

<

:

Pu4 D .M � 1/.u4 C 2
p

2�u6;1/;

Pu6;1 D u6;1.C4u4 C C6;1u6;1/:
(S 0)

According to Lemma 3, the relative positions of the lines L4 � H4 \ H
.2/
6;2 and

L
.1/
6;1 � H

.1/
6;1 \ H

.2/
6;2 in the plane .u4; u6;1/ are as represented in Figure 21, no

matter what the value of M is. We de�ne the open sets

1 2 3 4 5

5

10

15

20

25

(a) d�12

dM
.

1 2 3 4 5

20

25

30

35

40

45

50

55

(b) d�22

dM
.

Figure 19. Plots of �0
12

and �0
22

as functions of M : both are manifestly positive.
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(b) ˇ12.
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(d) ˇ22.

Figure 20. From left to right: ˇ11, ˇ12, ˇ21 and ˇ22 as functions of M > 1.

UI D ¹.u4; u6;1/ j u6;1 > 0; f6;1.u4; u6;1; 0/ > 0º;

UII D ¹.u4; u6;1/ j f6;1.u4; u6;1; 0/ < 0; f4.u4; u6;1; 0/ > 0º;

UIII D ¹.u4; u6;1/ j u6;1 > 0; f4.u4; u6;1; 0/ < 0º;

UIV D ¹.u4; u6;1/ j u6;1 < 0; f4.u4; u6;1; 0/ > 0º;

UV D ¹.u4; u6;1/ j f6;1.u4; u6;1; 0/ > 0; f4.u4; u6;1; 0/ < 0º;

UVI D ¹.u4; u6;1/ j u6;1 < 0; f6;1.u4; u6;1; 0/ < 0º:

in each of which the signs of Pu4 and Pu6;1 do not change. In Figure 21, the small

arrows in each region indicate the signs of Pu4 and Pu6;1. In particular, one notes

that the only two regions in which ju4j and ju6;1j are both strictly increasing are

UI and UV. We therefore expect that any non-trivial trajectory17 converging to the

Gaussian �xed point in the t ! �1 limit would approach it from one of these

two regions. Let us now investigate in more details whether one of these scenarii

actually occurs.

17�at is, any trajectory not contained in the u6;1 D 0 axis.
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In the following, we denote by u.t / D .u4.t /; u6;1.t // a maximal solution

of .S 0/, de�ned for any t 2 R. Let us �rst focus on the case u6;1 > 0. One can

�rst prove the following lemma.

Lemma 4. Let t1 2 R. If u.t1/ 2 UI [ UIII, then one can �nd t0 < t1 such that

u.t0/ 2 UII.

Proof. Let us �rst assume that u.t1/ 2 UIII. If u.t / 2 UIII for all t � t1, then u4.t /

and u6;1.t / are both decreasing with respect to t . Moreover,

Pu6;1.t / � Pu6;1.t1/ < 0;

and hence u6;1 diverges in the limit t ! �1. Since u4.t / > u4.t1/ for all t � t1,

u.t / necessarily crosses L4, which yields a contradiction. Hence there must exists

t0 < t1 such that u.t0/ 2 UII.

�e non-trivial part of this lemma concerns the situation in which u.t1/ 2 UI.

If u.t / 2 UI for all t � t1, then u4 and u6;1 are both monotonically increasing and

bounded from below. �erefore they must converge in �1, and since there is no

other �xed point available, u.t / converges to 0 in the limit t ! �1. Now, one

also has

Pu6;1

u6;1

D C4u4 C C6;1u6;1 � C4u4 C 2
p

2�C4u6;1 � K Pu4;

where K D C4

M �1
> 0 and we made use of Lemma 3. �is implies that

u6;1.t / � u6;1.t1/ exp.K.u4.t /� u4.t1//; for all t 2� �1; t1�;

which is incompatible with lim
t!�1

u.t / D 0. Hence there must be a t0 < t1 such

that u.t0/ 2 UII.

�is is su�cient to conclude with the following proposition.

Proposition 3. Let t0 2 R. �ere exists no solution u of .S 0/ such that:

u6;1.t0/ > 0 and lim
t!�1

u.t / D 0 : (37)

Proof. �e �ow of .S 0/ is outward-pointing on the boundary of UII. �erefore UII

is stable with respect to the time-reversed �ow of .S 0/. Combined with the fact that

in this region both ju4j and ju6;1j are increasing with respect to this time-reversed

�ow, the previous Lemma provides the desired result.
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Remark. We can easily go a bit further and show that the trajectories in the half-

space ¹u6;1 > 0º are of two types: those verifying

lim
t!C1

u4.t / D �1 and lim
t!C1

u6;1.t / D 0;

and those such that

lim
t!C1

u4.t / D lim
t!C1

u6;1.t / D C1:

In both cases,

lim
t!C1

u4.t / D �1 and lim
t!C1

u6;1.t / D C1:

See Figure 21.

u6;1

u4

Qu.0/

L
.1/

6;1

L4

UI

UII

UIII

UIV

UV

UVI

Figure 21. Phase portrait in the .u4; u6;1/ plane.



98 S. Carrozza

Let us now consider the other half of the .u4; u6;1/ plane. An analogue of

Lemma 4 holds in this sector.

Lemma 5. Let t1 2 R. If u.t1/ 2 UV, then there exists t0; t2 2 R such that

8

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

:

t0 < t1 < t2;

u.t0/ 2 UIV;

u.t2/ 2 UVI

Moreover,

lim
t!C1

u4.t / D �1:

Proof. Assume u.t1/ 2 UV. If u.t / 2 UV for all t � t1, then u4 and u6;1 are

monotonically decreasing on ��1; t1�, and bounded from above. u.t / must there-

fore converge in the limit t ! �1, hence to the Gaussian �xed point. �is is

impossible since u4.t / � u4.t1/ for all t � t1, therefore there must be a t0 < t1

such that u.t0/ 2 UIV.

Similarly, we can show that u.t2/ has to be in region UVI for some t2 > t1.

�is region is stable under the �ow of .S/. �erefore u6;1 is increasing, bounded

on Œt2;C1Œ, and must therefore converge in C1. u4 is decreasing, and similarly

either converges or tends to �1 inC1. In order to determine which of these two

cases arises, note that in the region UVI Lemma 3 ensures that

Pu6;1

u6;1

D C4u4 C C6;1u6;1 � C4u4 C 2
p

2�C4u6;1 � K Pu4;

where

K D C4

M � 1
> 0:

�is yields the bound

u6;1.t / � u6;1.t2/ exp .K.u4.t /� u4.t2// ;

for any t � t2. It therefore appears that if u4 were to converge to a �nite value in

C1, u6;1 would converge to a non-zero value, and the limit value of u.t / would

not be a �xed point. Hence u4.t / must tend to �1 when t !C1.

�is allows to conclude that the Gaussian �xed point is UV attractive relative

to negative perturbations of u6;1.



Discrete renormalization group for SU.2/ tensorial group �eld theory 99

Proposition 4. Let u be a solution of .S 0/ and t2 2 R. �ere exists a neighborhood

V of 0 such that

8

<

:

u6;1.t0/ � 0;

u.t0/ 2 V
H) lim

t!�1
u.t / D 0:

Proof. In order to construct an appropriate neighborhood V , let us consider a

solution Qu such that Qu.0/ 2 L6;1 and Qu6;1.0/ < 0. By Lemma 5, Qu.t / enters in

region UV and remains there at later times. Hence the distance between the origin

and the curve Qu.Œ0;C1Œ/ is non-zero. Reparameterizing the trajectory of Qu by the

function Qu6;1. Qu4/, we de�ne the open set

V D ¹.u4; u6;1/ju4 2� �1; Qu4.0/�; u6;1 > Qu6;1.u4/º
[ ¹.u4; u6;1/jf6;1.u4; u6;1; u6;2/ > 0º;

which contains the origin. In the half-plane u6;1 < 0, V coincides with the greyed

region in Figure 21.

It is easy to check that V \¹u6;1 < 0º is stable with respect to the time-reversed

�ow of .S/. Indeed, this �ow evaluated on the boundary of V is either tangential

(on Qu.Œ0;C1Œ/) or inward-pointing (on L
.1/
6;1).

Consider now a solution u such that u6;1.t0/ � 0 and u.t0/ 2 V . If u.t0/ 2 UVI,

one can �nd t1 < t0 such that u.t1/ 2 UV. If not, u4;1 and u6;1 being monotonic

on Œ�1; t0Œ and bounded, they would have to converge in �1, hence to 0. But

this cannot be since one would also have u6;1.t / � u6;1.t0/ < 0 for any t � t0.

�is observation, together with Lemma 5 implies the existence of some t2 < t0

such that u.t2/ 2 UIV, and hence u.t / 2 UIV for all t � t2. On ��1; t2�, u4 is

increasing and bounded from below by 0, therefore converges in �1. Similarly,

u6;1 converges in �1. Since the only �xed point available is the Gaussian one,

u.t / converges to 0 when t ! �1.

Remark. Like in the previous case, one could try to map the �ow more precisely in

this region. However this would require more involved computations. Since from

a physical perspective we are only interested in the properties of the �ow of .S/ in

the vicinity of the trivial �xed point, we decided to ignore possible complications

arising from trajectories reaching simultaneously large negative values of u4 and

u6;1. �at was the technical purpose of the introduction of the open set V . See

Figure 21.
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Similar results can be proven with the same methods in the u6;1 D 0 plane: no

trajectory with u6;2 > 0 is asymptotically free, and on the contrary all trajectories

with u6;1 � 0 are.

6.3. General properties of trajectories with u6;1u6;2 � 0. We now come back

to the full three-dimensional system .S/. It turns out that the case in which u6;1

and u6;2 have identical signs can be analyzed in a way very similar to what has

been achieved in the previous section. We can �rst infer the relative positions of

the planes H4, H
.1/
6;1 and H

.1/
6;2 from Lemma 3 (and our numerical checks).

Lemma 6. If u6;1 > 0 and u6;2 > 0, then

f4.u4; u6;1; u6;2/ � 0 H)

8

<

:

f6;1.u4; u6;1; u6;2/ < 0;

f6;2.u4; u6;1; u6;2/ < 0:

If u6;1 < 0 and u6;2 < 0, then

f4.u4; u6;1; u6;2/ � 0 H)

8

<

:

f6;1.u4; u6;1; u6;2/ > 0;

f6;2.u4; u6;1; u6;2/ > 0:

�is allows us to de�ne the disjoint open sets

UI D ¹u6;1 > 0; u6;2 > 0; f6;1 > 0; f6;2 > 0º;

UII D ¹u6;1 > 0; u6;2 > 0; f6;1 < 0; f4 > 0º;

[ ¹u6;1 > 0; u6;2 > 0; f6;2 < 0; f4 > 0º;

UIII D ¹u6;1 > 0; u6;2 > 0; f4.u4; u6;1; u6;2/ < 0º;

UIV D ¹u6;1 < 0; u6;2 < 0; f4.u4; u6;1; u6;2/ > 0º;

UV D ¹u6;1 < 0; u6;2 < 0; f4.u4; u6;1; u6;2/ < 0º;

which moreover verify

UI [ UII [ UIII D ¹.u4; u6;1; u6;2/ju6;1 � 0 ; u6;2 � 0º;
and

UIV [ UV D ¹.u4; u6;1; u6;2/ju6;1 � 0 ; u6;2 � 0º:

In the following u denotes a maximal solution of .S/. We can �rst show that

in the ¹u6;1 > 0; u6;2 > 0º subspace, all trajectories must intersect UII at early

times.
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Lemma 7. Let t1 2 R. If u.t1/ 2 UI [ UIII, then one can �nd t0 < t1 such that

u.t0/ 2 UII.

Proof. Let us �rst assume that u.t0/ 2 UIII. Since Pu4, Pu6;1 and Pu6;2 are all negative

in this region, we can repeat the argument of Lemma 4 and conclude that u.t /

cannot remain within UIII at all times t � t1, and hence must enter region UII.

Consider now the non-trivial case in which u.t0/ 2 UI. In this region one has

Pu4 > 0, Pu6;1 > 0 and Pu6;2 > 0. Moreover Lemma 3 (supplemented with our

numerical checks) ensures that
8

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

:

Pu6;1

u6;1

� K1 Pu4;

Pu6;2

u6;2

� K2 Pu4;

where

K1 D
C4

M � 1
> 0 and K2 D

D4

M � 1
> 0:

Hence we can run the same argument as in Lemma 5 and conclude that u.t / cannot

remain in U.I / at all times t � t1 without yielding a contradiction.

It hence appears that there are no asymptotically free trajectories with both

u6;1 > 0 and u6;2 > 0.

Proposition 5. Let t0 2 R. �ere exists no solution u of .S/ such that:
8

<

:

u6;1.t0/ > 0;

u6;2.t0/ > 0;
and lim

t!�1
u.t / D 0:

Proof. One only needs to check that the region UII, in which Pu4 > 0, is stable

with respect to the time-reversed �ow of .S/. �is is guaranteed by the following

facts:
0

@

Pu4

Pu6;1

Pu6;2

1

A �

0

@

C4

C6;1

C6;2

1

A D C4f4 C C6;1u6;1f6;1 C C6;2u6;2f6;2 � 0

on ¹u6;1 > 0; u6;2 > 0; f6;1 D 0; f6;2 � 0º;
0

@

Pu4

Pu6;1

Pu6;2

1

A �

0

@

D4

D6;1

D6;2

1

A D D4f4 CD6;1u6;1f6;1 CD6;2u6;2f6;2 � 0

on ¹u6;1 > 0; u6;2 > 0; f6;1 � 0; f6;2 D 0º; and
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0

@

Pu4

Pu6;1

Pu6;2

1

A �

0

B

@

1

2
p

2�

4
p

2�

1

C

A
D 2
p

2�u6;1f6;1 C 4
p

2�u6;2f6;2 � 0

on ¹u6;1 > 0; u6;2 > 0; f4 D 0º.

�e previous proposition is the main result of this paper: the hypothesis that

the Gaussian �xed point is UV stable against perturbations u6;1 > 0 and u6;2 > 0,

as suggested by equations (31) and (32), is not con�rmed by a careful inspection

of the equations.

We now consider the situation in which both u6;1 and u6;2 are negative. As

compared to the previous section, we will avoid unnecessary complications by

relying even more on a suitably chosen stable neighborhood of the origin.

Lemma 8. Suppose that u.t0/ 2 UV for some t0 2 R. �en

lim
t!C1

u4.t / D �1 :

Proof. We can �rst remark that UV is stable with respect to the �ow of .S/. Indeed

one has

0

@

Pu4

Pu6;1

Pu6;2

1

A �

0

B

@

1

2
p

2�

4
p

2�

1

C

A
D 2
p

2�u6;1f6;1 C 4
p

2�u6;2f6;2 � 0

for any .u4; u6;1; u6;2/ 2 H4 such that u6;1 � 0 and u6;2 � 0. Hence u4 is

monotonically decreasing on Œt0;C1Œ, and one of the two following cases occur:

a) lim
t!C1

u4.t / D C 2 R, or

b) lim
t!C1

u4.t / D �1.

Assuming that a) is realized, then also lim
t!C1

Pu4.t / D 0. It results that u.t /

must asymptotically reach the set

SC D ¹u4 D C º \ ¹f4 D 0º \ ¹u6;1 � 0; u6;2 � 0º:

But SC D ; unless C D 0, in which case SC D ¹0º. �is implies that u must

converge to the Gaussian �xed point in C1.
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Let us now show that this behaviour is not consistent with the �ow equations.

When u6;1 < 0 and u6;2 < 0, Lemma 3 allows to prove that

8

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

:

Pu6;1

u6;1

� K1 Pu4;

Pu6;1

u6;1

� K2 Pu4:

where

K1 D
C4

M � 1
> 0 and K2 D

D4

M � 1
> 0:

�ese in turn imply

8

<

:

u6;1.t / � u6;1.t0/ exp.K1.u4.t / � u4.t2//;

u6;2.t / � u6;2.t0/ exp.K2.u4.t / � u4.t2//;

for any t � t0. �ese two inequalities are incompatible with lim
t!C1

u.t / D 0.

Hence the situation b) is the one which actually occurs.

Proposition 6. Let u be a solution of .S/ and t0 2 R. �ere exists a neighborhood

V of 0 such that

8

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

:

u6;1.t0/ � 0;

u6;2.t0/ � 0;

u.t0/ 2 V

H) lim
t!�1

u.t / D 0:

Proof. Let us de�ne the open disc

D D ¹u6;1 < 0; u6;2 < 0; f4 D 0; u4
2 C u6;1

2 C u6;2
2 < 1º :

�e �ow ˆ.t; �/ of .S/ generates the set

V0 D ˆ.Œ0;C1Œ; D/;

which according to Lemma 8 is in�nitely extended in the direction u4 ! �1.

See Figure 22 for a qualitative representation of D and V0. �en

V D V0 [ ¹f4 > 0º [ ¹u6;1 > 0º [ ¹u6;2 > 0º

is an open set containing the origin. Moreover, V is by construction stable under

the time-reversed �ow of .S/.



104 S. Carrozza

Assume that u.t0/ 2 V \UV. If u.t / 2 UV for all t � t0, then u4 is a monotoni-

cally decreasing function. Moreover, since u4 is bounded on V0\¹u4 > u4.t0/º, u4

must converge in �1. �en one also has Pu4.t /! 0 when t ! �1, therefore by

the same argument as already invoked in Lemma 8 one must have lim
t!�1

u.t / D 0.

If on the other hand u.t1/ 2 UIV for some t1 2 R, then u.t / 2 UIV for any t � t1.

By monotonicity and boundedness of u4, u6;1 and u6;2, one then again concludes

that lim
t!�1

u.t / D 0.

Finally, the case in which u6;1.t0/ D 0 has already been treated in the previous

section, and similar results hold for u6;2.t0/ D 0.

V0

u6:1

u6:2

u4

D

Figure 22. �e action of the �ow of S on D generates the unbounded set V0.

6.4. Trajectories with u6;1u6;2 < 0. �e phase portrait in regions in which u6;1

and u6;2 have opposite signs is more di�cult to analyze.

On the one hand, there is no obvious UV stable open set in which ju4j, ju6;1j
and ju6;2j are simultaneously strictly increasing under the �ow of .S/. Hence there

seems to be no immediately identi�able argument proving that asymptotically free

trajectories do exist in this region. On the other hand, none of the bounds we relied

on in the previous sections (in particular to exclude asymptotic freedom when

u6;1 > 0 and u6;2 > 0), are easily generalizable. �erefore the non-existence of

asymptotically free trajectories in this sector seems equally hard to establish.
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In a sense the dynamical system .S/ becomes truly three dimensional when

u6;1u6;2 < 0, with all the complications this may lead to. A comprehensive study

in this regime is therefore beyond the scope of the present work, and we leave the

question open for future investigations.

7. Conclusion and outlook

Let us start with a summary of what has been achieved in this paper. �e main goal

was to develop a Wilsonian renormalization group picture of the renormalizable

TGFT of [52]. �is required the introduction of dimensionless parameters, with

canonical dimensions inferred from the power-counting. �e perturbative expan-

sion was then performed with respect to the dimensionless parameters rather than

the dimensionful ones, which is responsible for subtle departures with respect to

previous analyzes of such models [55, 56, 52]: the class of graphs which are di-

vergent in this sense is enlarged. General (and formal) �ow equations, involving

melonic graphs only, have been derived.

We then applied these general equations in the vicinity of the Gaussian �xed

point, where perturbation theory can be applied. We �rst recovered the splitting

between renormalizable and non-renormalizable coupling constants, which al-

lowed us to restrict ourselves to four independent parameters: the mass, a 4-valent

coupling constant, and two 6-valent coupling constants. �e eigendirections of

the linearized system were then computed, reducing further the set of indepen-

dent couplings in the deep UV region: the mass and 4-valent coupling constant

become linearly dependent of the two marginal 6-valent coupling constants at high

scales. In order to fully understand the �ow in the vicinity of the Gaussian �xed

point, the perturbative expansion was pushed to second order in the marginal pa-

rameters. Resorting to continuous methods, we eventually derived some general

properties. Our main result is the following (see Proposition 5):

renormalization group trajectories with non-zero and positive marginal

parameters are not asymptotically free.

For such trajectories, the existence of a Landau pole can therefore not be excluded.

On the contrary, we also proved that the Gaussian �xed point is UV attractive with

respect to negative perturbations of the marginal parameters (see Proposition 6).

However this corresponds to a regime in which one does not expect to be able to

de�ne the partition function rigorously.
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A few comments are in order as far as asymptotic freedom is concerned. As

was made clear in previous works [55, 56], asymptotic freedom is to be expected

in such models, due to an enhanced wave-function renormalization as compared to

ordinary scalar �eld theories. Indeed, tadpoles are not exactly local (i.e. tensorial)

in TGFTs, and therefore wave-function counter-terms appear already at �rst order

in the perturbative expansion. If big enough, these terms can balance the �rst-

order coupling constant counter-terms and make the ˇ-function negative. �is is

exactly what happens in [55, 56], and also what seems to happen in the present

paper, see equations (31) and (32). However, our analysis shows that the non-

linear terms appearing in equations (31) and (32) spoil these expectations. �e

non-trivial dynamics of the 4-valent coupling constant u4 and the two marginal

coupling constants u6;1 and u6;2 yield a complicated phase portrait (already in the

vicinity of the origin), as is well illustrated by Figure 21.

Note also that our construction relies heavily on the introduction of dimension-

less parameters. While this is required and well-understood in ordinary quantum

�eld theory, the same procedure in TGFT deserves more clari�cation. It is indeed

based on a more abstract notion of dimensionality given by the power-counting,

and not immediately interpretable in terms of physical dimensions such as lengths,

energies etc. It depends in particular on the choice of propagator, of Laplace-type

in our situation, which is one other aspect of TGFTs for which a clear physical

interpretation is lacking. Note also that in renormalizable models with quartic

interactions, a computation along the lines of [55, 56] and the discrete renormal-

ization group picture developed in this paper would match. �erefore we expect

such models to be asymptotically free. Good candidates in TGFTs with gauge in-

variance condition are rank-3 models on dimension 4 groups [60], rank-4 models

on dimension 2 groups, and rank-6 models on dimension 1 groups (see the full

classi�cation of renormalizable models in [52, 54]).

Finally, while our analysis excludes the existence of asymptotically free trajec-

tories in this model when u6;1 > 0 and u6;2 > 0, it does not prove the existence

of a Landau pole either. Moreover, we did not include a detailed investigation of

the situation in which u6;1 and u6;2 have opposite signs, which as we have argued

is probably involved, but might simultaneously support asymptotic freedom and

convergence of the path-integral. �erefore the question of the existence of this

model with no cut-o� remains open, and could be investigated further. In partic-

ular, our calculations are consistent with the existence of a non-trivial UV �xed

point with u2 > 0, u4 < 0, u6;1 > 0 and u6;2 > 0. More generally, the exis-

tence of non-trivial �xed points for this model will be �rst investigated by means

of an "-expansion [60]. Similarly to ordinary scalar �eld theories, one can indeed
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construct renormalizable '4 TGFT models on groups of dimension 4 (see [52]

and [54]), and then analytically continue the dimension to 4 � ". �is procedure

should give �rst hints about the SU.2/ model. It will then be desirable to in-

vestigate the same questions with di�erent and more adapted tools, such as the

Functional Renormalization Group [59, 36].
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grateful to Daniele Oriti and Vincent Rivasseau for their comments on a draft

version of this paper. �e �nal version greatly bene�ted from insightful remarks

I owe to Razvan Gurau and an anonymous referee, which I wish to acknowledge.

A. Laplace approximation

Two properties are involved in the evaluation of the amplitudes at large scales.

�e �rst one is the short time asymptotics of the heat-kernel

K˛.g/ �
˛!0

k
e� ‰.g/2

˛

˛3=2

‰.g/

sin ‰.g/
; (38)

valid on any compact which does not contain �1. ‰.g/ 2 Œ0; �� is the class angle

of g, de�ned by

g D eXg and jXg j D
‰.g/

2
;

and jX j D
p

tr.X�X/ is the norm of X 2 su.2/. We can use the orthonormal basis

¹�kº D ¹i�k
2
º, with ¹�kº the Pauli matrices. We then have

Xg �
X

k

Xg;k�k ; jXg j2 D 4‰.g/2 D
X

k

Xg;k
2:

In what follows, we shall adopt a vectorial notation for scalar products between

Lie algebra elements.

�e second property we use in the computations is that arbitrarily close to the

identity, the normalized Haar measure dg is equivalent to the Lebesgue measure

on the Lie algebra su.2/,

dg �
g!1

1

16�2
dXg �

1

16�2
dXg;1dXg;2dXg;3: (39)
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Consider now an integral of the form

I.¹˛.f /º/ D
Z

SU.2/

Œdhl �
L
Y

f 2F

K˛.f /

��!
Y

l2f

hl
"lf

�

;

where: L and F are �nite sets such that, for any f 2 F , f � L; "lf D ˙1 or 0;

and ˛.f / > 0 for any f 2 F . Let us moreover assume that
��!
Y

l2f

hl
"lf D 1; for all f 2 F

�

H) .hl D 1; for all l 2 L/:

When the parameters ˛.f / are simultaneously sent to 0, the integrand of I.¹˛.f /º/
is more and more peaked around the con�gurations such that

�!
Y

l2f

hl
"lf D 1

for any f 2 F . By hypothesis, the unique such con�guration is ¹hl D 1º. One

can therefore linearize the variables hl around the identity to accurately estimate

the integral. Using this idea in combination with (38) and (39) one �nds that

I.¹˛.f /º/ �
˛.f /!0

.4�/
F
2

�2L
�

Y

l2L

˛l

��3=2

Z

R3

ŒdXl �
L
Y

f 2F

exp
� 1

˛.f /

�

X

l2L

"lf Xl

�2�

:

Hence determining the asymptotic behaviour of I.¹˛.f /º/ reduces to the compu-

tation of a Gaussian integral. Such formula have already been used in the litera-

ture, for instance in [57] and [61].
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