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Duality and bicrystals on infinite binary matrices

Thomas Gerber and Cédric Lecouvey

Abstract. The set of finite binary matrices of a given size is known to carry a finite type A
bicrystal structure. We first review this classical construction, explain how it yields a short proof
of the equality between Kostka polynomials and one-dimensional sums together with a natural
generalisation of the 2M �X Pitman transform. Next, we show that, once the relevant formal-
ism on families of infinite binary matrices is introduced, this is a particular case of a much more
general phenomenon. Each such family of matrices is proved to be endowed with Kac–Moody
bicrystal and tricrystal structures defined from the classical root systems. Moreover, we give an
explicit decomposition of these multicrystals, reminiscent of the decomposition of characters
yielding the Cauchy identities.
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1. Introduction

Crystals are oriented graphs which can be interpreted as the combinatorial skeletons
of certain modules for complex Lie algebras and their infinite-dimensional analogues:
the Kac–Moody algebras. Crystal bases were introduced by Lusztig (for any finite
root system) and Kashiwara (for classical root systems) in 1990. The graph structure
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arises from the action of the so-called Kashiwara operators, a certain renormalisa-
tion of the Chevalley operators. In Kashiwara’s approach, crystals are obtained via
“crystallisation” at q D 0 of representations of the corresponding quantum group,
a q-deformation of the Kac–Moody algebra introduced by Jimbo. Later, it was proved
that crystals coincide with Littelmann’s graphs defined by using his path model. Since
its introduction, crystal theory has revealed numerous fruitful interactions with mod-
ern particle physics theory and integrable systems. We refer the reader to [3] and the
references therein for a recent exposition.

The present paper is concerned with generalisations of crystals where multimod-
ule structures are considered rather than just ordinary module structures. This means
that we consider analogues of crystals for complex vector spaces endowed with com-
muting actions of several Lie algebras (or Kac–Moody algebras). It turns out that
most of the combinatorial structures (crystals, Fock spaces, one-dimensional sums,
Pitman transforms) that we shall consider in the sequel were defined to solve prob-
lems connected to theoretical physics. We expect similar interactions with the results
we establish here.

The prototypical example of an interesting bicrystal is obtained by starting from
the .gln � gl`/-module Cn ˝C` and considering the associated symmetric and anti-
symmetric .gln � gl`/-modules S.Cn ˝ C`/ and ƒ.Cn ˝ C`/. Using two sets of
indeterminates ¹x1; : : : ; xnº and ¹y1; : : : ; y`º, one can check that their characters are
given by the formulas

charS.Cn
˝C`/ D

Y
1�i�n
1�j�`

1

1 � xiyj
and charƒ.Cn

˝C`/ D
Y
1�i�n
1�j�`

.1C xiyj /:

The classical Cauchy identities then gives the decomposition of each character in
terms of the Schur functions. More precisely, recall that the irreducible finite-dimen-
sional gln-modules are parametrised by partitions of length n (that is, nonincreasing
sequences � D .�1; : : : ; �n/ of nonnegative integers) and the character of the irre-
ducible module parametrised by � is the Schur symmetric polynomial s�.x/ in the
variables x1; : : : ; xn. We then have

charS.Cn
˝C`/ D

Y
1�i�n
1�j�`

1

1 � xiyj
D

X
� partition of

length min.n;`/

s�.x/s�.y/;

charƒ.Cn
˝C`/ D

Y
1�i�n
1�j�`

.1C xiyj / D
X

� contained in the
rectangle n�`

s�.x/s�tr.y/;

where �tr is the transpose of the partition �. Both identities, which can be seen as
a combinatorial version of Howe duality, admit an elegant combinatorial proof based
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on the Robinson–Schensted–Knuth (RSK) correspondence, see [7]. The idea is first
to observe that Y

1�i�n
1�j�`

1

1 � xiyj
D

X
.mi;j /2N

Y
1�i�n
1�j�`

.xiyj /
mi;j ;

where N is the set of n � ` matrices with nonnegative integer entries. Next, the RSK
correspondence yields a bijection between N and the set of pairs of semistandard
tableaux with the same partition shape. The identity then follows from the fact that s�
is the generating function of the set of semistandard tableaux with shape � for the
evaluation map on tableaux. Similarly, one hasY

1�i�n
1�j�`

.1C xiyj / D
X

.mi;j /2M

Y
1�i�n
1�j�`

.xiyj /
mi;j ;

where M is the set of binary n � ` matrices, and the second Cauchy identity comes
from an adapted version of the RSK correspondence. This construction admits numer-
ous extensions, notably based on generalisations of the previous Cauchy identities due
to Littlewood, and involving the characters of simple modules corresponding to the
orthogonal or symplectic Lie algebras. We refer the reader to [6] and the references
therein for a more detailed presentation, and for a generalisation to the Demazure
characters.

We now turn out to the main topic of this article. One can define two commut-
ing families of crystal operators (one for gln and another for gl`) directly on the
set of matrices N and M yielding the structure of a .gln � gl`/-crystal, or type
.An�1 � A`�1/-crystal. This approach, explained in detail in [47], see also [15, Chap-
ter 11], permits to overcome the RSK construction. One gets the decomposition

N D
M

� partition of
length min.n;`/

B.�/˝ PB.�/ and M D
M

� contained in the
rectangle n�`

B.�/˝ PB.�tr/;

where B.�/ (resp. PB.�/) is the crystal of the gln-module (resp. gl`-module) paramet-
rised by �. This immediately implies the Cauchy identities. In the following sections,
we shall present different extensions of this construction of multicrystal structures
on sets of binary matrices (possibly infinite). They arise naturally from the notion of
combinatorial Fock spaces F.s/, where s is a integer. The An�1 and A`�1 crystal
structures of F.s/ correspond to the gln and gl` modulesM
s1C���Cs`Ds

ƒs1.Cn/˝ � � � ˝ƒs`.Cn/ and
M

Ps1C���CPsnDs

ƒPs1.C`/˝ � � � ˝ƒPsn.C`/:

A similar phenomenon has been studied in the case where gln is replaced by a Lie
superalgebra of type A [26]. Note also that the notion of Fock space arises in differ-
ent mathematical physics contexts. For instance, the corner transfer matrix method,



T. Gerber and C. Lecouvey 718

used in the study of the Yang–Baxter equations, gives rise to the combinatorics of
weighted paths. These, in turn, provide a realisation of the crystal base of the quantum
group of csln. This approach has been extensively studied by the Kyoto group in
the late 1980’s and early 1990’s, see in particular [21]. More recently, the study of
weighted paths has yielded (generalisations of) the Rogers–Ramanujan identities in
enumerative combinatorics [5]. In another direction, in affine type A, there is a sim-
ilar construction due to Uglov [46] where the ordinary wedge products are replaced
by their thermodynamical limits. It plays a central role in the representation theory of
Cherednik algebras, see [43], and in the construction of some representations of the
Virasoro algebra [21]. We get the structure of an .csln �H � csl`/-module where H

is a Heisenberg algebra, and therefore a tricrystal structure on the affine Fock space.
This structure has been made completely explicit in [13].

A key tool in our approach is to exploit a combinatorial duality which permits to
easily switch between the different combinatorial actions defined on F.s/. In finite
type A, this coincides with the transposition of binary matrices, and enables us to
bypass the RSK correspondence. This is particularly convenient because the inser-
tion algorithm (on which the RSK correspondence is based) in other types is more
complicated and less well-understood. This point of view enables us to unify and
extend the existing constructions in affine type, by considering a block transposition
on appropriate infinite matrices. Through the previous duality, each combinatorial
object or Dynkin diagram automorphism for one structure admits a natural counter-
part for the other one. For example, the cyclage operation introduced by Lascoux and
Schützenberger on the semistandard tableaux of typeAn�1 will correspond to the pro-
motion operator on the A`�1-highest weight vertex in F.s/. This permits us to give
a short proof of the equality between Kostka polynomials and one-dimensional sums
established by Nakayashiki and Yamada in [40]. Note that one-dimensional sums
appear in mathematical physics in the context of solvable lattice models and the corner
transfer matrix method. Using the combinatorics of crystal bases and rigged config-
urations, one can show that they coincide with the fermionic formula via the Bethe
ansatz, thereby giving a proof of the X DM conjecture in some cases, see [42].

This observation also provides an algebraic interpretation of the Pitman transform
M � 2X introduced in [41] to obtain the law of a Brownian motion conditioned to stay
positive. Historically, Brownian motions have strong connections with thermodynam-
ics and molecular motions. This is achieved in the spirit of [2], where the dual version
of the Pitman transform is shown to map each Littelmann path on its associated
highest path. It is also worth mentioning that the previous combinatorial constructions
have interesting applications in problems related to percolation models [1]. Further,
by considering subsets of the combinatorial Fock spaces F.s/ invariant under Dynkin
diagram automorphisms of type A (affine or not), we get various bicrystal (or tricrys-
tal) structures of classical types on sets of binary matrices. In a connected direction,
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based on the results of [33], we also establish that it is also possible to define a com-
binatorial Fock space with an .X1 �A`�1/-structure (with X of type B , C or D) on
some infinite binary matrices similar to the finite type A construction. We expect that
this bicrystal to be related to the charge statistics defined for type C in [30], once the
appropriate duality relating both crystal structures is discovered. Note that Howe-type
dualities and a bicrystal structure involving type C constructions have been recently
studied in [16] and [36], respectively. It would be interesting to link these results with
that of the present paper.

Finally, as already mentioned, the combinatorial Fock spaces that we shall study
can be defined in terms of (infinite) binary matrices (this corresponds to the second
Cauchy identity). This is indeed the natural context corresponding to the existing
mathematical material (such as Kashiwara–Nakashima columns tableaux and Uglov’s
Fock space), but it would be interesting to get analogous results for infinite matrices
with nonnegative integer coefficients.

In the present paper, we have chosen to illustrate our results by numerous exam-
ples. Quite often, they can be established by adapting proofs existing in the literature
to the unified formalism that we propose. We then give precise references rather than
complete proofs. The next sections are organised as follows. Section 2 is devoted
to a re-exposition of the type .An�1 � A`�1/-crystal structure on M. This serves as
a basis for the various generalisations of the subsequent sections. In particular, we
quickly reach a simple proof that the two crystals commute in Theorem 2.21, recov-
ering the results of [15, 47]. Also, thanks to the connection between the cyclage and
the promotion operator, we are able to give a short proof of the relation between the
charge and the energy function originally proved in [40]. In Section 3, the classical
.An�1 �A`�1/-crystal structure on M is made compatible with an affine similar con-
struction given in [10]. The highest weight vertices for the different possible (simple,
double and triple) actions are described. Also, a new combinatorial interpretation of
the .e; s/-cores introduced in [20] for describing the blocks of cyclotomic Hecke
algebras is proposed. Section 4 describes a type X1 � A`�1 analogue to the pre-
vious bicrystal. This means that we define a type A`�1-crystal structure on products
of X1-columns. This is done directly in terms of sliding (Jeu de Taquin) operations.
Nevertheless, due to the lack of a straightforward duality, the results of Section 2 are
needed to prove that this indeed yields the desired A`�1-crystal structure. The results
of Section 5 focus on the vertices of the combinatorial typeA (of both finite and affine
type) Fock spaces fixed under the action of Dynkin diagram automorphisms. By using
results of Naito and Sagaki [39], they are proved to have various bicrystal (or tricrys-
tal) structures of classical types. Finally, in Section 6, we relate Pitman’s 2M � X
transform on the line to its dual version (the X � 2M transform) and the promotion
operator on tensor products of type A.1/1 Kirillov–Reshetikhin crystals. This permits
notably to show that iterations of this transform on any trajectory will eventually tend
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to the trivial one (that is, with all steps equal to 1). Using this time A.1/
`

-crystals,
a higher-dimensional generalisation of the 2M �X transform which shares the same
convergence behavior is defined. Its probabilistic properties will be studied elsewhere.

2. Finite type A duality

In the rest of the paper, fix n; ` 2 Z�2.

2.1. Products of type A columns

Let P be the weight lattice for the Lie algebra sln, with basis ¹!1; : : : ; !n�1º, where
!1; : : : ; !n�1 are the fundamental weights for sln. Each partition �D .�1; : : : ; �n/ 2
Zn�0 shall be identified with the An�1-dominant weight � D

Pn�1
iD1 ai!i where for

any i D 1; : : : ; n� 1 the integer ai is the number of columns of height i in the Young
diagram of the partition �. Observe that the contribution of the columns of height n is
thus equal to zero and we have a one-to-one correspondence between the type An�1-
dominant weights and the partitions with at most n � 1 parts. In what follows, it thus
makes sense to use the symbol � as a partition with at most n parts or a dominant
weight of type An�1.

Example 2.1. Let n D 3 and � D 3!1 C !2. Then the corresponding partition is

.4; 1; 0/ D :

A column of type An�1 is a subset c of ¹1; : : : ; nº such that jcj � n, which we
identify with the semistandard Young tableau of shape !jcj D .1; : : : ; 1/ containing
the elements of c.

Example 2.2. The set

¹1; 3; 4º D 4

3

1

is a column of type A3.

Definition 2.3. Let c1; : : : ; c` be columns of typeAn�1. The symbol bD c`˝ � � �˝ c1
is called

(1) a tableau if the top-aligned juxtaposition c1 � � �c` yields a semistandard Young
tableau;

(2) an antitableau if the bottom-aligned juxtaposition c1 � � � c` yields a semistand-
ard skew Young tableau.
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The shape of a tableau (resp. of an antitableau) is the partition .jc1j; : : : ; jc`j/tr (resp.
.jc`j; : : : ; jc1j/

tr).

Example 2.4. Let ` D 3 and n D 2.

(1) The product

2 ˝ 1 ˝ 3

1

is a tableau which we identify with

3

1 1 2

:

(2) The product

3

1

˝ 2

1

˝ 2

is an antitableau which we identify with

2 2 3

1 1

:

(3) The product

3

1

˝ 2

1

is both a tableau and an antitableau, which we identify in with

2 3

1 1

:

(4) The products

2

1

˝ 1 ˝ 2 and 2

1

˝ 1 ˝ 2

1

are neither tableaux nor antitableaux.

For the next definition, define first the word w.b/ of a product bD c`˝ � � � ˝ c1 to
be the concatenation of the elements of c` (in increasing order), then c`�1, and so on.

Definition 2.5. The element b is called Yamanouchi1 if every prefix of w.b/ contains
at least as many letters i as i C 1, for all i D 1; : : : ; n � 1.

1Note that the usual convention is to use suffixes instead of prefixes. In fact, our definition
coincides with the notion of lattice word in the literature.
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Example 2.6. Let ` D 4 and n D 3, and take

b D 1 ˝ 2 ˝ 3

1

˝ 2 :

Then w.b/ D 12132, and the different prefixes are 1, 12, 121, 1213, 12132 and we
see that b is Yamanouchi.

Clearly, for all � 2 PC, there is a unique Yamanouchi tableau (resp. antitableau)
of shape �.

Example 2.7. The Yamanouchi tableau and antitableau of shape .4; 3; 1/ are respect-
ively given by

3

2 2 2

1 1 1 1

and 1 2 2 3

1 1 2

1

:

2.2. Crystal structures

From now on, fix s 2 Z�0. Further, for s D .s1; : : : ; s`/ 2 R.n; `/ D ¹0; : : : ; nº` and
Ps D .Ps`; : : : ; Ps1/ 2 R.`; n/ D ¹0; : : : ; `ºn, denote jsj D

P`
jD1 sj and jPsj D

Pn
iD1 Psi .

Finally, we denote

S.s/ D ¹� D .�1; : : : ; �n/ ` s j �1 � `º:

The elements introduced in the previous section appear as vertices of certain
tensor products of crystal graphs, which we start by recalling. For all j D 1; : : : ; `, the
crystal of the irreducible highest weight sln-module of highest weight !sj (with the
convention !0 D !n D 0) can be realised using columns of height sj [17, Chapter 7].
More precisely, B.!sj / is the An�1-crystal with vertices the columns of height sj and
arrows i from c to c0 when c0 is obtained from c by changing i into i C 1. Observe
that the trivial crystal of highest weight 0 can so be realised as the graph with a unique
vertex: the empty column or the column containing all the integers 1; : : : ; n.

Definition 2.8. Let sD .s1; : : : ; s`/ 2 R.n; `/. The combinatorial Fock space associ-
ated to s is the An�1-crystal

F.s/ D B.!s`/˝ � � � ˝ B.!s1/:

By classical crystal theory, the elements of F.s/ can be realised as tensor products
of ` columns with entries in ¹1; : : : ; nº. Let us recall the rule for computing F.s/,
following [17, Section 4.4]. Fix i 2 ¹1; : : : ; n � 1º and let b D c` ˝ � � � ˝ c1 2 F.s/.
consider the subword wi .b/ of w.b/ obtained by keeping only letters i and i C 1, and
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encode each i by a symbolC and each i C 1 by a symbol �. Deleting all factorsC�
recursively yields a word called the i -signature of b.

Theorem 2.9. The action of the An�1-crystal operators on F.s/ is given by the fol-
lowing rule:

(1) The raising crystal operator ei acts on b 2 F.s/ by changing the entry i C 1
corresponding to the rightmost � in the i -signature of b into i if it exists; and
by 0 otherwise.

(2) The lowering crystal operator fi acts on b 2 F.s/ by changing the entry i
corresponding to the leftmost C in the i -signature into i C 1 if it exists; and
by 0 otherwise.

We define similarly the combinatorial Fock space PF .Ps/D B.!Ps1/˝ � � � ˝B.!Psn/
for Ps D .Ps1; : : : ; Psn/ 2 Zn, and the rule for computing PF .Ps/ is the same as for F.s/,
expect that the role of n and ` have been swapped.2

Example 2.10. Let ` D 4, n D 3, s D .2; 2; 1; 2/,

b D 2

1

˝ 3

1

˝ 1 ˝ 2

1

D c4 ˝ c3 ˝ c2 ˝ c1

and choose i D 1. Then w.b/ D 1213112, so that w1.b/ D 121112, which gives the
encoded word C �CCC � . Thus, the i -signature of b is CC, whose leftmost C
corresponds to the entry 1 of c3. Therefore, we have

f1b D 2

1

˝ 3

2

˝ 1 ˝ 2

1

D c4 ˝ c3 ˝ c2 ˝ c1:

In other terms, in the crystal F.s/, we have an arrow

2

1

˝ 3

1

˝ 1 ˝ 2

1
1
�! 2

1

˝ 3

2

˝ 1 ˝ 2

1

:

Let us now explain how the tableaux and Yamanouchi elements naturally appear
in the context of crystals. In the following, we set

F.s/ D
M

s2R.n;`/.s/

F.s/ and PF .s/ D
M

Ps2R.`;n/.s/

PF .Ps/:

The following results are well known, see for instance [37].

2Note that the order in which the components of s and Ps are enumerated is reversed. Though
this seems artificial at this point, this will be crucial in Section 2.3.
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Theorem 2.11. (1) The set of tableaux in F.s/ is closed under the crystal oper-
ators, and tableaux of a given shape � 2 S.s/ form a connected component
of F.s/ denoted B.�/. Moreover, for any b 2 F.s/, there is a unique tableau
P.b/ 2 F.s/ such that the induced map b 7! P.b/ is an An�1-crystal iso-
morphism.

(2) An element b 2 F.s/ is a highest weight vertex in the crystal if and only if b
is Yamanouchi.

Remark 2.12. In fact, for all � 2 S.s/, B.�/ is the crystal of the irreducible highest
weight module with highest weight �.

Theorem 2.11 also holds for PF .s/, replacing tableaux by antitableaux. We denote
similarly PF .�/ the connected component of PF .s/ consisting of all antitableaux of
shape

� 2 PS.s/ D ¹� ` s j �tr
2 S.s/º:

Example 2.13. Take n D 3, ` D 3 and s D .s3; s2; s1/ D .2; 1; 2/. Then one checks
that

b D 2

1

˝ 3 ˝ 2

1

2 F.s/

is Yamanouchi. We compute the connected component of F.s/ containing b:

2

1

˝ 3 ˝ 2

1
2
�! 2

1

˝ 3 ˝ 3

1
1
�! 2

1

˝ 3 ˝ 3

2

:

This is isomorphic to the crystal B.!2/, which we can compute:

3

2 2

1 1

2
�! 3

2 3

1 1

1
�! 3

2 3

1 2

:

This means that

P.b/ D 3

2 2

1 1

;

and so on. Alternatively, we can use an isomorphic realisation of this crystal by antit-
ableaux:

2 3

1 2

1

2
�! 3 3

1 2

1

1
�! 3 3

2 2

1

:
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In general, P.b/ can be computed by carrying out one of the following pro-
cedures:

• performing Schensted’s insertion on the word w.b/ [7, Section 1.1],

• performing the Jeu de Taquin on the skew Young tableau corresponding to b [7,
Section 1.2],

• applying a sequence of Knuth relations to w.b/ [7, Section 2.1].

Example 2.14. Let ` D 2, n D 3 and let

b D 3

2

1

˝ 2 :

Let us compute P.b/ by using the first two methods. The word associated to b is
w.b/ D 12413, and Schensted’s insertion yields the following sequence of tableaux

1 ; 2

1

; 3

2

1

; 3

2

1 2

D P.b/:

Now, the minimal skew Young tableau3 associated to b is

2 3

2

1

and the Jeu de Taquin corresponds to the following two sliding operations

2 3

� 2

1

�! � 3

2 2

1

�! 3 �

2 2

1

; 3

2 2

� 1

�! 3

2 2

1 �

�! 3

2 �

1 2

D P.b/:

2.3. The duality

There is a duality
F.s/$ PF .s/; b $ b�

defined as follows. If b D c` ˝ � � � ˝ c1 is a tensor product of columns, then for each
i D 1; : : : ; n, let d.i/ be the column with letters in the set

¹j 2 ¹1; : : : ; `º j i 2 cj º:

Then we set b� D d.1/˝ � � � ˝ d.n/ 2 PF .s/.

3This skew tableau is minimal in the sense that its skew shape is minimal (for the inclusion
of skew shapes) among all the possible shapes of the skew tableaux associated to b.
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Example 2.15. Let ` D 5 and n D 4. Take

b D 3

2

1

˝ 4 ˝ 4

1

˝ 4

2

1

˝ 3

1

:

Then

d.1/ D ¹1; 2; 3; 5º; d.2/ D ¹2; 5º; d.3/ D ¹1; 5º; d.4/ D ¹2; 3; 4º;

so that

b� D 5

3

2

1

˝ 5

2

˝ 5

1

˝ 4

3

2

:

Remark 2.16. As mentioned in the introduction, we can use binary matrices to rep-
resent elements in F.s/ and PF .s/, which yields an easy description of the duality �.
More precisely, encode b D c` ˝ � � � ˝ c1 by the n � ` matrix M defined by

Mi;j D

´
1 if i 2 cj ;

0 otherwise:

Then b� is the element of PF .s/ encoded by M tr, the transpose of M . For instance,
take b as in Example 2.15. Then b and b� are respectively encoded by the following
matrices (remember that we read the columns of b starting from the right)

M D

26664
1 1 1 0 1

0 1 0 0 1

1 0 0 0 1

0 1 1 1 0

37775 and M tr
D

2666664
1 0 1 0

1 1 0 1

1 0 0 1

0 0 0 1

1 1 1 0

3777775 :
Therefore, we recover the crystal skew Howe duality of [15, Section 11.2], also stud-
ied in [47].

The duality � intertwines several classical notions. We already observe some
occurrences of this phenomenon now, and will give more results in the upcoming
sections. For any map 'W PF .s/! PF .s/t ¹0º, denote '�WF.s/! F.s/t ¹0º the map
determined by the formula

.'�.b//� D

´
'.b�/ if '.b�/ 2 PF .s/;

0 if '.b�/ D 0;



Duality and bicrystals on infinite binary matrices 727

that is, '� is the conjugation of ' by the duality �. Similarly, for any map  WF.s/!
F.s/ t ¹0º, denote � W PF .s/! PF .s/ t ¹0º the map determined by the formula

� .b�/ D

´
. .b//� if  .b/ 2 F.s/;

0 if  .b/ D 0:

Note that we have  D '� if and only if � D '.

Proposition 2.17. The element b is a tableau (resp. Yamanouchi) if and only if b� is
Yamanouchi (resp. an antitableau).

Proof. Let b 2 F.s/ be a tableau. Then sj � sjC1 for all j D 1; : : : ; ` � 1, which
means that the number of j ’s in b� is greater than or equal to the number of .j C 1/’s,
which is a necessary condition to be Yamanouchi. In fact, the first k components of b
correspond by duality to the subtableau of b with letters less or equal to k. Since
any such subtableau is semistandard, the vertex b� has the Yamanouchi property. The
converse holds by the same observation, and the analogue statement for antitableaux
holds similarly.

Example 2.18. (1) Let ` D 2, n D 4, and

b D 4

3

1

˝ 4

2

1

;

so that b is a tableau. Then

b� D 2

1

˝ 1 ˝ 2 ˝ 2

1

;

which is Yamanouchi.

(2) Let ` D 5, n D 3, and

b D 1 ˝ 1 ˝ 2

1

˝ 2 ˝ 3

2

1

;

so that b is Yamanouchi. Then

b� D 5

4

3

1

˝ 3

2

1

˝ 1 ;

which is an antitableau.
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We have already recalled the Jeu de Taquin procedure for computing the tableau
in Theorem 2.11. Let us denote by Jj the map F.s/ ! F.s/ t ¹0º, where Jj .b/
is obtained from b by an elementary horizontal Jeu de Taquin slide from column
j C 1 to column j if possible, and Jj .b/ D 0 otherwise. Let us moreover recall that
there is a unique isomorphism of An�1-crystals B.!i /˝ B.!i 0/

�
! B.!i 0/˝ B.!i /

called the combinatorial R-matrix, which we can compute by a simple combinatorial
procedure, see [44, Section 4.8] and the references therein. It induces an isomorphism

Rj;j 0 W F.s/! F.s/

permuting the components B.!sj / and B.!sj 0 /, which is the composition of R-
matrices of the formRj;jC1, which we denoteRj for simplicity. Finally, recall that the
Weyl group (here the symmetric group on n letters) acts on the crystal F.s/ by letting
the Coxeter generators �i , i D 1; : : : ;n� 1 act by reversing each i -string [3, Definition
2.35], see also [44, Section 2.1].

All of the above maps have counterparts defined on PF .s/ (defined using antit-
ableaux instead of tableaux when needed). We now prove that the duality � intertwines
crystal operators with elementary Jeu de Taquin slides, as well as the Weyl group
action with the R-matrix.

Theorem 2.19. For all j D 1; : : : ; ` � 1, we have

(1) Pe�j D Jj ,

(2) P�j � D Rj .

Proof. (1) Assume first that b� is a highest weight vertex. Then Pej b� D 0, so we have
by definition Pe�j b D 0 D Jj .b/. Note that this simply means that the Jeu de Taquin
is not authorised for b, which makes sense because b is a tableau by Theorem 2.11
and Proposition 2.17. Now, assume that b� D d1 ˝ � � � ˝ dn is not a highest weight
vertex, so that Pej b� 2 PF .s/. Let i denote the index of the column containing the entry
of b� affected by Pej , see Theorem 2.9. Then by definition of the duality �, Pe�j acts on
b D c`˝ � � � ˝ c1 by sliding entry i from cjC1 to cj . Now, consider the Jeu de Taquin
between columns j and j C 1 of b. The procedure used to determine i ensures us
that all entries of cj that are smaller than or equal to i are matched to an element of
cjC1. Therefore, the first entry that slides from cjC1 to cj is i . In other terms, Jj .b/
is obtained from b by sliding i from cjC1 to cj . Thus Pe�j b D Jj .b/.

(2) Set N D jcjC1j � jcj j, where b D c` ˝ � � � ˝ c1. If N � 0, then the element
Rj .b/ is obtained by using N Jeu de Taquin slides between columns j and j C 1
of b. Therefore, by item (1), .Rj .b//� D PeNj b

�. Now, by definition of the duality �,
we have N D "j .b

�/ � 'j .b
�/, therefore PeNj b

� D P�j .b
�/ and the claim is proved.

The case N < 0 is proved similarly by using the lowering operators Pfj instead.



Duality and bicrystals on infinite binary matrices 729

Example 2.20. (1) Take n D 6 and ` D 4, and let

b� D 4

2

1

˝ 3

2

˝ 4

3

2

˝ 1 ˝ 3

1

˝ 2 ;

so that

b D 3

1

˝ 5

3

2

˝ 6

3

2

1

˝ 5

4

1

:

Then one can check that

Pe1b
�
D 4

2

1

˝ 3

2

˝ 4

3

1

˝ 1 ˝ 3

1

˝ 2 ;

whose dual is

b0 D 3

1

˝ 5

3

2

˝ 6

2

1

˝ 5

4

3

1

:

On the other hand, the horizontal slide from column 2 to column 1 of b is
achieved as

5

4 6

1 3

� 2

1

�! 5

4 6

� 3

1 2

1

�! 5

4 6

3 �

1 2

1

�! 5

4 �

3 6

1 2

1

D 6

2

1

˝ 5

4

3

1

;

and we see that we recover b0.

(2) Take n D 5, ` D 4, and

b� D 3

1

˝ 4

3

˝ 3

2

1

˝ 3 ˝ 2

1

so that b D 2 ˝ 4

3

2

1

˝ 5

3

˝ 5

3

1

:

Let us look at j D 2. One checks that "j .b�/ D 3 and 'j .b�/ D 1 (i.e., there
are 3 incoming and 1 outgoing arrows with color 2 at vertex b� 2 PF .s/), so
that

s2b
�
D 3

1

˝ 4

2

˝ 3

2

1

˝ 2 ˝ 2

1

;



T. Gerber and C. Lecouvey 730

whose dual is

b0 D 2 ˝ 3

1

˝ 5

4

3

2

˝ 5

3

1

:

Now, we can computeR2.b/, by doing the following two Jeu de Taquin slides
between columns 2 and 3

5

3 4

� 3

2

1

�! 5

� 4

3 3

2

1

�! 5

4 �

3 3

2

1

; 5

4

3 3

� 2

1

�! 5

4

3 3

2 �

1

�! 5

4

3 �

2 3

1

D 3

1

˝ 5

4

3

2

;

from which we recover b0.

Of course, Theorem 2.19 also holds when switching F.s/ and PF .s/ and taking
the dual versions of the different maps.

2.4. Bicrystal structure

We are ready to prove that the An�1 and A`�1 crystal structures commute (modulo
the duality �). This is best stated as follows.

Theorem 2.21. For all j D 1; : : : ; ` � 1, the restriction of Pf �j to any connected
component of F.s/ is either 0 or an An�1-crystal isomorphism. Similarly, for all
i D 1; : : : ; n� 1, the restriction of �fi to any connected component of PF .s/ is either 0
or an A`�1-crystal isomorphism.

Proof. Note that by symmetry, both statements are equivalent, and it is enough to
prove that for all j D 1; : : : ; ` � 1, the map Pf �j , is an An�1-crystal isomorphism. Fix
j 2 ¹1; : : : ; `� 1º. First of all, if b 2 F.s/ is a highest weight vertex, then b is Yaman-
ouchi by Theorem 2.11 (2), and b� is an antitableau by Proposition 2.17. By The-
orem 2.11 (1), Pfj b� is again an antitableau, so Pf �j b is Yamanouchi, i.e., a highest
weight vertex. This shows that Pf �j maps highest weight vertices to highest weight
vertices with the same weight. It remains to show that it commutes with the lowering
crystal operators fi . We have, for all i D 1; : : : ; n � 1,

Pf �j fi D J
�1
j fi .by Theorem 2.19/

D fiJ
�1
j .by Theorem 2.11/

D fi Pf
�
j :
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This yields an .An�1 � A`�1/-crystal structure on F.s/. For i D .i1; : : : ; ir/ 2

¹1; : : : ; nºr (resp. j D .j1; : : : ; jt / 2 ¹1; : : : ; `º
t ), denote fi D fir � � � fi1 (resp.

Pfj D Pfjt � � �
Pfj1). The following corollary is immediate from Proposition 2.17 and

Theorem 2.21. For a given � 2 PC, denote b� the Yamanouchi tableau of shape �.

Corollary 2.22. Each connected component of the .An�1 � A`�1/-crystal F.s/ has
a unique source vertex. The sources are exactly the Yamanouchi tableaux. In other
terms, we have

F.s/ D
M

�D!s1C���C!s`
s1C���Cs`Ds

Pf �j fib�;

where the sum runs over all possible i and j .

Remark 2.23. Accordingly, the .An�1 � A`�1/-crystal structure can be considered
on PF .s/. In this case, the sources are the Yamanouchi antitableaux.

Example 2.24. Take ` D 4, n D 3. The element

1 ˝ 2

1

˝ 2

1

˝ 3

2

1

is a Yamanouchi tableau, i.e., a source in the .An�1 � A`�1/-crystal. Its dual is the
following Yamanouchi antitableau

4

3

2

1

˝ 3

2

1

˝ 1 :

By Corollary 2.22, for all b 2 F.s/, there is a unique Yamanouchi tableau xb such
that b D Pf �j fi

xb for some i and j . Set

P.b/ D fi xb and Q.b/ D Pfj xb
�:

Theorem 2.25. For all b 2 F.s/, P.b/ is a tableau and Q.b/ is an antitableau of
transpose shape. Moreover, the assignment

ˆW b 7! .P.b/;Q.b//

yields a bijection F.s/! ˆ.F.s// called the crystal RSK correspondence. In partic-
ular, we have the decomposition

F.s/ '
M
�2S.s/

B.�/˝ PB.�tr/:
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Proof. By Theorem 2.21, the two crystals commute, so since xb is a highest weight
vertex for the A`�1-crystal, P.b/ D fi xb is also a highest weight vertex for the A`�1-
crystal, i.e., P.b/� is Yamanouchi. By Proposition 2.17, P.b/ is a tableau. Similarly,
we get thatQ.b/ is an antitableau. Moreover,ˆ is clearly injective, so thatˆWF.s/!
ˆ.F.s// is a bijection.

Accordingly, for b� 2 PF .s/, we will write P.b�/ D Q.b/ and Q.b�/ D P.b/.

2.5. Crystal structure on self-dual elements

An element b D c`˝ � � � ˝ c1 2 F.s/ is called self-dual if b� D c1˝ � � � ˝ c`. In par-
ticular, self-dual elements exist only if n D `. Alternatively, if M denotes the binary
matrix associated to b, then b is self-dual if and only if M tr D M . We denote F.s/�

the set of self-dual elements of F.s/. Now, for all i D 1; : : : ; n � 1, set

f �i D
Pf �i fi :

The operators f �i , i D 1; : : : ; n� 1, induce an An�1-crystal structure on F.s/�. More
precisely, we get the decomposition

F.s/� '
M
�2S.s/
�trD�

B.�/:

2.6. Keys and bikeys

Keys are certain tableaux introduced by Lascoux and Schützenberger [28] that are
used to compute Demazure crystals [3]. In this section, we generalise the notion of
keys using the bicrystal structure of Section 2.4.

Definition 2.26. An element bD c`˝ � � �˝ c1 2F.s/ is called a key (resp. an antikey)
if b is a tableau (resp. an antitableau) and if c` � � � � � c1 (resp. c1 � � � � � c`/.

For b 2 F.s/, let OSn.b/ be the orbit of b under the action of the Weyl group Sn.
The following proposition is easy to establish by induction on the length of the ele-
ments of Sn.

Proposition 2.27. The set of all keys of given shape � 2 S.s/ is equal to OSn.b�/.

Therefore, we have the following characterisation of keys (which could also be
proved directly by using the definition of �).

Proposition 2.28. Let b 2 F.s/. Then b is a key if and only if b� is a product of
Yamanouchi columns.
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Proof. We know that b�
�

is the Yamanouchi antitableau of shape �tr. In particular,
b�
�

is an antikey. Now by Theorem 2.19 (2) and Proposition 2.27, b is a key if and
only if b� is obtained from b�

�
by applying a sequence of Rj ’s, which simply permute

the columns since each column of b�
�

is included in the next.

Example 2.29. Take n D 3, ` D 2. Then the crystal of highest weight � D !1 C !2
is realised by tableaux as follows:

2

1 1

2

1 2

3

1 1

2

1 3

3

1 2

3

1 3

3

2 2

3

2 3

1 2

2 1

2 1

12

The keys of shape � are obtained by keeping all vertices at the extremity of each
i -string (for i D 1; 2), namely

2

1 1

; 2

1 2

; 3

1 1

; 3

1 3

; 3

2 2

; 3

2 3

;

whose respective dual are the following products of Yamanouchi columns

2

1

˝ 2 ˝ ; ; 2 ˝ 2

1

˝ ; ; 2

1

˝ ;˝ 2 ;

2 ˝ ;˝ 2

1

; ; ˝ 2

1

˝ 2 ; ; ˝ 2 ˝ 2

1

:

We are ready to introduce the generalised notion of key.

Definition 2.30. An element b D c1˝ � � � ˝ c` 2 F.s/ is called a bikey if there exists
Pw 2 S` such that c Pw.1/ � � � � � c Pw.`/.

Write K for the set of bikeys in F.s/. Observe that for bikeys, the distinction
between tableaux and antitableaux disappears. More precisely, when b is a bikey,
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for any j D 1; : : : ; ` � 1 we have the inclusion cj � cjC1 or cjC1 � cj . It thus
follows from Theorem 2.19 (2) that Pw�.b/ D c Pw.1/ ˝ � � � ˝ c Pw.`/. Moreover, Pw�.b/
is a tableau (and an antitableau), thus for a bikey b we must have P.b/ D Pw�.b/. For
all � 2 S.s/, write

K.�/ D ¹b 2K j P.b/ has shape �º:

The next result justifies the terminology of the previous definition.

Proposition 2.31. For all � 2 S.s/, we have K.�/ D OSn�S`.b�/:

Proof. We have already observed that Pw�.b/ is a tableau. Since c Pw.1/ � � � � � c Pw.`/,
it is a key of shape �. Thus, there exists w 2 Sn such that w Pw�.b/ D b� which
proves that K.�/ � OSn�S`.b�/. Now for any w 2 Sn and Pw 2 Sn, the vertex b D
w Pw�.b�/ D Pw

�w.b�/ is a bikey since w.b�/ is a key on which the action of Pw�

(which is a combination of R-matrices) reduces to a permutation of the columns.
Hence we get K.�/ D OSn�S`.b�/.

Finally, we prove that the duality � maps bikeys to bikeys. For this, consider the
set PK of bikeys in PF .s/, and for � ` s let

PK.�/ D ¹ Pb 2 PK j P. Pb/ has shape �º:

Proposition 2.32. We have b 2K.�/ if and only if b� 2 PK.�tr/.

Proof. It suffices to observe that for any b 2K , there exists a partition � and .w; Pw/ 2
Sn �S` such that bDw Pw�.b�/. Then b�D �w Pw.b�

�
/D �w Pw.b�tr/ belongs to PK .

Let K be the set of binary matrices corresponding to the bikeys in K . For any
� 2 S.s/, recall that the binary matrix M� corresponding to b� is the n � ` matrix
whose entries equal to 1 form a pattern corresponding to the Young diagram of �.
Also, we have a right S`-action (resp. a left Sn-action) on the set of n � ` matrices
where the action of Pw 2 S` (resp. of w 2 Sn) is given by the right (resp. left) multi-
plication by the permutation matrix P Pw (resp. Pw ) associated to Pw (resp. w). Since
permuting the columns of b (resp. of b�) is equivalent to permuting the columns
(resp. the rows) of the corresponding binary matrix, we get the following corollary.

Corollary 2.33. We have

K D
G

.w; Pw/2Sn�S`

PwM�P Pw

and X
.mi;j /2K

Y
1�i�n
1�j�`

.xiyj /
mi;j D

X
�2S.s/

m�.x/m�tr.y/:
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2.7. Cyclage and promotion

In this section, we show that the duality � intertwines two important maps, namely
the cyclage and the promotion operators. This will be used in Section 2.8 to study the
relationship between charge and energy.

Definition 2.34. (1) Let b D c` ˝ � � � ˝ c1 2 F.s/. The cyclage of b is the ele-
ment of F.s/ defined by

�.b/ D c`�1 ˝ � � � ˝ c1 ˝ c`:

(2) Let b� D d1 ˝ � � � ˝ dn 2 PF .s/. The promotion of b� is the element of PF .s/
defined by pr.b�/ D pr.d1/˝ � � � ˝ pr.dn/, where for all i D 1; : : : ; n,

pr.di / D ¹k C 1 mod `I k 2 diº:

Remark 2.35. The promotion operator permits to endow PF .s/ with the structure of
an affine type A.1/

`�1
-crystal that we shall denote by PF .s/aff. This structure is obtained

by considering the additional crystal operators Pf0D pr�1 Pf1 ı pr and Pe0D pr�1 Pe1 ı pr.
The crystal PF .s/aff splits into affine connected components. Each such component is
isomorphic to a tensor product of n column Kirillov–Reshetikhin crystals. Observe
that these components are not highest weight crystals.

The following proposition is immediate from the definitions.

Proposition 2.36. (1) For all b 2 F.s/, we have �.b/� D pr.b�/.

(2) For all b� 2 PF .s/, we have pr ıR.b�/ D R ı pr.b�/.

Example 2.37. Take the same values as in Example 2.15. Then we have

3

2

1

˝ 4 ˝ 4

1

˝ 4

2

1

˝ 3

1

5

3

2

1

˝ 5

2

˝ 5

1

˝ 4

3

2

4 ˝ 4

1

˝ 4

2

1

˝ 3

1

˝ 3

2

1

4

3

2

1

˝ 3

1

˝ 2

1

˝ 5

4

3

.

�

�

�

pr

In order for the cyclage to be relevant for the description of the Kostka polynomi-
als, we need to restrict to some cases, which we call authorised.
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Definition 2.38. Let b D c` ˝ � � � ˝ c1 2 F.s/.

(1) We say that the cyclage is authorised for b if either

(a) b is of dominant evaluation, i.e., b has no more k C 1 than k for all
k D 1; : : : ; n � 1, and 1 … c`.

(b) b is a tableau and there is no k 2 ¹1; : : : ; nº appearing in every column cj .

(2) Suppose that there exists k 2 ¹1; : : : ; nº such that k 2 cj for all j D 1; : : : ; `.
In particular, b is not authorised. Let k0 be minimal with this property. The
reduction of b is the element red.b/ obtained by deleting all occurrences of k0
in b, and replacing each k > k0 by k � 1.

Remark 2.39. In particular, if b verifies (2), there exists m such that the cyclage is
authorised for the tableau redm.b/. We denote x�W b 7! �.redm.b//.

Example 2.40. Take ` D 2, n D 3 and

b D 3

2

1

˝ 3

2

:

We have k0 D 2 and

red.b/ D 2

1

˝ 2 :

It can be read off the dual if the cyclage is authorised, and how reduction acts.

Proposition 2.41. (1) Let b 2 F.s/ and write b� D d1 ˝ � � � ˝ dn. The cyclage
is authorised for b if and only if either

(a) jd1j � � � � � jdnj and ` … d1, or

(b) b� is Yamanouchi and for all i D 1; : : : ; n, di ¤ ¹1; : : : ; `º.

(2) red.b/� is obtained from red.b/ be deleting the leftmost column ¹1; : : : ; `º
in b�

Proof. For (1), one checks from the definition that an element b is of dominant eval-
uation if and only if its dual b� has columns of nonincreasing size, and (a) follows.
Item (b) is a direct consequence of Proposition 2.17. Item (2) is clear from the defini-
tion of �.

2.8. Charge and energy

Charge and energy are two classic statistics defined on F.s/ and PF .s/. The goal of
this section is to establish that the duality � intertwines these two notions.
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Lemma 2.42. For all tableau b 2 F.s/, there exists m > 1 such that P.x�m.b// is
a column.

Definition 2.43. The charge is defined as follows. Let b D c` ˝ � � � ˝ c1 2 F.s/.

(1) If b is a column, set ch.b/ D 0.

(2) If b is a tableau, define ch.b/ by induction by setting

ch.b/ D ch.�.b//C jc`j and ch.red.b// D ch.b/

and using Lemma 2.42.

(3) In general, set ch.b/ D ch.P.b//.

We have seen in Section 2.2 how one can associate to any product b� D d1˝ d2 2
PF .s/ of two columns a unique skew tableau T of minimal shape. Write leg.b�/ for the

number of boxes in the left column of T having no box to their right. The following
definition of the local energy H is slightly different but equivalent to the original one
(see [40] and also [44] for an equivalent definition in the case of rows and affine
crystals).

Definition 2.44. Let ` D 2 and b� D d1 ˝ d2 2 PF .s/.

H.b�/ D

´
leg.b�/ if jd1j � jd2j;

H.R1.b�// if jd1j < jd2j:

Example 2.45. The minimal skew tableau corresponding to

b� D 6

4

3

1

˝ 8

7

1

is 8

7

1 6

4

3

1

;

therefore we get H.b�/ D 2.

Let b� D d1 ˝ � � � ˝ dn 2 PF .s/. For all 1 � i < j � n, denote by

d1 ˝ � � � ˝ di ˝ d
.j /
iC1 ˝ � � � ˝ dn

the element obtained from b� by applying successively the R-matrices Rj�1; : : : ;
RiC1.

Definition 2.46. The energy D is defined as follows. For b� D d1˝ � � � ˝ dn 2 PF .s/,
we set

D.b�/ D
X

1�i<j�n

H.di ˝ d
.j /
iC1/:
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Remark 2.47. If Ps1 D � � � D Psn, then the R-matrices act as the identity, thus

D.b�/ D
X

1�i�n�1

.n � i/H.di ˝ diC1/:

Lemma 2.48. Let b�D d1˝ � � �˝ dn 2 PF .s/ be Yamanouchi such that di D¹1; : : : ;`º
for some i D 1; : : : ;n. Then D.b�/DD.b�/, where b� is the element obtained from b�

by deleting its leftmost column ¹1; : : : ; `º.

Proof. Since D is invariant under the action of the combinatorial R-matrices, we can
assume that d1 D ¹1; : : : ; `º. Then

D.b�/ D D.b�/C
n�1X
iD1

.n � i/H.d1 ˝ diC1/:

But by definition of H, we have H.d1 ˝ diC1/ D 0 for any i D 1; : : : ; n � 1.

We are now going to prove the following proposition.

Proposition 2.49. Let b� D d1 ˝ � � � ˝ dn 2 PF .s/ be Yamanouchi such that di ¤
¹1; : : : ; `º for all i D 1; : : : ; n. ThenD.pr.b�//DD.b�/�N , whereN is the number
of ` in b�.

To do this, let us set for any b� D d1 ˝ � � � ˝ dn 2 PF .s/,

�n.b
�/ D D.b�/ �D.pr.b�//:

When n D 2, one can use Definition 2.44 to compute �2. This immediately gives:

Lemma 2.50. Assume b� D d1 ˝ d2 with h.d1/ � h.d2/. Then

�2.d1 ˝ d2/ D

8̂̂<̂
:̂
�1 if ` 2 d1 and ` … d2;

1 if ` … d1 and ` 2 d2;

0 otherwise.

Proof of Proposition 2.49. Since the combinatorial R-matrices preserve the energy,
we can assume that h.d1/ � � � � � h.dn/. For any Yamanouchi vertex b� D d1 ˝

� � � ˝ dn 2 PF .s/, we have

�n.b
�/ D �n.d1 ˝ � � � ˝ dn/ D �n�1.d1 ˝ � � � ˝ dn�1/C

n�1X
iD1

�2.di ˝ d
.n/
iC1/

because the promotion operator commutes with theR-matrices. Since b� is Yamanou-
chi, the vertex d1˝ � � � ˝ dn�1 is also Yamanouchi. By induction on n, we can assume
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that �n�1.d1 ˝ � � � ˝ dn�1/ is equal to the number of letters ` in d1 ˝ � � � ˝ dn�1.
This shows that the proposition is in fact equivalent to the assertion

Sn.b
�/ WD

n�1X
iD1

�2.di ˝ d
.n/
iC1/ D

´
1 if ` 2 dn;

0 otherwise

for any Yamanouchi vertex b� D d1 ˝ � � � ˝ dn 2 PF .s/. Here again, we proceed by
induction on n. When nD 2, this follows from Lemma 2.50. Note that we cannot have
` 2 d1 in this case because we have assumed that d1 ¤ ¹1; : : : ; `º. When n � 3, set

b�.n � 1/ D d1 ˝ � � � ˝ dn�2 ˝ d
.n/
n�1:

Then b�.n � 1/ is Yamanouchi and

Sn.b
�/ D Sn�1.b

�.n � 1//C�2.dn�1 ˝ dn/:

Assume first ` … dn and ` … dn�1. Then, we have ` … d .n/n�1 and by the induction hypo-
thesis, Sn�1.b�.n� 1// D 0. Also, �2.dn�1 ˝ dn/ D 0 and we thus get Sn.b�/ D 0
as desired. The arguments are similar for the three remaining cases: ` 2 dn and
` … dn�1, ` … dn and ` 2 dn�1, ` 2 dn and ` 2 dn�1.

Combining Definition 2.43, the combinatorial description of the duality �, Lem-
ma 2.48 and Proposition 2.49, we get the expected following theorem.

Theorem 2.51. For all b 2 F.s/, we have ch.b/ D D.b�/.

3. Affine type A duality

The study of the combinatorics of highest weight representations for the quantum
groups of affine type A has been initiated in [21] in the context of solvable lattice
models. There, the affine Fock space plays a crucial role. It has been subsequently
considered in various settings, ranging from mathematical physics to symmetric func-
tions or finite group representation theory, see [29] for a good review. In this section,
we examine the crystal combinatorics of the affine Fock space, and show that the
results of Section 2 generalise to this setting.

3.1. Infinite columns

In this affine setting, columns are semi-infinite, i.e., of the form

c D ¹x1; : : : ; xkº t ¹x 2 Z j x < x1º
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and represented as

c D xk

x1

for some k 2Z�1 and some x1 < � � �<xk 2Z. Note that this expression is not unique.
For instance, the values k D 2, x1D 1, x2D 3 and k D 3, x1D 0, x2D 1, x3D 3 both
yield the semi-infinite column ¹: : : ;�2;�1; 0; 1; 3º. If we impose that x1 is minimal
in Z with the condition that x1 C 1 … c, then this expression becomes unique: we call
it the standard form of c. Finally, we set

s.c/ D x1 C k � 1:

3.2. Affine combinatorial Fock space

Following [8, Chapter 6], highest weight crystals of type A.1/n�1 and level ` can be
realised by using the combinatorics of symbols (or equivalently of abaci). By analogy
with type A, we identify symbols with tensor products of columns (and abaci with
semi-infinite binary matrices as in Remark 2.16).

Definition 3.1. Let s D .s1; : : : ; s`/ 2 Z`. The affine combinatorial Fock space of
type A.1/n�1 and level ` associated to s is

yF .s/ D ¹b D c` ˝ � � � ˝ c1 j s.cj / D sj for all j D 1; : : : ; `º:

For all b 2 yF .s/, the tuple s is called the shape of b.4

We say that b 2 yF .s/ is in standard form if all columns have the same smallest
entry and (at least) one of them is in standard form. For convenience, we represent
negative entries �x by xx.

Example 3.2. The representation

1

0

1

˝ 2

1

˝ 3

0

1

is the standard form of the element b D c3˝ c2˝ c1, where c3 D ¹: : : ;�2;�1; 0; 1º,
c2 D ¹: : : ;�2;�1; 2º, c1 D ¹: : : ;�2;�1; 0; 3º.

4The element s is usually called the (multi)charge in the literature, see [21]. We choose this
alternative terminology for two reasons: by analogy with the finite case (Section 2.1), since s
plays a similar role to the partition � (in fact, s can itself be represented by a partition as in the
original approach [21, Definition 3.1]); and because “charge” has already been introduced with
a different meaning in Section 2.8.
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We now define affine analogues of tableaux in a natural way, by requesting semi-
standardness on a cylinder. We use the following notation:

if c D xk

x1

is a column, set cC D xk C n

x1 C n

x1 C n � 1

x1

:

Definition 3.3. An element b D c` ˝ � � � ˝ c1 2 yF .s/ is called

(1) cylindric if the top-aligned juxtaposition cC
`
c1 � � � c` is a semistandard Young

tableau (with entries in Z).

(2) anticylindric if the bottom-aligned juxtaposition c1 � � � c`cC1 is a semistandard
skew Young tableau (with entries in Z).

Example 3.4. Take ` D 3, n D 2.

(1) The element

1

1

˝ 4

1

1

˝ 2

0

1

is cylindric because 3

1 2 4

0 0 1 1

1 1 1 1

is a semistandard Young tableau.

(2) The element

3

1

0

1

2

˝ 3

1

0

2

˝ 2

0

1

2

is anticylindric because 2 3 3 4

0 1 1 2

1 0 0 1

2 2 1 0

2 1

2

is a semistandard skew Young tableau.

Remark 3.5. Note that the elements of yF .s/ can alternatively be described as charged
multipartitions: they form the standard basis of the (algebraic) Fock space, see [8,
Chapter 6], [46]. More precisely, tensor products of columns are the representation
of charged multipartitions by their ˇ-sets, also known as Lusztig’s symbols [8, Chap-
ter 5]. In turn, tensor products that are cylindric correspond to cylindric multiparti-
tions, which are important objects in algebraic combinatorics. They were first intro-



T. Gerber and C. Lecouvey 742

duced by Gessel and Krattenthaler [14], and have since then been used in combinat-
orics, representation theory, and mathematical physics, see [5, 11] for more details.

Further, we give an affine analogue of the Yamanouchi property. For this, given an
element b D c`˝ � � � ˝ c1 2 yF .s/, we define the first n-period of b to be the sequence
P1 D .x; x � 1; : : : ; x � nC 1/ of entries of b such that x is maximal in b and such
that for all i D 0; : : : ; n� 1, x � i 2 cki , where k0 � � � � � kn�1 with ki maximal. One
then defines the r-th n-period of b by induction, by setting Pr to be the first period of
the element b.r�1/ obtained from b by removing P1; : : : ; Pr�1 if they all exist.

Definition 3.6. An element b 2 yF .s/ is called totally n-periodic if the r-th n-period
of b exists for all r 2 Z�1.

Example 3.7. Take n D 3 and ` D 4. Then the following element is totally periodic:

3

2

1

0

˝ 1

0

˝ 4

2

0

˝ 4

3

2

0

;

where we have highlighted the first period in blue, the second in purple and the third
in yellow (and the periods Pr for r > 3 then obviously exist).

3.3. Affine crystal structures

In the following, for s D .s`; : : : ; s1/ 2 Z` and Ps D .Ps1; : : : ; Psn/ 2 Zn, denote

bs D s` ˝ � � � ˝ s1 and PbPs D Ps1 ˝ � � � ˝ Psn :

Moreover, define analogues of the sets S.s/ and PS.s/ of Section 2 by considering

D.s/ D ¹.s`; : : : ; s1/ 2 Z`.s/ j s` � � � � � s1 � s` C nº;

PD.s/ D ¹.Ps1; : : : ; Psn/ 2 Z`.s/ j Ps1 � � � � � Psn � Ps1 C `º;

and set
D D

G
s2Z

D.s/ and PD D
G
s2Z

PD.s/:

As in Section 2.2, the combinatorial Fock space yF .s/ can be endowed with the struc-
ture of an A.1/n�1-crystal, where the action of the lowering crystal operators fi is given
by changing a certain entry x such that x mod n D i to x C 1, see for instance [8,
Chapter 6]. Also, the connected component containing bs is isomorphic to the crystal
yB.s/ of the irreducible highest weight module of highest weight !s D !s` C � � � C!s1

where !0; : : : ; !n�1 are the fundamental weights of type A.1/n�1. Let us recall the crys-
tal structure on yF .s/, due to [4,21,46]. We construct the word wi .b/ as in Section 2.2,
by the following procedure:
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(1) For all k 2 Z, let w.k/i .b/ be the word obtained by reading the entries i C kn
and i C kn C 1 in b from left to right (that is, going through the columns
c`; : : : ; c1).

(2) Set wi .b/ to be the concatenation of the words w.k/i ordered by decreasing
values of k.

Remark 3.8. Because of the semi-infinite form of each column, it is enough to con-
sider only the integers k such that i C kn appears in the standard form of b. That way,
we construct wi .b/ from finitely many subwords w.k/i .

Example 3.9. For n D 4, i D 3, ` D 3 and

b D 3

1

˝ 7

4

3

1

˝ 7

6

4

2

1

D c3 ˝ c2 ˝ c1;

where we highlighted the entries with relevant residues with boldface, we have that
w.1/3 .b/ D 77 and w.0/3 .b/ D 3344, therefore w3.b/ D 773344.

As in typeA, this induces a word in the symbolsC and� by encoding each i C kn
by C and each i C knC 1 by �. Deleting all factors C� recursively yields a word
called the i -signature of b. With these conventions, one checks that the following
result is equivalent to [8, Theorem 6.2.12].

Theorem 3.10. The set yF .s/ is endowed with an A.1/n�1-crystal structure, where

(1) The lowering crystal operators fi act on b 2 yF .s/ by changing the entry x
corresponding to the leftmost C in the i -signature of b into x C 1 if it exists;
and by 0 otherwise.

(2) The raising crystal operators fi act on b 2 yF .s/ by changing the entry x C 1
corresponding to the rightmost � in the i -signature of b into x if it exists; and
by 0 otherwise.

Example 3.11. In the previous example, we first get the sequence CCCC � � ,
and the signature is CC. The leftmost C corresponds to the 7 in c2, and therefore f3
acts on b by changing that 7 into an 8, i.e.,

f3b D 3

1

˝ 8

5

4

3

˝ 7

6

4

1

:
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Example 3.12. Take ` D 3, n D 2, s D .s3; s2; s1/ D .7; 4; 6/ and

b D c3 ˝ c2 ˝ c1 D 8

6

5

4

3

2

˝ 5

4

2

˝ 7

6

5

3

2

:

One checks that
e0b D e1b D e2b D 0;

i.e., b is a highest weight vertex, and that the beginning of the connected component
of the A.1/n�1-crystal containing b is equal to

8

6

5

4

3

2

˝ 5

4

2

˝ 7

6

5

3

2

9

6

5

4

3

2

˝ 5

4

2

˝ 7

6

5

3

2

8

6

5

4

3

2

˝ 6

4

2

˝ 7

6

5

3

2

9

6

5

4

3

2

1

˝ 5

4

3

1

˝ 7

6

5

3

2

1

10

6

5

4

3

2

1

˝ 5

4

2

1

˝ 7

6

5

3

2

1

9

6

5

4

3

2

1

˝ 6

4

2

1

˝ 7

6

5

3

2

1

:::
:::

:::
:::

:::

0 1

0 1 0

1 0 1 0 1
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Remark 3.13. If n is sufficiently large, any column (in standard form) has at most
one entry with residue i or i C 1, and therefore one recovers the finite type A crystal
rule (forgetting the arrows indexed by 0).

In fact, we have yF .s/ ' yF ..s`//˝ � � � ˝ yF ..s1//.

Remark 3.14. Note that the rule used to compute the affine crystal above is not the
tensor product rule, which means that the above isomorphism is not an equality in
general. However, we recover the tensor product rule (and hence the equality) if the
differences sjC1 � sj are sufficiently large.

Similarly, for any n-tuple of integers Ps D .Ps1; : : : ; Psn/, there is a level n A.1/
`�1

-
crystal structure on the set of tensor products of n columns

PyF.Ps/ D ¹a D d1 ˝ � � � ˝ dn j s.di / D Psi for all iº:

In order for these crystals structures to commute (see Section 3.6), we need to use
a slightly different rule for computing the A.1/

`�1
-crystal. More precisely, we construct

a word Pwj .a/ by the following procedure:

(1) For all k 2 Z, let Pw.k/j .a/ be the word obtained by reading the entries j C k`
and j C k` C 1 in a from left to right (that is, going through the columns
d1; : : : ; dn).

(2) Set Pwj .a/ to be the concatenation of the words Pw.k/j ordered by increasing
values of k.

Now, we compute the j -signature by the exact same procedure as for the A.1/n�1-
crystal, and the action of the crystal operators Pfj and Pej is given by the same rule
as in Theorem 3.10. We obtain again

PyF.s/ ' PyF..Ps1//˝ � � � ˝ PyF..Psn//:

Example 3.15. For ` D 3, j D 0, n D 4 and

a D 3

2

1

0

1

˝ 4

1

0

1

˝ 5

4

3

2

0

1

˝ 2

1

0

1

D d1 ˝ d2 ˝ d3 ˝ d4;

where we highlighted the entries with relevant residues with boldface, we have that
Pw.0/0 .a/D 0101001 and Pw.1/0 .a/D 3434, therefore Pw0.a/D 01010013434. This yields
the sequenceC�C�CC�C�C�, so the 0-signature isC, in which the leftmost
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C corresponds to the 0 in d3. Therefore, Pf0 acts on a by changing that 0 into a 1, i.e.,

Pf0a D 3

2

1

0

1

˝ 4

1

0

1

˝ 5

4

3

2

1

1

˝ 2

1

0

1

:

In other terms, in the crystal yF .s/, we have an arrow

3

2

1

0

1

˝ 4

1

0

1

˝ 5

4

3

2

0

1

˝ 2

1

0

1

0
�! 3

2

1

0

1

˝ 4

1

0

1

˝ 5

4

3

2

1

1

˝ 2

1

0

1

:

Let us set

yF .s/ D
M

s2Z`.s/

yF .s/ and PyF.s/ D
M
Ps2Zn.s/

PyF.Ps/:

We can now state an analogue of Theorem 2.11.

Theorem 3.16. (1) The set of cylindric elements of yF .s/ is stable under the crys-
tal operators fi , ei , i D 0; : : : ; n � 1. Moreover, for any b 2 yF .s/, there is a
cylindric element P.b/ 2 yF .s/ such that P.b/ and b appear at the same place
in two isomorphic connected components of yF .s/.

(2) An element b 2 yF .s/ is a highest weight vertex in the A.1/n�1-crystal if and only
if b is totally periodic.

Proof. One checks that Definition 3.3 is equivalent to the definition of cylindricity
used in [9, 45]. Therefore, the first statement of (1) translates to [45, Section 3], see
also [9, Proposition 4.10]. A constructive proof of the second statement of (1) can be
derived from [9, Section 4.3]. Item (2) was obtained in [19, Theorem 5.9].

Remark 3.17. Note that P.b/ is not unique, unlike the tableauP.b/ of Theorem 2.11.
There is uniqueness by putting some extra constraints on P.b/, see [9] for more
details.
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3.4. Uglov’s duality

There is a duality
yF .s/!

PyF.s/; b $ b?

defined by Uglov [46, Remark 4.2], see also [48, Section 1.1.5]. It is best explained
in terms of binary matrices. We first encode b D c` ˝ � � � ˝ c1 2 yF .s/ by the1� `
matrix M defined by

Mi;j D

´
1 if i 2 cj ;

0 otherwise:

Now, for all k 2 Z, consider the submatrices M .k/ of size n � ` of M defined by, for
all 1 � i � n,

M
.k/
i;j DM.k�1/nCi;j :

Set N .k/ DM .k/tr. Then for all j 2 Z, say .k � 1/`C 1 � j � k`, the1� n mat-
rix N defined by Nj;i D N

.k/

j�.k�1/`;i
decodes to an element b? of PyF.s/.

Example 3.18. Take ` D 2, n D 3, and

b D 3

1

0

2

˝ 2

1

2

:

Then we have

M D

:::
:::

�5

�4

�3

2641 1

1 1

1 1

375 M .�1/

�2

�1

0

2641 1

1 0

0 1

375 M .0/

1

2

3

2640 1

1 0

0 1

375 M .1/

4

5

6

2640 0

0 0

0 0

375 M .2/

:::
:::

1 2

and get N D

:::
:::

�3

�2

"
1 1 1

1 1 1

#
M .�1/tr D N .�1/

�1

0

"
1 1 0

1 0 1

#
M .0/tr D N .0/

1

2

"
0 1 0

1 0 1

#
M .1/tr D N .1/

3

4

"
0 0 0

0 0 0

#
M .2/tr D N .2/

:::
:::

1 2 3
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where we indicated the rows and column indices. This gives

b? D 2

0

1

2

˝ 1

1

2

˝ 2

0

2

:

Remark 3.19. Assume that each column c D ¹x1; : : : ; xkº of b written in standard
form verifies 0 � x1 < � � � < xk � n.

(1) Then b is determined byM .1/, and the duality ? is just transposing this single
matrix. We recover precisely the duality �, see Remark 2.16. For instance, for
` D 4, n D 3 and

b D 3

2

0

˝ 3

0

˝ 1

0

˝ 3

1

0

:

The corresponding matrix and its transpose are2641 1 0 0

0 0 0 1

1 0 1 1

375 and

26664
1 0 1

1 0 0

0 0 1

0 1 1

37775 ;
respectively, so we get

b? D 2

1

0

˝ 4

0

˝ 4

3

1

0

:

(2) Moreover, the orders � and �� used to compute the crystals coincide, in ana-
logy with the finite case again.

The first result concerning the duality ? is an analogue of Proposition 2.17. The
following result can be checked purely combinatorially. We omit its proof because it
is essentially equivalent to [11, Theorem 3.3] in the convention of the present paper.

Proposition 3.20. Let b 2 yF .s/. Then b is totally periodic if and only if b? is anticyl-
indric.

Remark 3.21. Similarly, there is a notion of antiperiods that yield a characterisation
of highest weight vertices in PyF.Ps/. We get that b is cylindric if and only if b? is totally
antiperiodic, completing the previous proposition
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Now, we would like to establish an analogue of Theorem 2.19. LetcSn be the affine
symmetric group on n elements, which is the Weyl group of type A.1/n�1. We denote
by �i , i D 0; : : : ; n � 1 the involutions generating cSn, subject to the usual braid rela-
tions modulo n. The group cSn acts on the crystal yF .s/ as in finite type. Similarly,
we denote by P�j , j D 0; : : : ; ` � 1 the generators of bS`. First of all, we focus on
the maps Pej and P�j but only in the case j D 1; : : : ; ` � 1. The case j D 0 will be
treated in upcoming Section 3.5 using the promotion operator. As in Section 2.3, for
j D 1; : : : ; `� 1, we denote by Jj the elementary Jeu de Taquin map on yF .s/ between
columns j and j C 1, and by Rj the combinatorial R-matrix on yF .s/ realising the
isomorphism of crystals

F..s1; : : : ; sj ; sjC1; : : : ; s`//
�
�! F..s1; : : : ; sjC1; sj ; : : : ; s`//:

Theorem 3.22. For all j D 1; : : : ; ` � 1, we have

(1) Pe?j D Jj ,

(2) P�j ? D Rj .

Proof. The proof is analogous to that of Theorem 2.19. In particular, (1) is immediate.
For (2), an explicit formula for Rj was given in [18, Proposition 5.2.2]. This formula
coincides with the formula for the R-matrix in finite type which can be found in [44,
Example 4.10]. Therefore, we conclude using Theorem 2.19.

3.5. Affine cyclage and promotion

We now show that the results of Section 2.7 generalise to the affine case. Consider the
affine cyclage map

y�W yF .s/! F.s C n/;

c` ˝ � � � ˝ c1 7! c`�1 ˝ � � � ˝ c1 ˝ c
C

`
;

where cC
`

at the beginning of 3.2. By [18, Proposition 5.2.1], y� is an isomorphism of
A
.1/
n�1-crystals. Now, consider the promotion map

prW PyF.s/! PyF.s C n/;

d1 ˝ � � � ˝ dn 7! pr.d1/˝ � � � ˝ pr.dn/;

where pr.di / D ¹k C 1I k 2 diº for all i D 1; : : : ; n. Exactly as in Proposition 2.36,
we have the following result, which is immediate by definition of ?.

Proposition 3.23. For all b 2 yF .s/,

y�.b/? D pr.b?/:
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As a direct consequence, we get a description of the action of the maps Pe0 and P�0
directly on yF .s/. This completes the statement of Theorem 3.22.

Corollary 3.24. The following holds:

(1) Pe?0 D y�
�1 ı J1 ı y� ,

(2) P�0? D y��1 ıR1 ı y� .

By analogy with Theorem 3.22, we denote R0 D P�?0 . If cj is a column, denote
by c�j the column such that .c�j /

C D cj . Since y��1.c` ˝ � � � ˝ c1/ D c�11 ˝ c` ˝

� � � ˝ c2, we have

R0.c` ˝ � � � ˝ c1/ D c
�
1 ˝ c`�1 ˝ � � � ˝ c2 ˝ c

C

`
:

3.6. Triple crystal structure

The affine duality ? is more complex than its finite type counterpart �, and this is
related to the existence of a third crystal structure on yF .s/ [10]. This arises from the
action of a Heisenberg algebra H , and the resulting crystal is of type A1. More pre-
cisely, each b 2 yF .s/ writes uniquely on the form b D a�.xb/ for some partition �
and some highest weight vertex xb for the H -structure. Here a� is the so-called Heis-
enberg crystal operator corresponding to the partition �. The explicit action of a� is
described in [12] in terms of translating (generalised) n-periods. By writing �.b/D �,
the map b 7! �.b/ yields a bijection between the connected component containing b
and the Young lattice Y. Now, the Young lattice carries a crystal structure correspond-
ing to the basic representation of type A1. More precisely, there is an arrow �

k
! �

in Y with k 2 Z if and only if �=� has only one box of content k. This endows yF .s/
with the structure of an A1-crystal. The following result is [10, Theorem 6.17].

Theorem 3.25. The three crystals commute,5 i.e., for all i D 1; : : : ; n � 1, for all
j D 1; : : : ; ` � 1 and for any partition �, we have

fi Pf
?
j D

Pf ?j fi ; a�fi D fia� ; and Pf ?j a� D a�
Pf ?j :

Recall that we have introduced the sets D.s/, PD.s/ and the notation bs, PbPs for a 2
D.s/, Ps 2 PD.s/ in Section 3.3. Write respectively P!0; : : : ; P!`�1 and Pı the fundamental
weights and the null root for the root system of type A.1/

`�1
. The definition of ? implies

the following important property.

5Note that in [10], the commutation was proved for a twisted version of this duality. This is
accounted for here by enumerating columns in the reverse order in PyF.s/, and using the different
ordering.
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Lemma 3.26. Let b 2 yF .s/. We have b D bs for some s 2D.s/ if and only if b? D Pbs?

for some s? 2 PD.s/. Moreover, the A.1/
`�1

-dominant weight corresponding to Pbs? has
the form

.n � s1 C s`/ P!0 C

`�1X
jD1

.sj � sjC1/ P!j C k Pı;

where k is an integer.

Example 3.27. Take ` D 4, n D 3 and s D .�2;�1;�1; 1/ 2 D.�3/. Then

bs D 2 ˝ 1 ˝ 2 ˝ 1 ; i.e., bs D 2 ˝ 1

2

˝ 1

2

˝ 1

0

1

2

:

The corresponding matrix is

M D

:::2641 1 1 1

1 1 1 0

1 0 0 0

375M .0/

2641 0 0 0

0 0 0 0

0 0 0 0

375M .1/

:::

which gives M ?
D

:::26664
1 1 1

1 1 0

1 1 0

1 0 0

37775M .0/tr

26664
1 0 0

0 0 0

0 0 0

0 0 0

37775M .1/tr

:::

;

therefore,

b?s D 1

0

1

2

3

˝ 1

2

3

˝ 3 D Pbs? with s? D .1;�1;�3/ 2 PD.�3/ :

Remark 3.28. We see that the map s 7! s? is an analogue of the transposition of
partitions used in Section 2.

The commutation of the three crystals in Theorem 3.25 induces an .A.1/n�1 �A1 �
A
.1/

`�1
/-crystal structure on yF .s/, and as in the finite case (see Corollary 2.22), each

connected component of the tricrystal of yF .s/ has a unique source vertex. The fol-
lowing corollary is the translation of [10, Theorem 6.19] in our terminology.
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Corollary 3.29. Let b 2 yF .s/. Then b is a highest weight vertex in the .A.1/n�1 �A1 �
A
.1/

`�1
/-crystal if and only if b D bs for some s 2 D.s/.

To be complete, we give a characterisation of the highest weight vertices in the
different bicrystals. In order to do this, we consider the vertices of yB.s/, the connec-
ted component of the A.1/n�1-crystal containing bs, where s 2 D.s/. These are called
n-FLOTW elements, and the have an explicit combinatorial description, see [8, Defin-
ition 5.7.8].6 In particular, FLOTW elements are cylindric, which is immediate from
Theorem 3.16 because bs is.

Theorem 3.30. (1) b is a highest weight vertex in the .A.1/n�1 � A
.1/

`�1
/-crystal if

and only if b is cylindric and totally periodic.

(2) b is a highest weight vertex in the .A.1/n�1 � A1/-crystal if and only if b? is
`-FLOTW.

Proof. Assertion (1) follows from the characterisation of the highest weight vertices
in the A.1/n�1-crystal and the A.1/

`�1
-crystal given in Theorem 3.16 (2) and Proposi-

tion 3.20. Assertion (2) is proved in [10].

Remark 3.31. Note that it is more challenging to give a simple description of the
.A
.1/
n�1 � A1/-highest weight vertices. Nevertheless, a characterisation of the A1-

highest weight vertices has been given in [13, Theorem 5.1], but this does not yield to
an analogue of the previous theorem.

By Theorem 3.25 and Corollary 3.29, for each b 2 yF .s/, there is a unique s2D.s/
such that b D Pf ?j a�fibs for some i , j and some partition �. Set

P .b/ D fibs; �.b/ D �; and Q.b/ D Pfj b
?
s :

Note that the elements P .b/ and Q.b/ are FLOTW by definition. Therefore, we get
an analogue of Theorem 2.25, yielding an affine crystal version of the RSK corres-
pondence.

Theorem 3.32. The assignmentb̂W b 7! .P .b/; �.b/;Q.b//

yields a bijection yF .s/! b̂. yF .s//. In particular, we have the decomposition

yF .s/ '
M

s2D.s/

yB.s/˝ Y ˝
PyB.s?/:

6Note that FLOTW elements are originally defined for a more constrained condition on s,
but it is easy to see that our condition induces the same combinatorial characterisation.
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Remark 3.33. Another way to express the affine crystal RSK correspondence is to
consider the bijection

b $ .P.b/;Q.b//;

where Q.b/ is defined as before, and P.b/ D a�fibs (in particular P.b/ is cylindric).
In a symmetric fashion, one can establish a bijection

b $ .P .b/;Q.b//;

where Q.b/ is anticylindric. It would be interesting to compare this with the results
of [27].

3.7. Bicrystal structure on self-dual elements

As in Section 2.5, let us consider the set of self-dual elements yF .s/?, that is, the set
of all

b D c1 ˝ � � � ˝ c` 2 F.s/

such that
b? D c` ˝ � � � ˝ c1:

Again, self-dual elements exist only if n D `. Moreover, by [10, Proposition 5.2], for
all b 2 yF .s/, we have �.b?/ D �.b/tr, therefore if b 2 yF .s/?, we have

�.b/ D �.b/tr:

Now, by [23], self-transpose partitions realise the crystal graph zY of the basic repres-
entation of type B1, by setting

�
k
�! �0 in zY if and only if �

k
�! �00

�k
�! �0 in Y:

If one prefers, one can also consider the vertices of zY as shifted Young diagrams
since self-conjugate partitions are in bijection with strict partitions. Further, for all
i D 1; : : : ; n � 1, set again

f ?i D
Pf ?i fi :

Therefore, the operators f ?i for i D 1; : : : ; n� 1 and a� for � D � tr induce an .A.1/n�1 �
B1/-crystal structure on yF .s/?. More precisely, we get the decomposition

yF .s/? '
M

s2D.s/
s?Ds

yB.s/˝ zY:

Other multicrystal structures on fixed points sets will be studied in Section 5.
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3.8. Affine keys and bikeys

We now construct affine analogues of keys and bikeys as defined in Section 2.6.

Definition 3.34. An element b D c` ˝ � � � ˝ c1 2 yF .s/ is called an affine key if b is
cylindric and c` � � � � � c1 � cC` .

Remark 3.35. Note that [20] uses the terminology .n; s/-cores instead of affine bi-
keys. Indeed, it is observed that if b D c` ˝ � � � ˝ c1 is an affine key, then each cj is
in particular the beta-set of a partition which is an n-core.

In particular, if b 2 yF .s/ is an affine key, b is cylindric and therefore s.b/ 2D.s/.
Now, for an element b 2 yF .s/, denote ObSn.b/ the orbit of b under the action of cSn.
The following result is an analogue of Proposition 2.27 and is a reformulation of [20,
Proposition 5.14].

Proposition 3.36. Let s 2D.s/. The set of all affine keys in yF .s/ is equal to ObSn.bs/.

Example 3.37. Take ` D n D 2 and s D .r1; r2/ D .1; 0/, so that

bs D 0 ˝ 1

0

:

Let us compute the beginning of the connected component of yF .s/ containing bs.

0

1

˝ 1

0

1

1

1

˝ 1

0

1

0

1

˝ 2

0

1

2

1

˝ 1

0

1

0

1

˝ 3

0

1

3

1

˝ 1

0

1

2

1

˝ 2

0

1

1

1

˝ 3

0

1

0

1

˝ 4

0

1

:::
:::

:::
:::

:::
:::

0 1

1 0

0 1 0 1

1 0 1 0 1 0



Duality and bicrystals on infinite binary matrices 755

Note that bs is cylindric, and therefore all vertices appearing are cylindric. In the
picture, only

bs D 0

1

˝ 1

0

1

; 1

1

˝ 1

0

1

and 0

1

˝ 2

0

1

are in ObSn.bs/. One checks that these are affine keys in the sense of Definition 2.27,
and that the others are not, which illustrates Proposition 3.36.

We can now give a characterisation of the dual of an affine key, in the spirit of
Proposition 2.28. It will be convenient to consider the action of cSn on Zn determined
by the formulas

w.z1; : : : ; zn/ D .zw.1/; : : : ; zw.n// for w 2 Sn

and
�0.z1; : : : ; zn/ D .z1 � `; z2; : : : ; zn�1; zn C `/:

Observe that the set PD.s/ is a fundamental domain for this action.

Proposition 3.38. Let b 2 yF .s/. Then b is an affine key if and only if b? D PbPs for
some Ps 2 Zn.s/.

Proof. It suffices to observe that b?s D PbPs for some Ps 2 D.s/. The rest of the proof is
analogous to that of Proposition 2.28. The mapsRi , i D 1; : : : ; n� 1, simply permute
the columns of PbPs, and by Corollary 3.24

?�0
�
Pr1 ˝ � � � ˝ Prn

�
D Pr1 � ` ˝ Pr2 ˝ � � � ˝ Prn�1 ˝ Prn C ` ;

i.e., ?�0. PbPs/ D Pb�0.Ps/. Thus, for all w 2cSn, we have ?w. PbPs/ D Pbw.Ps/. Now, we have

b is an affine key, b 2 ObSn.bs/ for some s 2 D.s/

, b? 2 ObSn. PbPs/ for some Ps 2 PD.s/

, there exists w 2cSn such that b? D ?w. PbPs/

, there exists w 2cSn such that b? D Pbw.Ps/ :

Let s 2 D.s/. By analogy with Proposition 2.31, we say that b 2 yF .s/ is an affine
bikey of shape s if b in is the orbit of bs under the action of cSn � bS`. We denote yK.s/
the set of bikeys of shape s. Similarly, given Ps 2 PD.s/, let PyK.Ps/ � PyF.Ps/ be the set of
bikeys of shape Ps. By Lemma 3.26, for all s 2 D.s/, there exists Ps 2 PD.s/ such that
b?s D

PbPs. Therefore, b 2 yK.s/ if and only if b? 2 yK.Ps/, which gives an analogue to
Proposition 2.32.
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Finally, we can describe affine bikeys directly, in a slightly less explicit way than
in finite type. First, as in Section 2.6 the maps Rj for j D 1; : : : ; ` act on affine keys
by permuting their columns. Therefore, the elements of yK.s/ are obtained from affine
keys by combining permutations of their columns and applications of R0.

Example 3.39. Take ` D n D 2 and s D .r1; r2/ D .1; 0/ as in Example 3.37. The
orbit of bs under the action of bS` consists of the following elements

bsD 0 ˝ 1

0

; 1

0

˝ 0 ; 1 ˝ 2

1

0

1

; 2

1

0

1

˝ 1 ; 2 ˝ 3

2

1

0

1

2

; 3

2

1

0

1

2

˝ 2 ; : : :

The same procedure applied to each affine key in yF .s/ yields yK.s/.

4. Bicrystal structures involving infinite rank classical root systems

In this section, we denote byX1 any infinite Dynkin diagram of type AC1, B1, C1
or D1. We refer to [33] and the references therein for the notations and definition
used in this section. In particular, the nodes of the Dynkin diagrams of types B1, C1
or D1 are parametrised by the integers of Z�0 so that one gets a Dynkin diagram
of type AC1 by removing the 0-node. Our aim in this section is to explain how the
An�1 �A`�1 bicrystal structure described in Section 2.4 can be generalised to obtain
X1 � A`�1 bicrystal structures.

4.1. Recollection on extremal crystals of type X1

By [33], one can associate to each partition � an extremal weight crystal7 B1.�/ of
type X1 which can be regarded as the direct limit of the finite type Xn-crystal Bn.�/
associated to the dominant weight � when n tends to infinity. To be more precise, we
introduce the infinite alphabets

AX1 D

8̂̂̂̂
<̂
ˆ̂̂:
¹1 < � � � < n < � � � º for X D A;

¹� � � < xn < � � � < 1 < 0 < 1 < � � � < n < � � � º for X D B;

¹� � � < xn < � � � < 1 < 1 < � � � < n < � � � º for X D C;

¹� � � < xn < � � � < 2 < 1; 1 < 2 < � � � < n < � � � º for X D D:

7The crystal B1.�/ is not a highest weight crystal in types C1, B1, D1.



Duality and bicrystals on infinite binary matrices 757

The crystal B1.�/ admits a convenient realisation in terms of Kashiwara–Nakashima
tableaux of type X1 defined exactly as their finite rank counterpart by relaxing the
admissibility condition of the columns. The general picture is identical to the finite
type A. First, the crystals B1.1/ for each type AC1, B1, C1 and D1 are, respect-
ively,

1
1
�! 2

2
�! � � �

n�2
�! n � 1

n�1
�! n

n
�! � � � ;

� � �
n
�! xn

n�1
�! n � 1

n�2
�! � � �

2
�! 2

1
�! 1

0
�! 0

0
�! 1

1
�! 2

2
�! � � �

n�2
�! n � 1

n�1
�! n

n
�! � � � ;

� � �
n
�! xn

n�1
�! n � 1

n�2
�! � � �

2
�! 2

1
�! 1

0
�! 1

1
�! 2

2
�! � � �

n�2
�! n � 1

n�1
�! n

n
�! � � � ;

� � �
n
�! xn

n�1
�! n � 1

n�2
�! � � �

2
�! 2

1

1

2
0

1

1

0

2
�! � � �

n�2
�! n � 1

n�1
�! n

n
�! � � � :

Next, one introduces for any k � 1, column tableaux c of height k as the vertices
of the crystal B1.1/˝k with extremal vertex the column c.k/D 1˝ � � � ˝ k. Finally,
for any partition � with `-columns of heights k1 � � � � � k` the tableaux of shape �
are identified with the vertices b D c` ˝ � � � ˝ c1 in the connected component of the
crystal B1.1k`/˝ � � � ˝ B1.1k1/ with extremal vertex c.k`/˝ � � � ˝ c.k1/.

In type C1, one can show that a tableau T D c1 � � � cl of shape � is a filling of the
Young diagram � by letters of AC1 so that the filling of each column ci of � is strictly
increasing from top to bottom and the split form of T is semistandard. The split form
of T is obtained by splitting each column ci according to the following procedure.
Given a column c, its split form is the pair .lc; rc/ of columns containing no pair of
letters .z; xz/ with z unbarred defined as follows. Let I D ¹z1 < � � � < zrº the set of
unbarred letters z such that the pair .z;xz/ occurs in c. Define the set J D¹t1< � � �< trº
of unbarred letters such that:

• t1 is the lowest unbarred letter satisfying: t1 > z1, t1 … c and xt1 … c,

• for i D 2; : : : ; r , ti is the lowest unbarred letter satisfying: ti >min.ti�1; zi /, ti … c
and xti … c.
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Then write:

• rc for the column obtained by changing in c, xzi into t i for each letter zi 2 I and
by reordering if necessary,

• lc for the column obtained by changing in c, zi into ti for each letter zi 2 I and
by reordering if necessary.

Now T is a tableau of type C1 when its split form spl.T / D lc1rc1 � � � lcl rcl is
semistandard. Observe this implies that T itself is semistandard but a semistandard
tableau on AC1 is not always of type C1. Also, the tableaux of type AC1 which
are the semistandard tableaux on the alphabet AAC1 coincide with the tableaux of
type C1 with no barred letter.

Example 4.1. For

T D 2 3

1 2

2 1 2

one gets spl.T / D 2 3 3 3

1 1 2 2

3 2 1 1 2 2

;

therefore T is a tableau of type C1, but

T 0 D 2 3

1 2

2 2 2

with spl.T 0/ D 2 3 3 4

1 1 2 2

3 2 4 2 2 2

is not, although it is semistandard on AC1 .

The tableaux of types B1 and D1 can be described in a similar way, through a
splitting operation on their columns. Nevertheless, in type B1 (resp. D1), blocks of
the form 0 (resp.

1

1 ) can appear in the same column. This slightly modifies the pro-
cedure for computing the splitting form of the tableaux. A juxtaposition T D c1 � � � cl
of columns with decreasing heights will be a tableau of type B1 (resp. D1) if its
split form spl.T / D lc1rc1 � � � lcl rcl is semistandard (resp. is semistandard and each
two columns tableau rci lciC1 avoids a particular pattern �D). We refer the reader
to [32] for a complete description.

There exists a convenient notion of weight on the crystals B1.1/˝m, m � 0 (and
thus also on any tensor product B1.1k`/˝ � � � ˝ B1.1k1/). For any b D x1 ˝ � � � ˝
xm in B.1/˝m, the weight wt.b/ is the sequence .i /0�i where for any 0 � i the
integer i is equal to the number of letters i in b minus its number of letters i .

Given � and � two partitions, it was proved in [33] that the crystal B1.�/ ˝
B1.�/ decomposes as the disjoint union of extremal weight crystals and this decom-
position is independent of the type considered.
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Theorem 4.2. For the type X1 extremal crystals B1.�/ and B1.�/ we have

B1.�/˝ B1.�/ '
L
�

B1.�/
c�
�;� ;

where c�
�;�

is the usual Littlewood–Richardson coefficients associated to �, � and �.

Remark 4.3. (1) The theorem extends to the tensor products

B1.�
1/˝ B1.�

2/˝ � � � ˝ B1.�
`/

associated to any sequence .�1; : : : ; �`/ of partitions. This tensor product
contains a unique component isomorphic to B1.�1 C � � � C �`/ that we will
refer as the principal component (here �1 C � � � C �` is the partition whose
k-th part is the sum of the k-th parts of each �a, a D 1; : : : ; `).

(2) For any m � 0, any connected component B of B.1/˝m contains a unique
distinguished extremal vertex, namely a vertex bext D x1˝ � � � ˝ xm such that
x1; : : : ; xm are unbarred letters and x1 � � � xm is a Yamanouchi word. When
bext D b� is the tableau of shape � whose i -th row contains only letters i ,
B.b�/ coincides with the set of tableaux of shape �. In the general case, we
get that wt.b/ D � is a partition and there is a unique crystal isomorphism
from B.bext/ D B to B.b�/ sending bext on b�.

4.2. Jeu de Taquin on two columns and A1-crystal structure

For any integer u � 0, write B1.!u/ for the type X1-crystal extremal associated to
the partition 1u. It contains exactly the column tableaux of type X1 and shape 1u.
More generally, we identify the partition � with au columns of height u with the
formal weight � D

P
u au!u. By Theorem 4.2, we get for any integers u; v � 1

B1.!u/˝ B1.!v/ '
min.u;v/L
tD0

B1.!t C !uCv�t /

D B1.!uCv/˚ B1.!1 C !uCv�1/˚ � � �

˚ B1.!min.u;v/ C !max.u;v//:

When u� v, the principal component B1.!uC!v/ of B1.!u/˝B1.!v/ contains
exactly the tableaux of type X1 and shape !u C !v . When u > v, the vertices of the
principal component B1.!v C !u/ of B1.!u/ ˝ B1.!v/ are called antitableaux
of type X1. As in Section 2.4, they can be easily described by using the splitting
operation given in Section 4.1.

Consider a vertex c2 ˝ c1 in B1.!u/ ˝ B1.!v/ which is not a tableau. This
means we have either u > v, or u � v and the connected component B1.c2 ˝ c1/
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containing c2 ˝ c1 is isomorphic to a crystal B1.!t C !uCv�t / with t � u � 1.
In both cases the above crystal decomposition implies that B1.!u�1/˝ B1.!vC1/
contains a unique component isomorphic to B1.c2 ˝ c1/. Write Pe.c2 ˝ c1/ for the
vertex in B1.!u�1/˝B1.!vC1/matched with c2 ˝ c1 by this isomorphism. When
c2 ˝ c1 is a tableau, we set Pe.c2 ˝ c1/ D 0.

Similarly, for any vertex c2 ˝ c1 in B1.!u/ ˝ B1.!v/ which is not an antit-
ableau, there exists a unique vertex Pf .c2 ˝ c1/ in B1.!uC1/˝B1.!v�1/ such that
the components B1.c2 ˝ c1/ and B1. Pf .c2 ˝ c1// are isomorphic and Pf .c2 ˝ c1/
is matched with c2 ˝ c1 by this isomorphism. When c2 ˝ c1 is an antitableau, we set
Pf .c2 ˝ c1/ D 0.

For any c2˝ c1 inB1.!u/˝B1.!v/, write PB1.c2˝ c1/ for the set obtained by
applying operators Pe and Pf to c2˝ c1. We get immediately the following proposition.

Proposition 4.4. The set PB1.c2 ˝ c1/ has the structure of a highest weight A1-
crystal.

The previous proposition can be regarded as an analogue of the Jeu de Taquin
procedure on skew tableaux of type A with two columns. In fact, such a notion of
skew tableaux also exists in type B1, C1 and D1. A skew tableau of type X1 is
defined as the filling of a skew Young diagram by letters of AX1 whose duplicated
form is semistandard (and avoid the pattern �D in type D1). To any skew tableau
c1 � � � c`, one associates the tensor product of columns c` ˝ � � � ˝ c1. Conversely, any
tensor product c2 ˝ c1 of two columns can be regarded as a minimal skew tableau
as in Example 2.14. The operators Pe and Pf can then be interpreted as horizontal
sliding operations on this skew tableau. In type AC1, one so recovers the usual Jeu
de Taquin procedure, see Example 2.14, in types B1 and C1 this corresponds to the
sliding operations described in [32].

Example 4.5. In type C1, the corresponding minimal skew tableau for

c1 ˝ c2 D 5

2

1

2

˝ 5

3

2

4

is 5

3 5

2 2

4 1

2

:

By using the sliding procedure in type C1 or the previous crystal isomorphisms, one
gets

Pe

0BBBB@
5

3 5

2 2

4 1

2
1CCCCA D

5

3

1 5

1 1

4 2

and Pf

0BBBB@
5

3 5

2 2

4 1

2
1CCCCA D

5 5

2 3

4 2

1

2

:
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4.3. Bicrystal structure on product of columns of type X1

Consider n; ` 2 Z�2, s D .s1; : : : ; s`/ 2 Z`�0 and s 2 Z�0. With the notation of the
previous paragraph, write B1.s/ D B1.!s1/ ˝ � � � ˝ B1.!sl / and set B1.s/ D
˚jsjDsB1.s/. By definition B1.s/ is a type X1-crystal. We are going to show
that it admits in fact the structure of a type .X1 � A`�1/-crystal. First, for any
j D 1; : : : ; ` � 1 define the operators Pej and Pfj on each B1.s/ as the action of Pe
and Pf on its j and .j C 1/-th components, that is for any c1 ˝ � � � ˝ c` 2 B1.s/

Pej D c1 ˝ � � � ˝ Pe.cj ˝ cjC1/˝ � � � c`;

Pfj D c1 ˝ � � � ˝ Pf .cj ˝ cjC1/˝ � � � c`:

By definition, the operators Pe and Pf commute with the action of the X1-crystal oper-
ators, therefore Pej and Pfj also commute with the operators ei and fi with i 2 X1.

Proposition 4.6. For any b D c1˝ � � � ˝ c` 2B1.s/, the colored and oriented graph
PB.b/ defined by applying the operators Pej and Pfj to b has the structure of a typeA`�1

crystal.

Proof. Assume first that b only contains unbarred letters. Then the result follows
from Theorem 2.21. In the general case, there exists a path in B1.s/ from b to the
distinguished extremal vertex bext defined in Remark 4.3. This path corresponds to
a composition of operators ei and fi , i 2 X1 which commute with the operators Pej
and Pfj , j 2 ¹1; : : : ; `º. Therefore, the graphs PB.b/ and PB.bext/ are isomorphic and
we are done because bext only contains unbarred letters.

Denote by Pfj any finite composition of operators Pfj with j 2 ¹1; : : : ; `º and by ki
any finite composition of operators ei , fi with i � 0.

Theorem 4.7. (1) The crystal B1.s/ has the structure of an .X1 �A`�1/-crys-
tal. This bicrystal is extremal for the X1-structure and of highest weight for
the A`�1-structure.

(2) The tableaux b� associated to the partitions of rank s are the unique vertices
in B1.s/ both distinguished extremal forX1 and of highest weight for A`�1.

(3) We have the decomposition

B1.s/ D
M
j�jDs

Pfjkj b�;

where the sum runs over all the possible i and j . In particular,

B1.s/ '
M
j�jDs

B1.�/˝ B.�
tr/:
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Proof. Assertion (1) is just a reformulation of the previous proposition. To prove
assertion (2), observe first that the vertices b� are clearly both distinguished extremal
for X1 and of highest weight for A`�1. Consider now b D c` ˝ � � � ˝ c1 with this
property. Since b only contains unbarred letters, we can apply Corollary 2.22 and
conclude that b D b� for � ` s. Assertion (3) easily follows from (1) and (2).

Corollary 4.8. The A`�1-highest weight vertices in B1.s/ are exactly the tableaux
of type X1.

Proof. Let b be an A`�1-highest weight vertex in B1.s/. Then, by assertion (3) of
the previous theorem, there should exist a partition � of rank s and sequence ki such
that b D kib�. This means that b is a tableau of type X1: Conversely, any tableau b
can be written as b D kib� and for j D 1; : : : ; ` � 1, we have Pej .b/ D Pej .kib�/ D
ki Pej .b�/ D 0 since both crystal structures commute.

We conclude this section with some important remarks.

Remark 4.9. (1) In another direction, Kwon established and studied in [25] a bi-
crystal structure arising from a duality between extremal AC1-crystals and
generalised Verma A1-crystals.

(2) Contrary to Section 2.4, we did not introduce a duality b ! b� from which
the A`�1-crystal structure on B1.s/ can easily be made explicit. Although
theA`�1-highest vertices ofB1.s/ correspond to Kashiwara–Nakashima tab-
leaux of type X1, we cannot use the same duality as in type A`�1. Indeed, in
types B1 and D1, these tableaux are not semistandard on AX1 in general.
Moreover, even in type C1, the action of a crystal operator Pej and Pfj does not
coincide with a horizontal sliding of the ordinary Jeu de Taquin of typeA. This
problem, also related to the cyclage operation on tableaux defined in [30, 31]
will be considered elsewhere.

(3) Corollary 4.8 can also be obtained without referring to Section 2.4. For an
A`�1-highest weight vertex bD c1˝ � � �˝ c` inB1.s/, the equality Pej .b/D0
for any j D 1; : : : ; `� 1means that cj ˝ cjC1 is a tableau of two columns for
any j D 1; : : : ; `� 1. Therefore, b is a tableau of type X1 since the tableaux
are characterised locally by conditions on their pairs of consecutive columns.

(4) The results of this section can also be regarded as bicrystal structures on par-
ticular matrix sets. In type AC1 or C1, each vertices b D c1 ˝ � � � ˝ c` of
B1.s/ can indeed be encoded in an infinite matrix M D .mi;j / with rows
indexed by Z n ¹0º and columns indexed by ¹1; : : : ; `º, where mi;j D 1 if cj
contains the letter i 2 Z n ¹0º and mi;j D 0 otherwise. In type B1 we pro-
ceed similarly, except that the integers in the rowsm0;j may be greater than 1.
Finally, in typeD1, the coefficientm0;j counts the number of blocks

1

1 in cj .



Duality and bicrystals on infinite binary matrices 763

5. Fixed points in bicrystals

In this section, we show that bicrystals structures of classical types can be obtained
by considering fixed points sets under involutions defined on our combinatorial Fock
spaces. We shall detail mainly the classical case, the methods and arguments being
similar in the affine situation.

5.1. Dynkin diagram involutions in finite type A

In type An�1, let � be the Dynkin diagram automorphism mapping the vertex i to
n � i , for all i D 1; : : : ; n � 1. Then � induces a map on the set of dominant weights
of type An�1 that we denote by the same symbol

� W PC ! PC;

n�1X
iD1

ai!i 7!

n�1X
iD1

ai!n�i :

We can also define the map � on the partitions of length at most n: � replaces each
column of height 0 < i < n by a column of height n � i and fixes the columns of
height 0 or n.

For any partition �, recall that B.�/ is the crystal of highest weight vertex b�.
It can be realised by using semistandard tableaux of shape �, and in this case b� is the
tableau of shape � with only k’s in row k [17, Section 7.3]. The map � induces a map
on B.�/ that we denote by the same symbol

� W B.�/! B.�.�//;

which maps b� to b�.�/ and which is a � -isomorphism of crystals, i.e., for all b 2B.�/,
and for all i D 1; : : : ; n � 1,

�.fib/ D f�.i/.�.b// D fn�i .�.b//:

Example 5.1. Take n D 3 and let

� D !1 D ; so that �.�/ D !2 D :

We get the following crystals:

B.�/ D 1
1
�! 2

2
�! 3 and B.�.�// D 2

1
2
�! 3

1
1
�! 3

2

:
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5.2. Crystal structure on fixed points sets

Denote by
P �C D ¹� 2 PC j �.�/ D �º

the set of dominant weights fixed under � , so that

� 2 P �C , 9a1; : : : ; abn=2c 2 Z

such that

� D

8<:
Pn=2�1
iD1 ai .!i C !n�i /C an=2!n=2 if n � 1 is odd,P.n�1/=2
iD1 ai .!i C !n�i / if n � 1 is even.

Definition 5.2. For any weight � in P � , set

�0 D

bn=2cX
iD1

ai!
0
i ;

where !0i is the i -th fundamental weight of type Xbn=2c, with

X D B if n � 1 is odd and X D C if n � 1 is even:

For any partition � with at most n parts and such that �.�/ D �, there exists
a unique crystal involution on B.�/ such that

�. zfi1 � � �
zfir .b�// D

zf�.i1/ � � �
zf�.ir /.b�/

for any sequence i1; : : : ; ir in ¹1; : : : ; n � 1º of arbitrary length. This permits to con-
sider the set

B.�/� D ¹b 2 B.�/ j �.b/ D bº:

In [38,39], Naito and Sagaki established the following theorem. Consider a partition �
with at most n parts and such that �.�/ D �.

Theorem 5.3. For i D 1; : : : ; bn=2c, define the modified crystal operators:

(1) If n � 1 is odd,

f �i D

´
fifn�i if i D 1; : : : ; n=2 � 1;

fi if i D n=2:

(2) If n � 1 is even,

f �i D

´
fifn�i if i D 1; : : : ; .n � 1/=2 � 1;

fif
2
iC1fi if i D .n � 1/=2:
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Then every b 2 B.�/� is obtained by applying a sequence of modified crystal operat-
ors to the highest weight vertex b� of B.�/. This induces a crystal structure on B.�/� .
Moreover, we have

B.�/� ' B.Xbn=2c/.�0/;

the crystal of classical type Xbn=2c with highest weight �0. In each case, the action
of the modified crystal operators is mapped to the action of the classical crystal oper-
ators.

Example 5.4. (1) Take n D 4, and � D !1 C !3 D , so that � 2 P �C. Then
we have

B.�/� D 3

2

1 1

1
�! 4

2

1 2

2
�! 4

3

1 2

2
�! 4

3

1 3

1
�! 4

3

2 4

' B.B2/.�0/

with �0 D !01.

(2) Take n D 5, and � D !1 C !4 D , so that � 2 P �C. Then we have

B.�/� D 4

3

2

1 1

1
�! 5

3

2

1 2

2
�! 5

4

3

1 4

1
�! 5

4

3

2 5

' B.C2/.�0/

with �0 D !01.

Case (1) of Theorem 5.3 is a particular occurrence of a phenomenon called “sim-
ilarity of crystal bases” by Kashiwara [23, Theorem 5.1]. In fact, in the case where
n� 1 is odd, we can also exhibit a type Cn=2 crystal structure on a subset of B.�/� as
follows.

Assume n � 1 is odd and let � is a partition with at most n parts and with asso-
ciated weight of the form � D

Pn=2
iD1 ai .!i C !n�i /. Let �W B.�/ ! B.�/ be the

involution defined by �.b�/ D b� and

�. zfi1 � � �
zfir .b�// D

zf
ai1
n�i1
� � � zf

air
n�ir

.b�/ with aik D

´
1 if ik ¤ n=2;

2 otherwise.

for any sequence i1; : : : ; ir in ¹1; : : : ; n� 1º of arbitrary length. Accordingly, we write

P
�
C D

²
� 2 PC

ˇ̌̌̌
� D

n=2X
iD1

ai .!i C !iC1/

³
� P �C;
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and for � 2 P �C, let �� D
Pn=2
iD1 ai!

�
i , where !�i denotes the i -th fundamental weight

of type Cn=2. Let
B.�/� D ¹b 2 B.�/ j �.b/ D bº:

Theorem 5.5. Assume n � 1 is odd and let � be a partition with associated weight
in P �C. Consider the modified crystal operators

f
�
i D fifn�i for all i D 1; : : : ; n=2:

Then every b 2 B.�/� is obtained by applying a sequence of modified crystal oper-
ators f �i to the highest weight vertex b� of B.�/. This induces a crystal structure
on B.�/� . Moreover, we have

B.�/� ' B.Cn=2/.��/;

the crystal of type Cn=2 with highest weight ��, where the action of the modified
crystal operators is mapped to the action of the classical crystal operators.

Example 5.6. Take n D 4, and � D !1 C !3 D , so that � 2 P �C. Then we have

B.�/� D 3

2

1 1

1
�! 4

2

1 2

2
�! 4

3

1 3

1
�! 4

3

2 4

' B.C2/.�0/

with �0 D !01.

Remark 5.7. For � 2 PC, one might also consider the set

B.�/� D ¹b 2 B.�/ j �.wt.b// D wt.b/º � B.�/� :

Nevertheless, the modified crystal operators of Theorems 5.3 and 5.5 do not endow
B.�/� with the structure of a crystal. For example, in type A3 for �D .4; 3; 3/, B.�/�
would so have a source vertex of weight .4; 3; 2; 1/ whose associated connected com-
ponent is not a type B2-crystal.

5.3. Bicrystal structure on fixed points sets: the finite case

In this section, we combine the results from Sections 2.4 and 5.2 to exhibit bicrystals
structures of mixed typesA�B ,A�C andB �C . Recall that we have fixed s 2Z�0
and considered

F.s/ D
M

s2Z`.s/

F.s/ D
M

s2Z`.s/

B.!s1/˝ � � � ˝ B.!sn/:
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By Corollary 2.22 and Theorem 2.25, we get

F.s/ D
M
�2S.s/

Pf �j fib�;

which implies
F.s/ '

M
�2S.s/

B.�/˝ B.�tr/;

where S.s/ is the set of partitions of s with Dynkin diagram contained in the rectangle
n � `. Now, for all b D Pf �j fib� 2 F.s/ such that �.�/ D �, we set

�.b/ D Pf �j �.fib�/;

where �.fib�/ D fn�ir � � � fn�i1b� if i D .i1; : : : ; ir/, and we consider

F.s/� D
®
b 2 F.s/ j b D Pf �j fib� with �.�/ D � and �.b/ D b

¯
:

By Theorem 5.3, we then get a bicrystal structure.

Theorem 5.8. The set F.s/� has an .Xbn=2c � A`�1/-crystal structure, where

X D

´
B if n � 1 is odd,

C if n � 1 is even.

This yields the decomposition

F.s/� '
M

�2S.s/; �.�/D�

B.Xbn=2c/.�0/˝ B.�tr/:

In fact, we can consider fixed points on either side, and on both sides simultan-
eously. To see this, we need to consider the automorphism P� of the Dynkin diagram
of type A`�1. Similarly to � , the map P� induces an involution on the set of partitions
with at most ` columns flipping rows of length j and ` � j for 0 < j < ` and fix-
ing rows of length 0 or `. Then, for any partition � fixed by P� , we can define P� on
b D Pf �j fib� 2 F.s/ by setting

P�.b/ D fi . P� Pfj /
�b�;

where P�. Pf �j b�/ D Pf �
`�jr
� � � Pf �

`�j1
b� if j D .j1; : : : ; jr/, and also consider

F.s/
P�
D
®
b 2 F.s/ j b D Pf �j fib� with P�.�/ D � and P�.b/ D b

¯
:
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Theorem 5.9. The set F.s/ P� has an .An�1 � PXb`=2c/-crystal structure, where

PX D

´
B if ` � 1 is odd,

C if ` � 1 is even.

This yields the decomposition

F.s/
P�
'

M
�2S.s/; P�.�/D�

B.�/˝ B.
PXb`=2c/..�tr/0/:

Now set
S.s/�;

P�
D ¹� 2 S.s/ j �.�/ D � and P�.�/ D �º:

Then the set
F.s/�;

P�
D F.s/� \ F.s/

P� :

is the subset of F.s/ obtained from the double highest weight vertices b� with � 2
S.s/�;

P� by applying the modified crystal operators f �i and Pf P�j .

Theorem 5.10. The set F.s/�; P� has the structure of an .Xbn=2c � PXb`=2c/-crystal,
where

Xbn=2c D

´
B if n � 1 is odd,

C if n � 1 is even
and PXb`=2c D

´
B if ` � 1 is odd,

C if ` � 1 is even.

Moreover, we have the decomposition

F.s/�;
P�
'

M
�2S.s/�; P�

B.Xbn=2c/.�0/˝ B.
PXb`=2c/..�tr/0/:

Remark 5.11. (1) It would be interesting to have a combinatorial description of
the set F.s/�; P� as tensor products of columns or binary matrices.

(2) By applying the relevant weight functions on the previous decompositions
obtained for F.s/� , F.s/ P� and F.s/�; P� , one can get analogues of Cauchy
identities in our bicrystal context. For example, for any vertex b in F.s/�; P� ,
wt.b/0 is a weight of type Xbn=2c whereas wt.b�/0 is a weight of type PXb`=2c.
One obtainsX

b2F.s/�; P�

xwt.b/0ywt.b�/0
D

X
�2S.s/�; P�

s
.Xbn=2c/

�0
.x/s

. PXb`=2c/

.�tr/0
.y/;

where for any partition � of length at most m (resp. at most p), s.Xm/� (resp.
s.
PXp/

� ) stands for the Weyl character of type Xm (resp. PXp) associated to �.
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(3) The results of this paragraph have analogues when the map � is replaced by
the map � defined in Section 5.2 and P � by P � .

(4) In [24], King established the interesting Cauchy-type formula

nY
iD1

Ỳ
jD1

.xi C x
�1
i C yj C y

�1
j / D

X
��n�`

s
.Cn/

�
.x/s

.C`/

Œ��
.y/;

where Œ�� is the transposed of the rectangular complement of � in n � `.
Although the right-hand side looks similar to the sum appearing in our res-
ults when n � 1 and ` � 1 are even, it is not obvious to relate both.

To conclude this paragraph, let us introduce a last natural involution R� on the
set S.s/. Here for any � 2 S.s/, the Young diagram of R�.�/ is obtained from that
of � by changing each column of height 0 � i � n in a column of height n � i . In
other words, R�.�/ is the �-rotation of the complement of � in the .n � `/-rectangle
as illustrated in Example 5.12 below. In particular, � and R� coincide on the partitions
with no column of height n or 0 but this is not true in general.

Example 5.12. Take `D 5, nD 3 and �D . Then � and R�.�/ fit in the .n� `/-
rectangle as follows:

� �-rotation of R�.�/
so we have R�.�/ D :

One may also observe that R�.�/ D � if and only if R�.�/ is obtained from � by
changing each row of length 0 � j � ` in a row of length ` � j . In fact, we see that
R�.�/ D � if and only if each box of the Young diagram of � is paired with a box of
n � ` outside �.

Also, the weights of type An�1 and A`�1 associated to the partitions in the set

S
R� .s/ D ¹� 2 S.s/ j R�.�/ D �º

are fixed simultaneously by � and P� (since columns of height n and rows of length `
do not contribute to An�1 and A`�1 weights, respectively). Thus

F.s/
R�
D
®
b 2 F.s/�;

P�
j b D fi Pf

�
j b� with R�.�/ D �

¯
has a bicrystal structure exactly as in Theorem 5.10. Also, note that when ` and n are
both odd, the set S R� .s/ is empty.
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Example 5.13. Assume n D 4 and ` D 3. Then the set S R� .s/ contains exactly the
partitions .2; 2; 1; 1/, .3; 3; 0; 0/, .3; 2; 1; 0/. We haveX
b2F.s/ R�

xwt.b/0ywt.b�/0
D s

.B2/

.1;1/
.x/s

. PC1/

.2/
C s

.B2/

.3;3/
.x/s

. PC1/

.0/
.y/C s

.B2/

.2;1/
.x/s

. PC1/

.1/
.y/:

5.4. Bicrystal structure on fixed points sets: the affine case

Consider the type A.1/n�1 Dynkin diagram automorphism � W i 7! �i mod n, for all
i D 0; : : : ;n� 1. It induces an involution on the cone of dominant weightsPC sending
each fundamental weight !i , i D 0; : : : ; n � 1 on !�i modn. Let P �C be the subset
of PC of dominant weights fixed by � . When n D 2m is even (resp. n D 2m � 1 is
odd), there is a bijection � 7! �0 between the sets P �C and P .D

.2/

mC1/
C (resp. P .A

.2/

2.m�1/
/

C )
of dominant weights for the root systemD

.2/
mC1 (resp.A.2/

2.m�1/
) (in Kac’s classification

of affine Dynkin diagrams [22]).
For any �2PC, similarly to the classical case, we have a crystal anti-isomorphism

also denoted by � from B.�/ to B.�.�// which flips the labels i and �i modn of the
arrows. Assuming that �.�/ D �, one gets an involution on B.�/ (also denoted by � )
and it makes sense to setB� .�/D ¹b 2B.�/ j �.b/D bº. Let us define some modified
crystal operators by

f �i D fif2m�i ; i D 1; : : : ; n � 1; f �0 D f0; f
�
m D fm if n D 2m;

f �i D fif2m�1�i ; i D 1; : : : ; n � 1; f
�
0 D f0; f

�
m D fmf

2
m�1fm if n D 2m � 1:

In [39], it was proved that when nD 2m� 1 (resp. nD 2m) these operators stabil-
ize B.�/� and the crystal structure obtained in this way is isomorphic to B.D

.2/
mC1

/.�0/

(resp. to B.A
.2/
2m
/.�0/). Write for short B.X/.�0/ the crystal obtained in both cases.

By Lemma 3.26, for any s 2D.s/, the image of the vertex b D bs by the duality ?
is Pbs? with s? 2 PD.s/. Recall that we had denoted !s D !s` C � � � C !s1 for s 2 D.s/

and P!Ps D P!Psn C � � � C P!Ps1 for Ps 2 PD.s/. By mimicking the construction in Section 5.3,
one can define, for any combinatorial Fock space yF .s/, the crystal yF .s/� as the crystal
generated from the triple highest weight vertices bs with s 2 D.s/� , where

D.s/� D ¹s 2 D.s/ j �.!s/ D !sº:

Then, yF .s/� has the structure of an .X � A1 � A
.1/

`�1
/-crystal. Similarly, by consid-

ering P� the Dynkin diagram automorphism of type A.1/
`�1

, one can define the crystal
yF .s/

P� , which has an .A.1/n�1 � A1 � PX/-crystal structure. Finally, write

D.s/�;
P�
D ¹s 2 D.s/ j �.!s/ D !s and P�. P!s?/ D P!s?º:
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Example 5.14. Assume s D .s1; : : : ; s`/ belongs to D.s/ and is such that 0 � s1 �
s1 � � � � � s` < n with sj D s`�jC1 for any j D 1; : : : ; `. Then we clearly have

�.s/ D s:

But by Lemma 3.26, we also get P�.s/ D s since for any j D 1; : : : ; ` � 1 we have

sjC1 � sj D .n � sj / � .n � sjC1/ D s`�jC1 � s`�j :

In particular, s 2 D.s/�;
P� .

Now define yF .s/�; P� as the crystal generated by the operators f �i and . Pf P�i /
�

applied on the triple highest weight vertex bs with s 2 D.s/�;
P� . Then yF .s/�; P� has

the structure of an .X � A1 � PX/-crystal. The crystals yF .s/� , yF .s/ P� and yF .s/�; P�

can then be regarded as combinatorial Fock spaces carrying a crystal structure other
than type A.

When n D 2m is even, one can also define the subset P �C (resp. P �C) of P �C of
weights with an even !0-coordinate (resp. with even !0 and !m-coordinates). Then,
there is a bijective map !s 7! !

�
s between P �C and P . zA

.2/

2m/
C the set of dominant weights

for the affine root system zA
.2/
2m. We also have a bijective map !s 7! !

�
s between P �C

and P .C
.1/
m /

C the set of dominant weights for the affine root system C
.1/
m . Let us define

some modified crystal operators by

f
�
i D fif2m�i ; i D 1; : : : ; n � 1; f

�
0 D f

2
0 and f �m D fm;

f
�
i D fif2m�i ; i D 1; : : : ; n � 1; f

�
0 D f

2
0 and f �m D f

2
m:

Write yF .s/� (resp. yF .s/� ) for the subcrystal of yF .s/ obtained by applying the oper-
ators f �i (resp. the operators f �i ) to vertices of the form bs with s fixed by � (resp. �).
By the results of [23], one gets that yF .s/� and yF .s/� are isomorphic to the crystals
F .
zA
.2/
2m
/.s�/ and F .C

.1/
m /.s�/ of type zA.2/2m and C .1/m , respectively. From any combin-

atorial Fock space yF .s/, one can then define the combinatorial Fock spaces yF .s/� ,
F P�.s/, yF .s/� and yF .s/ P� as previously and also get triple structures of crystal with
one structure of affine type other than A.

In general, one can define sets

D.s/];
P[
D
®
s 2 D.s/ j !s 2 P

]
C and P!Ps 2 PP [C

¯
;

where the symbols ] and [ belong to the set ¹�; �; �º. We can then define yF .s/];P[

as the crystal generated by the operators f ]i and . Pf P[i /
� applied on the triple highest

weight crystal bs with s 2 D.s/];
P[. It admits the structure of an .X �A1 � PX/-crystal

described by the table below.
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� , n D 2m � 1 � , n D 2m

P� , ` D 2p � 1 A
.2/

2.m�1/
� A1 � PA

.2/

2.p�1/
D
.2/

mC1
� A1 � PA

.2/

2.p�1/

P� , ` D 2p A
.2/

2.m�1/
� A1 � PD

.2/

pC1
D
.2/

mC1
� A1 � PD

.2/

pC1

P�, ` D 2p A
.2/

2.m�1/
� A1 �

PzA
.2/

2p
D
.2/

mC1
� A1 �

PzA
.2/

2p

P�, ` D 2p A
.2/

2.m�1/
� A1 � PC

.1/
p D

.2/

mC1
� A1 � PC

.1/
p

�, n D 2m �, n D 2m

P� , ` D 2p � 1 zA
.2/

2m
� A1 � PA

.2/

2.p�1/
C
.1/
m � A1 � PA

.2/

2.p�1/

P� , ` D 2p zA
.2/

2m
� A1 � PD

.2/

pC1
C
.1/
m � A1 � PD

.2/

pC1

P�, ` D 2p zA
.2/

2m
� A1 �

PzA
.2/

2p
C
.1/
m � A1 �

PzA
.2/

2p

P�, ` D 2p zA
.2/

2m
� A1 � PC

.1/
p C

.1/
m � A1 � PC

.1/
p

In each case, yF .s/];P[ can be regarded as a combinatorial Fock space carrying
a triple crystal structure, two of them being of affine type other than A. Observe that
this gives rise to all possible classical affine crystal structures except those corres-
ponding to Dynkin diagrams containing a sub-Dynkin diagram of classical type D.

6. Promotion operator and a generalisation of Pitman’s 2M-X
transform

In this section, we first relate the Pitman transform 2M-X to the affine crystals A.1/1
and show how the energy can be used to prove that the successive iterations of this
transform on trajectories on Z with steps˙1 tend to the trivial trajectory, all of whose
steps are equal to 1. We next define a transformation analogue in higher dimension
and establish that it also yields a natural convergence of trajectories.

6.1. Affine type A.1/

1
-crystal and Pitman’s 2M-X transform

In this paragraph, we shall consider tensor products B˝n of the affine Kirillov–Re-
shetikhin crystal of type A.1/1 where

BW 1
0

�
1
2:

There is a straightforward bijection between the vertices b� D "1 ˝ � � � ˝ "n 2 B˝n

and the trajectories � of length n on the set Z of integers starting at 0 with steps
C1 or �1 defined by �.k/ D �C.k/ � ��.k/ for any k D 0; : : : ; n, where �C.k/
(resp. ��.k/) is the number of letters 1 (resp. of letters 2) in "1 ˝ � � � ˝ "k . In the
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sequel, we shall abuse the notation and identify the vertices b� with their associated
path � . This corresponds to the Littelmann path model for A1 and it is easy to check
that b� is a Yamanouchi word if and only if �.k/ � 0 for any k D 0; : : : ; n.

We now define the two Pitman transforms Pmin and Pmax on the trajectories � 2
B˝n by

Pmin.�/.k/ D �.k/ � 2 min
0�a�k

�.a/ and Pmax.�/.k/ D 2 max
0�a�k

�.a/ � �.k/

for any 0 � k � n. The following properties are easy to check:

(1) The image by Pmin or P �max of any trajectory � 2 B˝n is a trajectory which
always remains nonnegative.

(2) The trajectory Pmin.�/ corresponds to the highest weight vertex associated
to � in B˝n for the A1-structure obtained by deleting the 0-arrows.

(3) The nonnegative trajectories are fixed by the transformation Pmin (since we
then have inf0�a�k �.k/ D 0 for any 0 � a � n). This is not true for the
transformation Pmax.

(4) We have Pmin.�/ D � if and only if min0�a�k �.a/ D 0 for any 0 � k � n,
that is � remains nonnegative.

(5) We have Pmax.�/ D � if and only if max0�a�k �.a/ D �.k/ for any 0 �
k � n. This means that �.k/ D k for any 0 � k � n, i.e., � is the trivial
trajectory �0 whose all steps are equal to 1.

In the particular case A.1/1 , the promotion operator pr acts on each trajectory �
just by flipping the steps C1 and �1. Thus, the path pr.�/ is obtained by reflecting
the path � , i.e., we have pr.�/.k/ D ��.k/ for any 0 � k � n. This implies that

Pmax D Pmin ı pr.

By using the results of Section 2.7, we get the following proposition.

Proposition 6.1. (1) For any � in B˝n, we have D.Pmin.�// D D.�/: the Pit-
man transform Pmin preserves the energy D.

(2) For any nonnegative trajectory � in B˝n, we have D.pr.�// D D.�/ � ��,
where �� is equal to the number of steps �1 in �: the promotion operator
makes decrease the energy of a trajectory as the number of its negative steps.

(3) For any trajectory � in B˝n, there exists an integer m0 such that for any
m � m0, we have P

.m/
max .�/ D �0.

Proof. The first claim follows from the fact that Pmin.�/ is the highest weight vertex
of the A1-connected component containing � and D is constant on classical com-
ponents. The second one is a consequence of Lemma 2.50. Finally, the sequence
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of integers D.�.m// is nonnegative, strictly decreasing while �.m/ contains at least
a step �1. It will eventually becomes equal to zero for m sufficiently large. Then
�.m/ D �0 because �0 is the unique nonnegative trajectory such that D.�0/ D 0

(or the unique fixed point by the transform Pmax).

Example 6.2. Starting with � D 112121, we get

pr.�/ D 221212; Pmax D Pmin ı pr.�/ D 111212;

prPmax.�/ D 222121; P 2
max.�/ D 111121;

prıP 2
max.�/ D 222212; P 3

max.�/ D 111112;

pr ıP 3
max.�/ D 222221; P 4

max.�/ D 111111:

Remark 6.3. In his seminal article [41], Pitman proves that the image by the trans-
forms Pmax and Pmin of a one-dimensional Brownian motion is a 3-dimensional
Bessel process (i.e., the norm of a 3-dimensional Brownian motion). One can replace
this Brownian motion by a random walk with transitionsC1 and �1 and related prob-
abilities p1, p�1, where p1 C p�1 D 1. Its image by Pmin or Pmax yields a Markov
chain on Z�0. Later, it was observed by Biane, Bougerol and O’Connell [2] that Pmin

can be interpreted in Littelmann’s path theory as the transform associating to each
path its corresponding highest weight path. The previous one-dimensional results then
admit higher-dimensional generalisations (see, for example, [2, 34]). As far as we are
aware, our interpretation of Pmax in terms of affine crystals is new.

6.2. Generalisation to higher dimension

The generalised Pitman transform Pmin introduced in [2] is defined for any finite root
system R with Dynkin diagram I . It associates to each Littelmann path, its highest
weight path. Here, one can first define a Pitman transform Pi;min for any node i 2 I
as in Section 6.1: it just computes the highest weight path for the A1-crystal corres-
ponding to the node i . Then one has Pmin D Pmin;i1 � � �Pmin;ir , where si1 � � � sir is
a decomposition of the longest element w0 of the Weyl group of R as a product of
elementary reflections si , i 2 I . In particular, Pmin does not depend on the reduced
decomposition considered.

Proposition 6.1 suggests to look for a natural higher-dimensional generalisation of
the results of Section 2.4. Let B be the A.1/

`�1
-crystal with set of vertices ¹1; 2; : : : ; `º

such that for any j D 0; : : : ; ` � 1 we have

Pfj .k/ D

´
k C 1mod ` if k D j mod `;

0 otherwise.
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This is the simplest nontrivial Kirillov–Reshetikhin crystal of type A.1/
`�1

associated
to the rectangle 1 � 1. For any integer n, the vertices of PBn;` D B˝n coincide with
the tensor product b� D d1 ˝ � � � ˝ dn of n columns with height 1 on the alphabet
¹1; : : : ; `º. With the notation of Section 2.4, the corresponding vectors b 2 F.n/ are
the tensor products b D c` ˝ � � � ˝ c1 of `-columns in which each letter of ¹1; : : : ; nº
appears exactly once. Set b�fin D 1

˝n. Then bfin D ;˝ ;˝ � � � ˝ c1;:::;n, where c1;:::;n
is the column containing exactly the letters ¹1; : : : ; nº.

One might first define a transform P 0max as in [2] by setting

P 0max D Pmax;i1 � � �Pmax;ir ;

where w0 D si1 � � � sir is a reduced decomposition of w0. But then, as illustrated by
the following example, P 0max would depend on the chosen reduced decomposition.

Example 6.4. Assume `D 3 and nD 5. To apply Pmax;1 (resp. Pmax;2) to a vertex b�

in PB5;3, we have first to flip the letters 1 and 2 (resp. 2 and 3) and next compute
the source vertex of the 1-chain (resp. the 2-chain) corresponding to the vertex so
obtained. For the vertex b� D 2˝ 1˝ 2˝ 3˝ 2 D 21232 (we omit the symbol ˝
for short), we get

21232
Pmax;1
�! 12131

Pmax;2
�! 12121

Pmax;1
�! 11212;

21232
Pmax;2
�! 21223

Pmax;1
�! 12113

Pmax;2
�! 12112:

Thus Pmax;1Pmax;2Pmax;1 ¤ Pmax;2Pmax;1Pmax;2.

In order to generalise Proposition 6.1, we rather set

PmaxW

´
PBn;` ! PBn;`;

b� ! pr ıPmin.b
�/;

where Pmin is the generalised Pitman transform of [2], that is Pmin.b
�/ is the highest

weight vertex of the A`�1-connected component containing b�.

Theorem 6.5. (1) For any vertex b� in PBn;`, we have D.Pmin.b
�// D D.b�/.

(2) For any vertex b� in PBn;`, there exists an integerm0 such that for anym�m0,
we have P

.m/
max .b

�/ D b�fin.

Proof. Assertion (1) follows from the fact that the energy D is constant over clas-
sical components and Pmin.b

�/ is the highest weight vertex associated to b�. For
assertion (2), set b�m D pr�1 ı P

.m/
max .b

�/ for any m � 0. Then b�1 D Pmin.b
�/ and

thus b1 is a tableau. More generally, by using the results of Section 2.7, we get that
the sequence bm,m� 1 coincides with the sequence of tableaux �m�1.b1/, that is with
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the cyclage sequence defined from the standard tableau b1. Since all these tableaux
are standard, this sequence is indeed well-defined and eventually ends on the column
c1;:::;n. This means that there exists an integer m0 such that P

.m0/
max .b�/ D b�fin. Since

P
.a/
max.b

�
fin/ D b

�
fin for any a � 0, we get P

.m/
max .b

�/ D b�fin for any m � m0.

Remark 6.6. (1) By slightly generalizing the notion of an authorised cyclage
operation, it is possible to define an analogue of Pmax on any tensor product
of columns (not only for columns of height 1) which yields a similar conver-
gence property.

(2) In [34], random walks are defined from tensor products of crystals. In par-
ticular, one can endow the crystal PBn;` with a probability distribution com-
patible with the A`�1-weight graduation (i.e., two vertices with the same
A`�1-weight have the same probability). This permits to define a random walk
on the weight lattice of type A`�1 whose image by Pmin is a Markov chain in
the Weyl chamber. We believe that our transform Pmax also admits interesting
probabilistic properties that we aim to study later.

(3) For the other classical affine root systems, it is also possible to define an
analogue of the transformation Pmax by using the results of [35] which essen-
tially reduces their study (and notably the computation of the energy) to affine
type A crystals by using relevant Dynkin diagram automorphisms.

Funding. Thomas Gerber is supported by the Ambizione project PZ00P2_180120 of
the Swiss National Science Foundation.
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