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ABSTRACT. — An existence theory for local solutions of a parabolic problem under a dynamical boundary
conditionσut + un = 0 is developed and a spectral representation formula is derived. It relies on the spectral
theory of an associated elliptic problem with the eigenvalue parameter both in the equation and the boundary
condition. The well-posedness of the parabolic problem holds in some natural space only if the number of negative
eigenvalues is finite. This depends on the parameterσ in the boundary condition. Ifσ ≥ 0 the parabolic problem
is always well-posed. Forσ < 0 it is well-posed only if the space dimension is 1 and ill-posed in space dimension
≥ 2. By means of the theory of compact operators the spectrum is analyzed and some qualitative properties of
the eigenfunctions are derived. An interesting phenomenon is the “parameter-resonance”, where for a specific
parameter-valueσ0 two eigenvalues of the elliptic problem cross. Examples are given for which the eigenvalues
and eigenfunctions can be computed explicitly. The last part of the paper deals with blow up of solutions of the
parabolic problem with nonlinear positive sources.
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1. INTRODUCTION

Let D ⊂ RN be a bounded domain with Lipschitz boundary∂D, and letn be its outer
normal. Letq(x) andF(x, t, u) be positive functions andσ be an arbitrary real number.
In this paper we shall discuss parabolic problems of the form

ut −∆u+ q(x)u = F(x, t, u) in D × (0, T ),(1.1)

σut + un = 0 on∂D × (0, T ),(1.2)

u(x,0) = u0(x) in D.(1.3)

We will study the existence of local and global weak solutions by means of a Hilbert space
approach and derive a representation formula for the solutions.

The most general result concerning existence of local solutions for positiveσ was
established by Escher [10] in the framework of semigroups (cf. also the various references
to previous work cited therein). The question of blow up and of the blow up time for the
nonlinear problem was addressed in [7] where it was shown, again for positiveσ , that for
large initial conditions blow up occurs for the same type of nonlinearities as for Dirichlet
and Neumann boundary conditions.
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Many authors have studied different variants of (1.1)–(1.3). Vitillaro [20] considered
nonlinear boundary conditions whereut is replaced by|ut |m−1ut . Fila and Quittner [11]
treated the problem (1.1)–(1.3) with a nonlinear term on the right-hand side of (1.2) of
the formµ|u|q−1u. They were mainly interested under what conditions solutions exist
globally for all times or when they blow up in finite time. In all papers it is assumed that
σ is positive. Problems with nonlinear Neumann boundary conditions (σ = 0) with (1.2)
replaced byun = g(u) have been the object of many papers (cf. e.g. [16]).

The case ofσ < 0 is less studied [4], [19]. It turns out that it is much more delicate and
gives rise to unexpected phenomena. In fact the parabolic problem is well-posed in some
natural Hilbert spaceL2((0, T ),H 1(D)) if σ is nonnegative. For negativeσ , however,
well-posedness holds in the spaceC([0, T ], H 1(D)) only in space dimension one. In
higher space dimensions the parabolic problem is ill-posed in this space.

For the expansion of the solutions of the heat equation with dynamical boundary
conditions into a Fourier series we are led to the following eigenvalue problem:

(1.4) −∆ϕ + q(x)ϕ = λϕ in D, ϕn = λσϕ on ∂D.

The corresponding Rayleigh quotient reads

R[v] =

∫
D

|∇v|2 dx +
∫
D
qv2 dx∫

D
v2 dx + σ

∮
∂D
v2 ds

,

which is not positive definite for negativeσ .
The spectral theory for such problems has been treated by Ercolano and Schechter

[9] for formally self-adjoint elliptic operators of second and higher order under lower
boundedness assumptions. For positive space-dependentσ and for second order elliptic
operators it has been shown by François [12] that the spectrum consists of countably
many eigenvalues bounded from below and tending to+∞. In the present paper the
corresponding result is derived for negative constantσ , more precisely, the spectrum has
an additional negative set which is infinite in dimensionsN ≥ 2 and finite forN = 1.
The eigenfunctions are complete inH 1(D) except in theresonance case|D|+σ |∂D| = 0
where it has to be supplemented with an additional element.

The main existence results for the linear heat equation with dynamical boundary
conditions are presented at the beginning of Section 2. We follow a Hilbert space approach
as in [17] which has the advantage of providing an expansion formula for the solutions.
The main part of Section 3 deals with the eigenvalue problem (1.4). The spectrum will be
described completely by means of the theory of compact linear operators. As an illustration
we compute the explicit form of the eigenfunctions on intervals(0, L) ⊂ R and balls
BR(0) ⊂ RN .

In Section 4 we study the phenomenon of parameter resonance in detail. Asσ passes
through a critical valueσ0 = −|D|/|∂D| < 0 the first positive eigenvalueλ1(σ ) varies
continuously into the first negative eigenvalueλ−1(σ ). At the resonance valueσ0 itself,
this gives rise to an incomplete system of eigenfunctions, which needs to be augmented by
an extra element.

In Section 5 we study the long-time behavior of the solutions of (1.1)–(1.3) with
nonlinear positive sources. The main result concerns the case whereσ ≥ 0 and the
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initial data are also positive. It turns out that all solutions blow up in finite time if the
corresponding reaction equationż = f (z) has no global solutions. Loosely speaking, the
mechanism resembles the one with Neumann rather than Dirichlet boundary conditions.
This completes the results on existence of blow up initiated in [7]. The case of negative
σ seems to be much more involved. The difficulty comes mainly from the fact that the
standard comparison principles do not hold, and the method of upper and lower solutions
is not applicable. For instance in contrast to the case of positiveσ , a solution with positive
initial data can become negative in finite time. Currently no results on blow up or global
existence seem to be available and these questions remain open.

After completion of the manuscript it was brought to our attention that J. L. Vazquez
and E. Vitillaro [19] have studied (1.1)–(1.3) withF = 0, q = 0 and arbitraryσ .
Their results on well- and ill-posedness of the parabolic problem (1.1)–(1.3) and on the
elliptic eigenvalue problem (1.4) overlap with ours. Their results are stated forC∞-
domains. Their approach is different, e.g., they show that〈u, v〉 + L1(u)L1(v)u with
L1(u) = (

∫
D
u dx + σ

∮
u ds)/|D| + σ |∂D| is an equivalent norm inH 1(D) except in

the resonance case|D| + σ |∂D| = 0.

2. MAIN EXISTENCE RESULTS

2.1. Introduction

Consider the linear problem

ut −∆u+ q(x)u = f (x, t) in D × R+,(2.1)

σut + un = 0 on∂D × R+,(2.2)

u(x,0) = u0(x) in D,(2.3)

with q ∈ L∞(D). Let us introduce some notation. Foru, v ∈ H 1(D) we set

〈u, v〉 =

∫
D

(∇u∇v + q(x)uv) dx,

(u, v) =

∫
D

uv dx, (u, v)0 =

∮
∂D

uv ds.

If q ≥ 0 and
∫
D
q dx > 0 then the form〈·, ·〉 induces a norm which is equivalent to

the standard norm ofH 1(D). Assume thatu0 ∈ H 1(D) andf ∈ L2((0, T ), L2(D)). A
functionu ∈ C([0, T ], H 1(D)) is called aweak solutionof (2.1)-(2.3) if

−

∫ T

0
((u, φt )+ σ(u, φt )0) dt +

∫ T

0
〈u, φ〉 dt =

∫ T

0
(f, φ) dt + (u0, φ)+ σ(u0, φ)0

for all φ ∈ C1([0, T ], H 1(D)) with φ(·, T ) ≡ 0.
We will use the spaceL2(D) × L2(∂D) consisting of the pairs(f, g) of functions

f ∈ L2(D) andg ∈ L2(∂D). Writing u ∈ L2(D)× L2(∂D) means thatu : D → R is in
L2(D) andu : ∂D → R is inL2(∂D), but in general there is no coupling betweenu in D
andu on ∂D. Recall however that for domainsD with Lipschitz boundary every function
u ∈ H 1(D) has a trace inH 1/2(∂D) (cf. Alt [1]). HenceH 1(D) ↪→ L2(D) × L2(∂D)

compactly.
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2.2. Results for the eigenvalue problem

If we are looking for solutions of the homogeneous heat equation (2.1) withf ≡ 0
satisfying the boundary conditions (2.2), of the formu(x, t) = e−λtϕ(x), thenϕ(x) is
a solution of the eigenvalue problem

−∆ϕ + q(x)ϕ = λϕ in D, ϕn = σλϕ on ∂D.(2.4)

We first collect some results on the eigenvalue problem (2.4) and refer to a later Section 3
for the proofs. Define

a(u, v) := (u, v)+ σ(u, v)0, u, v ∈ H 1(D).

The eigenvalue problem (2.4) can be expressed in the weak form as

〈ϕ, z〉 = λa(ϕ, z) ∀z ∈ H 1(D).

We shall use the following notation:

N = {1,2 . . . }, N0 = N ∪ {0}, Z = {0,±1,±2, . . . }.

Let ϕi andλi , i ∈ I , denote all the eigenfunctions and eigenvalues of (2.4). We shall show
that the index setI is countably infinite. A negative (resp. positive) index will stand for a
negative (resp. positive) eigenvalue. If zero is an eigenvalue then it will be denoted byλ0.
Our results on the eigenvalue problem are as follows.

THEOREM 1. Let q ≥ 0 with
∫
D
q dx > 0. Then there exists a complete set{ψi}i∈I ⊂

H 1(D) of eigenfunctions of(2.4) with 〈ψi, ψj 〉 = δij . For everyu ∈ H 1(D) we have
u =

∑
i∈I 〈u,ψi〉ψi in H 1(D).

(i) If σ ≥ 0 then the eigenvalues are positive andI = N. For everyu ∈ L2(D)×L2(∂D)

we have

u =

∞∑
i=1

a(u, ϕi)ϕi

in L2(D)× L2(∂D) with ϕi =
√
λiψi .

(ii) If N ≥ 2 andσ < 0 then there are countably many positive and negative eigenvalues,
i.e. I = Z \ {0}.

(iii) If N = 1 andσ < 0 thenI = {−k, . . . ,−1} ∪ N with k ≥ 2.

REMARK . For σ < 0 andu ∈ H 1(D) the expansionu =
∑
i∈I 〈u,ψi〉ψi can be

rewritten as

(2.5) u =

∑
i∈I

sign(λi)a(u, ϕi)ϕi

with ϕi =
√

|λi |ψi . Unlike the caseσ ≥ 0 we do not know if this expansion is true for
u ∈ L2(D)× L2(∂D) even if only finitely many negative eigenvalues are present.

The caseq ≡ 0 is more involved. We shall distinguish between two cases:|D| +

σ |∂D| 6= 0 and|D| + σ |∂D| = 0.
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THEOREM 2. Assumeq ≡ 0 and |D| + σ |∂D| 6= 0. Then there exists a complete set
{ψi}i∈I ⊂ H 1(D) of eigenfunctions of(2.4) with 〈ψi, ψj 〉 = δij for i, j 6= 0. For every
u ∈ H 1(D) we haveu =

∑
i∈I\{0}

〈u,ψi〉ψi + P(u) in H 1(D) where

P(u) :=
a(u,1)

a(1,1)
=

∫
D
u dx + σ

∮
∂D
u ds

|D| + σ |∂D|

is a projection into the eigenspace corresponding toλ0.

(i) If σ ≥ 0 then the eigenvalues are nonnegative andI = N0. For everyu ∈ L2(D) ×

L2(∂D) we have

u =

∞∑
i=1

a(u, ϕi)ϕi + P(u)

in L2(D)× L2(∂D) with ϕi =
√
λiψi .

(ii) If N ≥ 2 andσ < 0 thenI = Z.
(iii) LetN = 1, D = (0, L) andσ < 0. If |σ | < L/2 thenI = {−2,−1} ∪ N0 and if

|σ | > L/2 thenI = {−1} ∪ N0.

In order to describe the situation in the case|D| + σ |∂D| = 0 if N ≥ 2 and
correspondingly|D| + 2σ = 0 if N = 1 we consider an arbitrary solutionw of the
boundary value problem

−∆w = 1 inD, wn = σ on ∂D.(2.6)

Note that all eigenfunctions, including the constant ones, belong to the space

V =

{
v ∈ H 1(D) : a(v,1) =

∫
D

v dx + σ

∮
∂D

v ds = 0

}
.

In addition, all eigenfunctions except the constants lie in the subspace

Vw =

{
v ∈ V : a(v,w) =

∫
D

vw dx + σ

∮
∂D

vw ds = 0

}
,

wherew is an arbitrary but fixed solution of (2.6). Hence every elementu ∈ H 1(D) can
be split into

u = uw + P(u)+Q(u)w

where

uw ∈ Vw, P (u) =
a(u,w)

a(1, w)
−
a(w,w)a(u, 1)

a(1, w)2
, Q(u) =

a(u,1)

a(w,1)
.

THEOREM 3. Assumeq ≡ 0 and |D| + σ |∂D| = 0. Then there exists an orthonormal
system{ψi}i∈I ⊂ H 1(D) of eigenfunctions of(2.4) with 〈ψi, ψj 〉 = δij for i, j 6= 0. By
adding the functions1 andw the expansionu =

∑
i∈I\{0}

〈u,ψi〉ψi+P(u)+Q(u)w holds

in H 1(D) for everyu ∈ H 1(D).

(i) If N ≥ 2 thenI = Z.
(ii) LetN = 1 andD = (0, L). ThenI = {−1} ∪ N0.
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2.3. Existence results for the linear parabolic problem

The weak solution of the parabolic problem (2.1)–(2.3) can now be constructed by means
of the complete system of eigenfunctions introduced in the previous section. Letψi andw
have the same meaning as in Theorems 1–3.

The following simple result will be helpful for the convergence proof of the formal
solution of the parabolic problem.

LEMMA 4. There exists a constantC > 0 such that for everyf ∈ L2(D) one has∑
i∈I

(f, ψi)
2

≤ C‖f ‖
2
L2(D)

.

PROOF. For k ∈ N let Ik = I \ {0} ∩ {−k, . . . , k} and letZk = span[ψi : i ∈ Ik]. The
functionzk :=

∑
i∈Ik

(f, ψi)ψi satisfies〈zk, φ〉 = (f, φ) for all φ ∈ Zk. Hence

〈zk, zk〉 =

∑
i∈Ik

(f, ψi)
2

= (f, zk) ≤ ‖f ‖L2(D)‖zk‖L2(D) ≤ C‖f ‖L2(D)‖zk‖H1(D).

Since the constants do not belong toZk the bilinear form〈·, ·〉 produces a norm on
Zk which is equivalent to theH 1(D)-norm. Therefore〈zk, zk〉 =

∑
i∈Ik

(f, ψi)
2

≤

C‖f ‖
2
L2(D)

. Lettingk → ∞ we get
∑
i∈I\{0}

(f, ψi)
2

≤ C‖f ‖
2
L2(D)

and the same holds if
i = 0 is included. 2

THEOREM 5. Suppose there are at most finitely many negative eigenvalues. Letf ∈

H 1((0, T ), L2(D)) and u0 ∈ H 1(D). Then problem(2.1)–(2.3) is well-posed and has
a unique solutionu ∈ C([0, T ], H 1(D)) in the sense of Section2.1. The solution has the
following form:

(i) If q ≥ 0 and
∫
D
q dx > 0 then

u(x, t) =

∑
i∈I

〈u0, ψi〉e
−λi tψi(x)+

∑
i∈I

fi(t)λie
−λi tψi(x),

wherefi(t) =
∫ t

0(f (·, τ ), ψi)e
λiτ dτ for i ∈ I .

(ii) If q ≡ 0 and|D| + σ |∂D| 6= 0 then

u(x, t) =

∑
i∈I\{0}

〈u0, ψi〉e
−λi tψi(x)+

a(u0,1)

a(1,1)
+

∑
i∈I\{0}

fi(t)λie
−λi tψi(x)+

f0(t)

a(1,1)
,

wherefi(t) =
∫ t

0(f (·, τ ), ψi)e
λiτ dτ for i ∈ I \ {0} andf0(t) =

∫ t
0(f (·, τ ),1) dτ .

(iii) If q ≡ 0 and|D| + σ |∂D| = 0 then

u(x, t) =

∑
i∈I\{0}

〈u0, ψi〉e
−λi tψi(x)

+
a(u0, w)

a(1, w)
−
a(w,w)a(u0,1)

a(1, w)2
+
a(u0,1)

a(w,1)
(w(x)− t)

+

∑
i∈I\{0}

fi(t)λie
−λi tψi(x)+ f0(t)+ f̃ (t)(w(x)− t)
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where

fi(t) =

∫ t

0
(f (·, τ ), ψi)e

λiτ dτ for i ∈ I \ {0},

f0(t) =

∫ t

0

(
(f (·, τ ), w)

a(1, w)
−
a(w,w)(f (·, τ ),1)

a(1, w)2
+
τ(f (·, τ ),1)

a(w,1)

)
dτ,

f̃ (t) =

∫ t

0

(f (·, τ ),1)

a(w,1)
dτ.

REMARK . For σ ≥ 0 the above theorem can be improved as follows. Supposef ∈

L2((0, T ), L2(D)) and u0 ∈ L2(D) × L2(∂D). Then the solution has the properties
u ∈ L2((0, T ),H 1(D)), ut ∈ L2((0, T ), L2(D)), traceut ∈ L2((0, T ), L2(∂D)) and
moreover‖u−u0‖L2(D), ‖ traceu−u0‖L2(∂D) → 0 ast → 0. Furthermore,u is a solution
in the weak sense, i.e., for allτ ∈ (0, T ) and for allφ ∈ L2((0, T ),H 1(D)),∫ τ

0
((ut , φ)+ σ(ut , φ)0) dt +

∫ τ

0
〈u, φ〉 =

∫ τ

0
(f, φ) dt.

PROOF OFTHEOREM 5. As an illustration we prove (iii). The proofs of statements (i)
and (ii) are almost the same. In view of Theorem 3 we look for a solution of the form

u(x, t) =

∑
j∈I\{0}

αj (t)ψi(x)+ α0(t)+ α̃(t)(w(x)− t).

First we replace the infinite sum
∑
j∈I\{0}

by a finite sum
∑
j∈Ik

, Ik = I \{0}∩{−k, . . . , k},
and show that the coefficientsαj (t) have the form given in the theorem. We insert the finite
sum expressionuk into the weak form of (2.1)–(2.3), whereu0 is replaced by the projection
of uk0 intoZk = span[ψi : i ∈ Ik] ⊕ span[1, w]. For finite sumsuk we can use the concept
of classical solution of (2.1)–(2.3). Testing with a functionφ ∈ H 1(D) this means

a(ukt , φ)+ 〈uk, φ〉 = (f, φ)+ (g, φ)0.

Replacingφ successively withψi , 1 andw and keeping in mind that

λia(ψi, ψj ) = δij , a(ψi,1) = a(1,1) = a(ψi, w) = 0,

〈ψi, ψj 〉 = δij , 〈ψi, w〉 = 0,

we obtain the following set of equations:

α̇i

λi
+ αi = (f, ψi) if i ∈ I \ {0},

˙̃α(t)a(w,1) = (f,1),

α̇0(t)a(w,1)+ ˙̃α(t)a(w − t, w) = (f,w).

The expressions for the coefficientsαi, α0, α̃ follow by straightforward integration if we
impose the initial conditionuk(0) = uk0. Now we can build the full series definingu(x, t).
We will show next thatu ∈ C([0, T ], H 1(D)). This then establishes thatu is a weak
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solution in the sense of Section 2.1. Note that〈·, ·〉 introduces an equivalent norm on
H 1(D) only in the case

∫
D
q dx > 0. For q ≡ 0 it is an equivalent norm only on the

subspacesV,Vw. But since these subspaces have codimension 1 or 2, it is enough to control
〈u, u〉. Let

ua(x, t) =

∑
i∈I\{0}

〈u0, ψi〉e
−λi tψi(x), ub(x, t) =

∑
i∈I\{0}

fi(t)λie
−λi tψi(x),

wherefi(t) =
∫ t

0(f, ψi)e
λis ds. Then fort ∈ [0, T ] one finds

〈ua, ua〉 ≤

∑
i∈I, i<0

〈u0, ψi〉
2e−2λi t +

∑
i∈I, i>0

〈u0, ψi〉
2

≤ C‖u0‖
2
H1(D)

,

whereC = e2|λmin|T andλmin is the smallest (negative) eigenvalue. Lebesgue’s dominated
convergence theorem implies thatua(·, t) is continuous as a function from [0, T ] to
H 1(D). Next we need to show the same forub. Note first that

(2.7) 〈ub, ub〉 =

∑
i∈I\{0}

fi(t)
2λ2
i e

−2λi t .

For i 6= 0 one has

fi(t) =
1

λi
(f (·, t), ψi)e

λi t −
1

λi
(f (·,0), ψi)−

1

λi

∫ t

0
(ft (·, s), ψi)e

λis ds

and hence

fi(t)
2

≤
2

λ2
i

(f (·, t), ψi)
2e2λi t +

2

λ2
i

(f (·,0), ψi)
2
+

∫ t

0
(ft (·, s), ψi)

2 ds
e2λi t − 1

λ3
i

.

Finally, this leads to

∑
i∈I\{0}

fi(t)
2λ2
i e

−2λi t ≤ C
∑
i∈I\{0}

(
(f (·, t), ψi)

2
+ (f (·,0), ψi)

2
+

∫ t

0
(ft (·, s), ψi)

2 ds

)
.

Applying Lemma 4 we obtain

∑
i∈I\{0}

fi(t)
2λ2
i e

−2λi t ≤ C

∫ T

0
(‖f (·, s)‖2

L2(D)
+ ‖ft (·, s)‖

2
L2(D)

) ds,

where the constantsC depend on|λmin| andT . This shows that the series on the right-
hand side of (2.7) converges uniformly int . As before, Lebesgue’s dominated convergence
theorem implies thatub(·, t) is continuous as a function from [0, T ] to H 1(D). This
finishes the proof of the theorem. 2
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3. SPECTRAL THEORY

In this section we shall prove Theorems 1–3 on the structure of the spectrum of (2.4).
If σ ≥ 0 andq ≡ 0 it is known from [6] that the eigenvalue problem (2.4) has countably

many positive eigenvalues 0= λ0 < λ1 ≤ λ2 ≤ · · · such thatλk → ∞ ask → ∞. We
shall extend this result to the cases of Theorems 1–3. Frequently in this section we use the
following well known result (cf. Alt [1]):

LEMMA 6. If V is a closed subspace ofH 1(D) not containing the constants, then
(
∫
D

|∇u|2 dx)1/2 is an equivalent norm onV. In particular, there exist constantsC1, C2
> 0 such that for allv ∈ V,

(3.1)
∫
D

v2 dx ≤ C1

∫
D

|∇v|2 dx,

∮
∂D

v2 ds ≤ C2

∫
D

|∇v|2 dx.

3.1. The caseq(x) ≥ 0,
∫
D
q dx > 0

In this case the form〈·, ·〉 generates the norm(
∫
D
(|∇v|2 + q(x)v2) dx)1/2, which is

equivalent to the standard norm ofH 1(D). To see this note first that by Lemma 6,

(3.2)

∥∥∥∥v −

∫
D
vq dx∫

D
q dx

∥∥∥∥2

H1(D)

≤ C

∫
D

|∇v|2 dx

since the space{v ∈ H 1(D) :
∫
D
vq dx = 0} does not contain the constants. It fol-

lows from (3.2) that‖v‖2
H1(D)

≤ C
∫
D
(|∇v|2 + q(x)v2) dx. Now we can describe the

eigenvalues of (2.4) as eigenvalues of a compact operator as follows.

LEMMA 7. For h ∈ H 1(D) there exists a uniquev ∈ H 1(D) such that

(3.3) −∆v + q(x)v = h in D, vn = σh on ∂D.

The operator
K : H 1(D) → H 1(D), h 7→ v,

is compact, invertible and self-adjoint with respect to the inner product〈·, ·〉. Hence it has
countably many eigenvalues{µk}k∈I and the eigenfunctions form a complete system in
H 1(D). The eigenvalues of(2.4)are the reciprocalsλi = µ−1

i .

PROOF. Forh ∈ H 1(D) the functionalLh : H 1(D) → R given byLh(φ) =
∫
D
hφ dx +

σ
∮
∂D
hφ ds is continuous and hence by the Riesz representation theorem there exists a

uniquev ∈ H 1(D) such that〈v, φ〉 = Lh(φ) for all φ ∈ H 1(D). Thusv is the weak
solution of (3.3) and the operatorK is well defined. Continuity and compactness ofK are
standard and invertibility and symmetry are immediate.2

REMARK . The following is a more general version of Lemma 7. LetW = {(f, g) ∈

L2(D) × L2(∂D)} be equipped with the norm‖(f, g)‖ = (‖f ‖
2
L2(D)

+ ‖g‖2
L2(∂D)

)1/2.

Then for every(f, g) ∈ W there exists a uniquev ∈ H 1(D) such that−∆v + q(x)v = f
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in D, vn = σg on ∂D. The corresponding solution operatorT : (f, g) 7→ v from W to
H 1(D) is compact.

As a consequence of Lemma 7 eigenvalues of (2.4) can be described variationally as
critical values of the functional

J (v) := a(v, v) =

∫
D

v2 dx + σ

∮
∂D

v2 ds

in the set{v ∈ H 1(D) :
∫
D
(|∇v|2 + q(x)v2) dx = 1}. Obviously, if σ ≥ 0 there are

only positive eigenvalues. This explains part (i) of Theorem 1. For the remaining parts of
Theorem 1 note the following (see e.g. De Figueiredo [8]):

LEMMA 8. Assumeσ < 0. Suppose that

µ1 = sup{J (v) : 〈v, v〉 = 1} > 0, µ−1 = inf{J (v) : 〈v, v〉 = 1} < 0.

Thenλ1 = µ−1
1 and λ−1 = µ−1

−1 are the first positive and first negative eigenvalues of
(2.4). Moreover, the following holds:

(a) Let k ∈ N. Suppose0 < λ1 ≤ . . . ≤ λk are the (not necessarily different) firstk
positive eigenvalues with eigenfunctionsψ1, . . . , ψk. Suppose that

µk+1 = sup{J (v) : 〈v, v〉 = 1, a(ψj , v) = 0, j = 1, . . . , k} > 0.

Thenλk+1 = µ−1
k+1 is the next positive eigenvalue.

(b) Let k ∈ N. Supposeλ−k ≤ · · · ≤ λ−1 < 0 are the (not necessarily different) firstk
negative eigenvalues with eigenfunctionsψ−k, . . . , ψ−1. Suppose that

µ−k−1 = inf{J (v) : 〈v, v〉 = 1, a(ψj , v) = 0, j = −k, . . . ,−1} < 0.

Thenλ−k−1 = µ−1
−k−1 is the next negative eigenvalue.

It is easy to see that the critical valuesµj , µ−j are attained provided they are positive,
negative, resp.

THEOREM 9. Letσ < 0.

(a) Then(2.4)has an unbounded sequence of positive eigenvalues.
(b) If N ≥ 2 then(2.4)has an unbounded sequence of negative eigenvalues.
(c) If N = 1 then (2.4) has only finitely many but at least two negative eigenvalues, of

multiplicity one.

PROOF. (a) For any functionv ∈ H 1
0 (D) we haveJ (v) > 0 since the boundary integral

vanishes. Thus we see thatµ1 > 0 is attained. Now it suffices to show that for anyk ∈ N
there exists a trial functionv such thata(ψj , v) = 0 for j = 1, . . . , k andJ (v) > 0. Such
a choice is always possible in any(k + 1)-dimensional subspace ofH 1

0 (D).
(b) We need to show thatµ−k−1 < 0 for all k ∈ N0. By rotating and shiftingD let us

suppose that infD x1 = 0, supD x1 = d with d = diamD andx2 ≥ 0 inD. We divideD
into k + 1 domains as follows:

Di =

{
x ∈ D : x1 ∈

(
(i − 1)d

k + 1
,
id

k + 1

)}
, i = 1, . . . , k + 1.
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ClearlyD = D1 ∪ · · · ∪Dk+1. Next we fixα > 0 and definek + 1 functions

vi(x) =

{
xα2 sin(π(k + 1)x1/d) if x ∈ Di,

0 else,

for i = 1, . . . , k + 1. Let v =
∑k+1
i=1 civi and determine the vectorc = (c1, . . . , ck+1)

from the conditiona(ψj , v) = 0 for j = −k, . . . ,−1. Thesek conditions are represented
by the linear system

k+1∑
i=1

cia(ψj , vi) = 0 for j = −k, . . . ,−1,

where in casek = 0 there are no conditions on the valuec. Since the linear system consists
of k equations ink+ 1 unknowns(c1, . . . , ck+1) we have at least a one-dimensional space
of nontrivial solutions 06= c = (c1, . . . , ck+1) ∈ Rk+1. With e2 = (0,1,0, . . . ,0) ∈ RN
we compute∫

Di

v2 dx = c2
i

∫
Di

x2α
2 sin2(π(k + 1)x1/d) dx

=
c2
i

2α + 1

∫
Di

∇ · (x2α+1
2 sin2(π(k + 1)x1/d)e2) dx

=
c2
i

2α + 1

∮
∂Di

x2α+1
2 sin2(π(k + 1)x1/d) e2 · n ds

≤
diamD

2α + 1

∮
∂Di

v2 ds.

By superposition we obtain∫
D

v2 dx ≤
diamD

2α + 1

∮
∂D

v2 ds.

If α > 0 is so large that diamD/(2α + 1) < −σ thenJ (v) =
∫
D
v2 dx+σ

∮
∂D
v2 ds < 0.

The remaining degree of freedom is the multiple ofc which is chosen such that
∫
D
(|∇v|2+

q(x)v2) dx = 1. This shows thatµ−k−1 < 0.
(c) LetD = (0, L) andq∞ = ‖q‖∞. Supposev satisfies forλ < 0 the eigenvalue

equation

−v′′
+ q(x)v = λv in (0, L), −v′(0) = σλv(0), v′(L) = σλv(L).

Sinceq ∈ L∞(D) the solutionv is understood as aC1(D)-solution in the sense of
Carath́eodory. Consider also the solutionu of the initial-value problem

−u′′
+ q∞u = λu in (0, L), −u′(0) = σλu(0),

which is unique up to multiples. Note thatv(0)/v′(0) = u(0)/u′(0) and assumev(0) =

u(0) = 1. For negativeλ the solutionu is given by

u(x) = cosh(
√

−λ+ q∞ x)−
σλ

√
−λ+ q∞

sinh(
√

−λ+ q∞ x).
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Notice thatu and v are convex as long as they are positive and concave as long as
they are negative. Forλ sufficiently small a computation shows thatu′(x) has no zero
in [0, L]. In this caseu(x) is decreasing and vanishes exactly once atξu ∈ (0, L). By
Sturm’s Comparison Theorem (cf. [21], especially the observation that it also holds for
C1-solutions in the sense of Carathéodory),v has a zeroξv ≤ ξu. From the identity

(v′u− u′v)′ = (q − q∞)uv ≤ 0 in (ξu, L)

we deduce that
v′(L)u(L)− u′(L)v(L)+ u′(ξu)v(ξu)︸ ︷︷ ︸

≥0

≤ 0.

Sincev′(L) = σλv(L) this implies

σλ−
u′(L)

u(L)
≤ 0.

Sinceu′(L)/u(L) ≈
√

−λ asλ → −∞ we conclude that all eigenvalues are bounded
from below by some numberΛ0. Since the negative eigenvalues cannot have a finite
accumulation point we have proved that there are at most finitely many.

It remains to show that there are at least two negative eigenvalues. Forλ−1 it suffices
to construct a functionv such thatJ (v) =

∫ L
0 v2 dx + σ(v2(0) + v2(L)) < 0. This is

achieved byv(x) = xα with sufficiently largeα. Forλ−2 one needs a functionv such that
J (v) < 0 anda(v, ψ−1) =

∫ L
0 vψ−1 dx + σ(v(0)ψ−1(0) + v(L)ψ−1(L)) = 0. This can

be obtained by taking

v(x) =

{
a1|x − L/2|

α on [0, L/2],

a2|x − L/2|
α on [L/2, L].

For sufficiently largeα the functional is negative independent of the choice ofa1, a2. By
choosinga1, a2 appropriately one can achievea(v, ψ−1) = 0. This finishes the proof
of (c). 2

3.1.1. Qualitative properties of eigenfunctions.Next we will show that the eigenvalues
λ−1 andλ1 are simple. We need the following version of the maximum principle. Note that
for smooth domains and smooth solutions it is a simple consequence of Hopf’s maximum
principle.

LEMMA 10. SupposeD ⊂ RN is a bounded Lipschitz domain. Letv ∈ H 1(D) be a weak
solution of

−∆v = a(x)v in D, vn = b(x)v on ∂D

with a ∈ L∞(D) and b ∈ L∞(∂D). If v ≥ 0 in D then eitherv ≡ 0 or there exists
δ > 0 such thatv ≥ δ in D. In the second case the trace ofv satisfiesv ≥ δ on ∂D in the
L2-sense.

PROOF. By interior regularity,v ∈ C
1,α
loc (D). Supposev 6≡ 0. Thenv cannot have an

interior zero inD by the strong maximum principle and hencev > 0 inD. It remains to
show that there existsδ > 0 such thatv ≥ δ in D. By Lemma 30 of the Appendix, there
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exists a smooth functiont (y) ≥ δ > 0 in a neighborhoodU of ∂D and a constantK > 0
such that

|∇t (y)| ≥
1

2K
for all y ∈ U,

∇t (x) · n(x) ≤
−1

K
for almost allx ∈ ∂D.

Let 0 ≤ h ∈ C∞(U) be a test function withh = 0 on∂U ∩ D extended by 0 inD \ U .
Then ∫

ω

∇v∇h dx =

∮
∂D

b(x)vh ds +

∫
U

a(x)vh dx(3.4)

≥

∮
∂D

−b−(x)vh ds +

∫
U

−a−(x)vh dx

where we use the conventiona(x) = a+(x)−a−(x) and likewise forb. Next we construct
a weak subsolution. Letz(y) = eαt(y). For sufficiently largeα > 0 we find

−∆z(y) = (−α∆t(y)− α2
|∇t (y)|2)z ≤ −a−(y)z in U,

zn(x) = α∇t (x) · n(x)z(x) ≤ −b−(x)z(x) a.e. on∂D.

Hence, testing with 0≤ h ∈ C∞(U) with h = 0 on∂U ∩D one obtains

(3.5)
∫
U

∇z∇h dx ≤

∮
∂D

−b−(x)zh ds +

∫
U

−a−(x)wh dx.

By the assumptionv > 0 in D one can chooseτ > 0 such thatτz < v on ∂U ∩ D.
Hence the test functionh = (v− τz)− ≥ 0 vanishes on∂U ∩D and can be inserted in the
difference of (3.4) and (3.5). This yields∫

U

−|∇(v − τz)−|
2 dx ≥

∮
∂D

b−(x)[(v − τz)−]2 ds +

∫
U

a−(x)[(v − τz)−]2 dx.

This shows thatv ≥ τz in U . Sincez ≥ δ > 0 inU this proves the result. 2

THEOREM 11. Assumeq ≥ 0.

(i) If
∫
D
q dx > 0 then the eigenvaluesλ−1 andλ1 are simple and their eigenfunctions

are of constant sign.
(ii) If λ ∈ R is an eigenvalue such that one eigenfunction is of constant sign, thenλ = λ1,

λ = 0 or λ = λ−1.

PROOF. Letψ be an eigenfunction associated toµ andϕ be a nonnegative eigenfunction
associated withλ 6= µ. By Lemma 10 we find thatϕ ≥ δ > 0 inD. Moreover, standard
regularity arguments based on bootstrapping (see e.g. Struwe [18, Appendix B]) imply that
ϕ,ψ are inL∞(D). Henceψ2/ϕ is in H 1(D) and can be used as a test function for the
ϕ-equation. This implies∫

D

∇ϕ
2ψϕ∇ψ − ψ2

∇ϕ

ϕ2
dx =

∫
D

(λ− q)ψ2 dx +

∮
∂D

σλψ2 dx

= (λ− µ)a(ψ,ψ)+

∫
D

|∇ψ |
2 dx.
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Hence

(3.6) 0≤

∫
D

∣∣∣∣ψϕ ∇ϕ − ∇ψ

∣∣∣∣2 dx = (µ− λ)a(ψ,ψ).

(i) Let ψ be an eigenfunction associated toλ−1. The variational principle of Lemma 8
implies thatϕ = |ψ | is also an eigenfunction toλ−1. By (3.6) we have∣∣∣∣ψϕ ∇ϕ − ∇ψ

∣∣∣∣2 = 0 a.e. inD,

which proves thatϕ = cψ in D. Henceλ−1 is simple and by Lemma 10 the associated
eigenfunction is bounded away from 0. The same argument works forλ1.

(ii) If we chooseµ = λ1 then it follows froma(ψ,ψ) > 0 and (3.6) thatλ ≤ λ1. If we
takeµ = λ−1 thena(ψ,ψ) < 0 and (10) implyλ ≥ λ−1. Since there are no eigenvalues
in (λ−1,0) and(0, λ1) it follows thatλ = λ−1, λ = 0 orλ = λ1. 2

3.2. The caseq(x) ≡ 0

Again we want to apply the theory of compact self-adjoint operators in order to describe
the eigenvalues of (2.4). This requires the Hilbert spaceV = {v ∈ H 1(D) : a(v,1) = 0}

with a(u, v) =
∫
D
uv dx+σ

∮
∂D
uv ds. In the case|D|+σ |∂D| 6= 0 the spaceV does not

contain the constants and hence(
∫
D

|∇v|2 dx)1/2 is an equivalent norm onV. All solutions
of (2.4) except the constants belong toV.

However, if |D| + σ |∂D| = 0 then the constants do belong toV. We must therefore
change the setting and define a proper subspace ofV by Vw = {v ∈ V : a(v,w) = 0}

wherew is a solution of the problem−∆w = 1 inD, wn = σ on ∂D. The constants do
not belong toVw and(

∫
D

|∇v|2 dx)1/2 is an equivalent norm onVw. The choice ofw may
seem arbitrary. In Section 4 we show why no other choice forw is possible.

LEMMA 12 (Existence and uniqueness).

(i) Let |D| + σ |∂D| 6= 0. For anyh ∈ V there exists a uniquev ∈ V such that

(3.7) −∆v = h in D, vn = σh on ∂D.

The operator
K : V → V, h 7→ v,

is compact, invertible and self-adjoint with respect to the inner product〈·, ·〉. Hence
it has countably many eigenvalues{µk}k∈I and the eigenfunctions form a complete
system inV. The eigenvalues of(2.4)exceptλ0 = 0 are the reciprocalsλi = µ−1

i .
(ii) The same holds in the case|D| + σ |∂D| = 0 if V is replaced byVw.

PROOF. We give the proof in the “resonance” case|D| + σ |∂D| = 0. In the
“nonresonance” case|D| + σ |∂D| 6= 0 the same proof works by formally settingw = 0
in all of the following. For givenh ∈ Vw the functionalLh : Vw → R given by

Lh(φ) =

∫
D

hφ dx + σ

∮
∂D

hφ ds
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is continuous and hence by the Riesz representation theorem there exists a uniquev ∈ Vw
such that〈v, φ〉 = Lh(φ) for all φ ∈ Vw. We want to deduce thatv is a weak solution of
(3.7). SinceH 1(D) = Vw ⊕ span[1, w] this follows once we show that

(3.8) 〈v, φ〉 = Lh(φ) ∀φ ∈ span[1, w].

The right-hand sideLh(φ) = a(φ, h) in (3.8) vanishes forφ ∈ {1, w} by the assumption
h ∈ Vw. For φ = 1 also the left-hand side of (3.8) vanishes. It remains to compute
〈v,w〉. Sincew weakly solves the equation−∆w = 1 inD andwn = σ on ∂D we find∫
D

∇v∇w dx =
∫
D
v dx + σ

∮
∂D
v ds = 0 by definition ofVw. Hence the operatorK is

well defined. Continuity and compactness ofK are again standard, and so are invertibility
and symmetry. 2

REMARK . There is a more general version of Lemma 12. If|D| + σ |∂D| 6= 0 then let
W = {(f, g) ∈ L2(D) × L2(∂D) :

∫
D
f dx + σ

∫
D
g ds = 0} with the norm‖(f, g)‖ =

(‖f ‖
2
L2(D)

+ ‖g‖2
L2(∂D)

)1/2. For every(f, g) ∈ W there exists a uniquev ∈ V such that
−∆v = f in D, vn = σg on ∂D. The corresponding solution operatorT : (f, g) 7→ v

from W to V is compact. If|D| + σ |∂D| = 0 then the same result holds ifW, V are
replaced byWw, Vw, whereWw = {(f, g) ∈ W :

∫
D
fw dx + σ

∮
∂D
gw ds = 0}.

Sinceλ0 = 0 is an eigenvalue with the constants as eigenfunctions, the variational
description of the eigenvalues of (2.4) differs slightly from the one given in the case where
q(x) ≥ 0, 6≡ 0. The eigenvalues except 0 are critical values of

J (v) := a(v, v) =

∫
D

v2 dx + σ

∮
∂D

v2 ds

in the set{v ∈ V :
∫
D

|∇v|2 dx = 1} or {v ∈ Vw :
∫
D

|∇v|2 dx = 1}. Obviously, if
σ ≥ 0 there are only positive critical values. This explains part (i) of Theorem 2. For the
remaining parts of Theorem 2 and Theorem 3 we have the following result (see e.g. De
Figueiredo [8]):

LEMMA 13. Assumeσ < 0 and|D| + σ |∂D| 6= 0. Suppose that

µ1 = sup{J (v) : v ∈ V, 〈v, v〉 = 1} > 0, µ−1 = inf{J (v) : v ∈ V, 〈v, v〉 = 1} < 0.

Thenλ1 = µ−1
1 and λ−1 = µ−1

−1 are the first positive and first negative eigenvalues of
(2.4). Moreover, the following holds:

(a) Let k ∈ N. Suppose0 = λ0 < λ1 ≤ · · · ≤ λk are the (not necessarily different) first
k + 1 nonnegative eigenvalues with eigenfunctionsψ0, . . . , ψk. Suppose that

µk+1 = sup{J (v) : v ∈ V, 〈v, v〉 = 1, a(ψj , v) = 0, j = 1, . . . , k} > 0.

Thenλk+1 = µ−1
k+1 is the next positive eigenvalue.

(b) Letk ∈ N. Supposeλ−k ≤ · · · ≤ λ−1 < λ0 = 0 are the (not necessarily different) first
k + 1 nonpositive eigenvalues with eigenfunctionsψ−k, . . . , ψ0. Suppose that

µ−k−1 = inf{J (v) : v ∈ V, 〈v, v〉 = 1, a(ψj , v) = 0, j = −k, . . . ,−1} < 0.

Thenλ−k−1 = µ−1
−k−1 is the next negative eigenvalue.

The same holds in the case|D| + σ |∂D| = 0 if V is replaced byVw.
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Since〈v, v〉1/2 is an equivalent norm onV, Vw any sequence of extremal functions is
bounded in the fullH 1-norm. Providedµj > 0,µ−j < 0 it is easy to see that these values
are attained.

THEOREM 14. Letσ < 0.

(a) Then(2.4)has an unbounded sequence of positive eigenvalues.
(b) If N ≥ 2 then(2.4)has an unbounded sequence of negative eigenvalues.
(c) If N = 1 andD = (0, L) then(2.4)has exactly one negative eigenvalue if|σ | ≥ L/2

and exactly two negative eigenvalues if|σ | < L/2.

PROOF. The proof is almost identical with the proof of Theorem 9. The one-dimensional
case is computed explicitly in the following subsection. 2

REMARK . Note that in contrast to Theorem 11 we do not claim forσ < 0 that the
eigenfunctions associated withλ−1, λ1 have constant sign. In fact the properties ofλ−1, λ1
depend on the value ofσ and change near the critical value−|D|/|∂D| (see Corollary 22
below):

σ > −|D|/|∂D| ⇒ λ−1 simple,ψ−1 of constant sign,ψ1 sign-changing,

σ < −|D|/|∂D| ⇒ λ1 simple,ψ1 of constant sign,ψ−1 sign-changing,

σ = −|D|/|∂D| ⇒ ψ−1, ψ1 both sign-changing.

3.3. Examples

The interval with constant potentialq. Consider the one-dimensional case with constant
coefficientq ∈ R,

ϕ′′
+ (λ− q)ϕ = 0 in (0, L)

together with the boundary conditions

−ϕ′(0) = σλϕ(0) and ϕ′(L) = σλϕ(L).

Solutions are of the following form:

ϕ(x) =


A cos(

√
λ− qx)+ B sin(

√
λ− qx) if λ > q,

A cosh(
√
q − λx)+ B sinh(

√
q − λx) if λ < q,

Ax + B if λ = q.

From the boundary conditions we deduce that eigenvalues are determined by the equations

tan(
√
λ− qL) =

2σλ
√
λ− q

σ 2λ2 + q − λ
if λ > q,(3.9)

tanh(
√
q − λL) =

2σλ
√
q − λ

σ 2λ2 + q − λ
if λ < q.(3.10)

In the caseλ = q we obtain the zero eigenvalue ifq = 0 and the eigenvalueλ = 2/(σL)
if q = 2/(σL).
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Due to the asymptotes of the tan-function and its periodicity there are infinitely many
positive solutions of (3.9) regardless of the sign ofσ andq.

Next we look at the number of negative eigenvalues in the caseq ≥ 0 (the caseq < 0 is
omitted due to the complexity of different cases). Clearly such eigenvalues can only exist
for σ < 0 and they are governed by (3.10).

LEMMA 15. Assumeσ < 0.

(a) If q > 0 then there exist exactly two negative eigenvaluesλ−2 < λ−1 < 0. The
corresponding eigenfunctionϕ−1 has constant sign whereasϕ−2 is sign-changing and
antisymmetric with respect to its zero atx = L/2.

(b) If q = 0 and |σ | ≥ L/2 then there exists exactly one negative eigenvalueλ−1 with
sign-changing eigenfunctionϕ−1, which is antisymmetric with respect to its zero at
L/2.

(c) If q = 0 and |σ | < L/2 then there exist exactly two negative eigenvaluesλ−2 <

λ−1 < 0. The corresponding eigenfunctionϕ−1 has constant sign whereasϕ−2 is
sign-changing. Moreover,ϕ−2 is antisymmetric with respect to its zero atL/2.

PROOF. Using the half-angle formula tanh(2a) = 2 tanha/(1 + tanh2 a) let us rewrite
(3.10) as

(3.11)
tanh(

√
q − λL/2)

1 + tanh2(
√
q − λL/2)

=
σλ/

√
q − λ

1 + σ 2λ2/(q − λ)
.

Let λ∗ be the negative root ofσ 2λ2
+ λ− q = 0. Then (3.11) is equivalent to

tanh(
√
q − λL/2) =

σλ
√
q − λ

if λ ∈ (λ∗,0),(3.12)

tanh(
√
q − λL/2) =

√
q − λ

σλ
if λ ∈ (−∞, λ∗).(3.13)

(a) There is exactly one solutionλ−2 ∈ (−∞, λ∗) of (3.13) and at least one solution
λ−1 ∈ (λ∗,0) of (3.12). To see the uniqueness of the eigenvalue in(λ∗,0) note that any
such eigenfunction is given by (assumingA > 0)

ϕ(x) = A cosh(
√
q − λx)

(
1 −

σλ
√
q − λ

tanh(
√
q − λx)

)
≥ A cosh(

√
q − λx)

(
1 −

σλ
√
q − λ

tanh(
√
q − λL)

)
= A cosh(

√
q − λx)

(
1 −

2σ 2λ2

σ 2λ2 + q − λ

)
and it is easy to see that the last expression is positive ifλ ∈ (λ∗,0) and negative ifλ < λ∗.
Hence Theorem 11 applies and shows that forλ ∈ (λ∗,0) there is exactly one eigenvalue.

(b) & (c) As before there is exactly one solution of (3.13) with a corresponding sign-
changing eigenfunction. It remains to discuss (3.12) which takes the form

tanh(
√

−λL/2) = −σ
√

−λ for λ ∈ (λ∗,0),
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i.e. the intersection of a concave curve with a linear curve of the variable
√

−λ. Since
λ = 0 is an intersection point the existence of a further intersection point depends on the
derivatives at 0, i.e., forL/2< |σ | the two curves intersect exactly once in(λ∗,0) whereas
for L/2 ≥ |σ | they do not intersect. The eigenfunction corresponding to an intersection
point in (λ∗,0) has constant sign. 2

TheN -dimensional ball with constant potentialq. ForN > 1 letD = BR(0) ⊂ RN be
the ball of radiusR and let(r, θ), r ∈ [0, R], θ ∈ SN−1, be its polar coordinates. Consider
for constantq ∈ R the problem

(3.14) ∆ϕ + (λ− q)ϕ = 0 inBR(0), ∂rϕ(x) = σλϕ(x) on ∂BR(0).

The separation of variablesϕ(x) = w(r)α(θ) yields

w′′
+
N − 1

r
w′

+

(
λ− q −

ν

r2

)
w = 0, ∆θα + να = 0,

where ∆θ is the Laplace–Beltrami operator onSN−1 with eigenfunction α and
eigenvalueν. Henceα must be a spherical harmonic andν = νk = k(k + N − 2),
k = 0,1,2, . . . . The equation forw then becomes

w′′
+
N − 1

r
w′

+

(
λ− q −

νk

r2

)
w = 0 in (0, R),(3.15)

w′(R) = σλw(R).(3.16)

By the usual transformationz(r) = r(N−2)/2w(r) one finds

z′′ +
z′

r
+

(
λ− q −

(k + (N − 2)/2)2

r2

)
z = 0 in (0, R),(3.17)

z′(R) =

(
σλ+

N − 2

2R

)
z(R).(3.18)

Solutions of (3.17) are of the form

(3.19) z(r) =


Jk+(N−2)/2(

√
λ− qr) if λ > q,

Ik+(N−2)/2(
√
q − λr) if λ < q,

rk+(N−2)/2 if λ = q,

whereJν is the regular Bessel function of indexν andIν is the regular modified Bessel
function of indexν. The eigenvalues are determined from (3.18) by the equations

J ′

k+(N−2)/2(
√
λ− qR)

Jk+(N−2)/2(
√
λ− qR)

=
σλ+

N−2
2R

√
λ− q

if λ > q,(3.20)

I ′

k+(N−2)/2(
√
q − λR)

Ik+(N−2)/2(
√
q − λR)

=
σλ+

N−2
2R

√
q − λ

if λ < q.(3.21)

In the caseλ = q we obtain the eigenvalueλ = k/(σR) if q = k/(σR) for somek ∈ N0.
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Recall thatJν, J ′
ν have infinitely many zeroes tending to∞ and that the zeroes ofJν

andJ ′
ν separate each other. This implies that for every fixedk ∈ N0 there are infinitely

many positive solutions of (3.20) regardless of the sign ofσ andq.
As before we look at the number of negative eigenvalues in the caseq ≥ 0 (the case

q < 0 is omitted). We know from Theorems 1–3 that such eigenvalues only exist forσ < 0
and they are governed by (3.21).

THEOREM 16. Assumeσ < 0. Every eigenfunction of(3.14)corresponding to a negative
eigenvalue has the formϕ(x) = z(r)r(2−N)/2α(θ) whereα is a spherical harmonic and
z(r) is a modified Bessel function as in(3.19)and has constant sign. For everyk ∈ N there
exists exactly one negative eigenvalue with a spherical harmonic of indexk(k + N − 2).
The situation fork = 0 is different:

(a) Letq > 0 or q = 0 and|σ | < R/N . Then there exists exactly one negative eigenvalue
with a radially symmetric eigenfunction.

(b) Let q = 0 and |σ | ≥ R/N . Then there is no negative eigenvalue corresponding to a
radially symmetric eigenfunction.

REMARK . The eigenfunctions corresponding to negative eigenvalues are either of
constant sign or such that every nodal domain intersects the boundary. This follows from
the representationϕ(x) = z(r)r(2−N)/2αk(θ) sincez(r) is of constant sign and the sign
changes are due to the spherical harmonicαk.

First we collect some properties of the modified Bessel functions. There is the integral
representation

Iν(s) =
(s/2)ν

√
πΓ (ν + 1/2)

∫ 1

−1
(1 − t2)ν−1/2 cosh(st) dt

and the series representation

Iν(s) =

∞∑
k=0

(s/2)2k+ν

k!Γ (ν + k + 1)
,

which lead to

(3.22) I ′
ν(s) = Iν+1(s)+

ν

s
Iν(s).

The previous identity implies

(3.23)
I ′
ν(s)

Iν(s)
>
ν

s
for all s > 0.

Moreover Iν(s) ∼ es/
√

2πs as s → ∞ and Iν ∼ (s/2)ν/Γ (ν + 1) as s → 0.
Consequently, we have

(3.24)
I ′
ν(s)

Iν(s)
→ 1 ass → ∞,

I ′
ν(s)

Iν(s)
=
ν

s
+

s

2(ν + 1)
+O(s2) ass → 0.
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PROOF OFTHEOREM 16. Completeness.Supposeϕ(r, θ) is an eigenfunction of (3.14)
corresponding to a negative eigenvalueλ. We need to show thatϕ(x) = z(r)r(2−N)/2α(θ)

with a spherical harmonicα and a modified Bessel functionz of the form (3.19). For fixed
r expandϕ(r, θ) in spherical harmonicsαlk(θ) of degreek,

(3.25) ϕ(r, θ) =

∞∑
k=0

dk∑
l=1

glk(r)α
l
k(θ),

with glk ∈ L2
rN−1(0, R). Next we expandglk, l = 1, . . . , d(k), into Bessel or modified

Bessel functionsψki which are the eigenfunctions of (3.17), (3.18). The same arguments
as in the proof of Theorem 1 show that this system is complete in the spaceH 1

rad(R), the
completion of the differentiable radial functions in(0, R) under the norm

〈v, v〉 =

∫ R

0
rN−1

(
v′2

+

(
q +

k(k +N − 2)

r2

)
v2

)
dr.

The corresponding bilinear forma(v, u) is

ar(u, v) =

∫ R

0
rN−1uv dr + σRN−1u(R)v(R).

The eigenfunctionψki solves (3.17), (3.18) with eigenvalueλki . According to the classical
results on the solutions of the Bessel differential equation there is only one solution which
is contained inH 1

rad(R), namely the function given in (3.19). Hence

glk =

∞∑
i=1

γ lkiψ
k
i , ϕ(r, θ) =

∑
k,l,i≥1

γ lkiψ
k
i (r)α

l
k(θ).

Observe thatψki (r)α
l
k(θ) is also an eigenfunction of (3.14) corresponding toλki . From

the above representation it follows immediately thatϕ =
∑dk
l=1 γ

l
kiψ

i
kα
k
i . This proves the

completeness.

Uniqueness. Fix k ∈ N0 and a corresponding spherical harmonicαk. Suppose there are
two valuesλ < λ̃ < 0 solving (3.21). Letw, w̃ be the corresponding solutions of (3.15)–
(3.16) normalized such thatw(R) = w̃(R). Sincew, w̃ > 0 in (0, R] we see thath =

w − w̃ satisfies

h′′
+
N − 1

r
h′

+

(
λ̃− q −

νk

r2

)
h > 0 in (0, R], h′(0) = 0, h(R) = 0.

If νk = 0 then a standard application of the maximum principle impliesh < 0 in [0, R). If
νk > 0 then we know thatw(0) = w̃(0) = 0 and henceh(0) = 0. The assumption thath
attains a non-negative maximum somewhere in(0, R) immediately gives a contradiction.
Hence also in this case we haveh < 0, i.e.,w < w̃ in (0, R). Using the orthogonality
relation between eigenfunctions andw(R) = w̃(R) we find

0 =

∫
D

w(r)w̃(r)αk(θ)
2 dx + σ

∮
∂D

w(R)w̃(R)αk(θ)
2 ds

≤

∫
D

w̃(r)2αk(θ)
2 dx + σ

∮
∂D

w̃(R)2αk(θ)
2 ds = J (w̃αk).

This is a contradiction sinceJ (w̃αk) < 0.
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Existence forq > 0. Fix k ∈ N0. Let f (λ) denote the left-hand side andg(λ) the right-
hand side of (3.21). By (3.24) we know thatf (λ) < g(λ) for λ sufficiently negative.
Moreover, by (3.23) we have

f (0) >
k + (N − 2)/2

√
qR

≥
N − 2

2
√
qR

= g(0).

Hence there exists at least one (and by the previous uniqueness proof in fact exactly one)
solution of (3.21) in(−∞,0).

Existence forq = 0. Fix k ∈ N0. With the same functionsf (λ), g(λ) as before we
deduce from (3.24) that

f (λ) ∼
k + (N − 2)/2

√
−λR

+

√
−λR

2k +N
+O(λ2) asλ → 0,

g(λ) = −σ
√

−λ+
(N − 2)/2

√
−λR

.

Hence, for everyk ∈ N we havef (λ) > g(λ) nearλ = 0, which implies as before
existence of a unique solution of (3.21) in(−∞,0). For k = 0 this also holds under the
additional assumptionR/N > −σ .

Nonexistence forq = 0, k = 0 and |σ | ≥ R/N . In this case we claim thatf (λ) < g(λ)

for all λ < 0. This is equivalent toI ′
ν(t)t < Iν(t)(

−σ
R
t2 + ν) for all t > 0 with ν =

(N − 2)/2. Computing the series we find

I ′
ν(t)t =

∞∑
j=0

(2j + ν)(t/2)2j+ν

j !Γ (ν + j + 1)
,

Iν(t)

(
−σ

R
t2 + ν

)
=

∞∑
j=0

ν(t/2)2j+ν

j !Γ (ν + j + 1)
−

∞∑
j=0

4σ(t/2)2j+2+ν

Rj !Γ (ν + j + 1)

=

∞∑
j=0

(
ν −

4σj (ν + j)

R

)
(t/2)2j+ν

j !Γ (ν + j + 1)
.

Usingν = (N − 2)/2 and comparing the coefficients of the two series we find equality for
j = 0, weak inequality forj = 1 and strict inequality forj ≥ 2 provided 1≤ −σN/R.
Hence there is no solution of (3.21) in(−∞,0). 2

COROLLARY 17. Supposeq = const ≥ 0 and σ < 0. Then the eigenvalue problem
(3.14) restricted to radially symmetric functions has infinitely many positive eigenvalues
and at most one negative eigenvalue. The parabolic problem(2.1)–(2.3) restricted to
radially symmetric initial data is well-posed.

PROPOSITION18. Suppose0 ≤ q ∈ L∞(0, R),
∫ R

0 rn−1q(r) dr > 0 andσ < 0. Then
the eigenvalue problem(3.14)restricted to radially symmetric functions has infinitely many
positive eigenvalues and exactly one negative eigenvalue. The parabolic problem(2.1)–
(2.3) restricted to radially symmetric initial data is well-posed.
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PROOF. The existence of a first negative eigenvalueλ−1 follows from Theorem 9. We
may assume that the eigenfunctionφ = φ−1 is positive. It satisfies

(3.26) −∆φ + q(r)φ = λ−1φ in BR(0), φ′(R) = σλφ(R).

It is radially symmetric because it is simple. It remains to show that there is exactly one
negative “radial” eigenvalue. Letψ be an arbitrary radial eigenfunction

−∆ψ + q(r)ψ = λψ in BR(0), ψ ′(R) = σλψ(R)

with λ < λ−1. The maximum principle implies thatψ cannot have a closed nodal line.
Hence we may assumeψ > 0 inBR(0) and obtain

−∆ψ + q(r)ψ < λ−1ψ in BR(0).

By a suitable scaling we may assume thatφ(R) = ψ(R) = 1. Sinceψ is a subsolution of
(3.26) we get 0< ψ < φ in BR(0). By the orthogonality condition we find

0 =

∫
D

φψ dx + σ

∮
∂D

φψ ds ≤

∫
D

φ2 dx + σ

∮
∂D

φ2 ds = J (φ).

This is a contradiction sinceJ (φ) < 0. 2

4. EIGENVALUES IN THE RESONANCE CASE

As we have seen in Sections 2.2 and 2.3 the resonance caseq ≡ 0 andσ0 = −|D|/|∂D|

displays special spectral properties, that are discussed in detail in this section.

4.1. The choice of the spaceVw
Suppose one wants to solve

(4.1) −∆v = h in D, vn = σh on ∂D

for h ∈ H 1(D). Then necessarilyh ∈ V = {v ∈ H 1(D) : a(1, v) = 0}, wherea(u, v) =∫
D
uv dx + σ

∮
∂D
uv ds. The next lemma explains why in the resonance caseσ = σ0 one

has to chooseh with the extra conditiona(w, h) = 0 in order to obtainv ∈ V. The only
possible choice forw is a solution of−∆w = 1 inD andwn = σ0 on ∂D.

LEMMA 19. Let h ∈ V and σ ∈ R. Then there exists a one-parameter familyS =

{v0 + γ }γ∈R ⊂ H 1(D) of solutions of(4.1).

PROOF. Leth ∈ V and definēh = |D|
−1

∫
D
h dx. Let a, b, c ∈ H 1(D) be solutions of

(A)

{
−∆a = h− h̄ in D,
an = 0 on∂D,

(B)

−∆b = h̄ in D,

bn = −h̄
|D|

|∂D|
on ∂D,

(C)

−∆c = 0 inD,

cn = σh+ h̄
|D|

|∂D|
on ∂D.
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Solutions for(A) and(B) exist for everyh ∈ H 1(D) whereas the solution of(C) only
exists if additionallya(1, h) = 0. Moreover,a, b, c are unique up to additive constants.
Finally, v0 = a + b + c solves (4.1). 2

LEMMA 20. Leth ∈ V.

(i) There exists a unique element inS ∩ V if and only ifσ 6= σ0.
(ii) Letσ = σ0. ThenS ⊂ V if and only ifh ∈ Vw = {h ∈ V : a(w, h) = 0}. Furthermore,

if h ∈ Vw then there exists a unique element inS ∩ Vw.

PROOF. (i) A unique solutionv0 + γ ∈ V can be selected provideda(1, γ ) 6= 0. This is
the case if and only ifσ 6= σ0.

(ii) If w is the solution of−∆w = 1 inD, wn = σ0 on ∂D thenb = h̄w. Testing the
equation forw with c and rearranging terms one finds∫

D

c dx + σ0

∮
∂D

c ds = σ0

∮
∂D

(h− h̄)w ds,

and likewise by testing witha one obtains∫
D

a dx + σ0

∮
∂D

a ds =

∫
D

(h− h̄)w dx.

Hence, the conditionv ∈ V reads∫
D

(a + b + c) dx + σ0

∮
∂D

(a + b + c) ds =

∫
D

hw dx + σ0

∮
∂D

hw ds = 0,

i.e., one needs the additional conditiona(w, h) = 0. Uniqueness of the solution in the
spaceVw holds provideda(1, w) 6= 0. This is true sincea(1, w) =

∫
D

|∇w|
2 dx. 2

4.2. Behavior ofλ−1, λ1 nearσ = σ0

THEOREM 21. There existsε > 0 and anC1-curve σ 7→ (λ(σ ), v(σ )) for σ ∈

(σ0 − ε, σ0 + ε) with values inR × H 1(D) such that(λ(σ ), v(σ )) is an eigenpair for
the eigenvalue problem(2.4)with the properties

∫
D
v(σ ) dx = |D| and

λ(σ) =
−|∂D|∫

D
|∇w|2 dx

(σ − σ0)+O(σ − σ0)
2,

v(σ ) = 1 −
|∂D|(w − w̄)∫
D

|∇w|2 dx
(σ − σ0)+O(σ − σ0)

2.

Moreover, if (λ, v) is an eigenpair of(2.4) with |σ − σ0| < ε, |λ| < ε and v > 0,∫
D
v dx = |D| then either(λ, v) lies on the curve or(λ, v) = (0,1).

REMARK . Note that|σ | < |σ0| implies λ(σ) < 0 and|σ | > |σ0| implies λ(σ) > 0.
Henceλ(σ) parameterizesλ−1 if |σ | < |σ0| andλ1 if |σ | > |σ0|. It shows howλ−1
passes through 0 and becomesλ1 asσ passes through the critical valueσ0 (see Figure 1).
The positivity of the eigenfunction also passes fromψ−1 to ψ1. Note that the min-max
principle implies that the eigenvalues are decreasing with respect toσ .
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FIG. 1. Eigenvalues as functions ofσ .

PROOF. Consider the normalized eigenvalue problem

(P ) −∆v = λv in D, vn = σλv on ∂D,
∫
D

v dx = |D|.

In the following we describe the solutions of(P ) as the zero-set of a nonlinear function
F(σ, λ, v) whereF : R × R ×H 1(D) → R ×H 1(D).

Construction of the curve.Define the operator

T : R × R ×H 1(D) → H 1(D), (σ, λ, v) 7→ T (σ, λ, v) := ξ,

whereξ is the unique solution of

(4.2)


−∆ξ = λv in D,

ξn = σλv −
λ

|∂D|

∫
D

v dx −
λσ

|∂D|

∮
∂D

v ds on ∂D,∫
D

ξ dx = |D|.

Let

F : R×R×H 1(D) → R×H 1(D), (σ, λ, v) 7→

( ∫
D

v dx+σ

∮
∂D

v ds, T (σ, λ, v)−v

)
.

Note thatF(σ0,0,1) = (0,0). Moreover, the following relation holds between zeroes of
F and solutions of(P ):

F(σ, λ, v) = (0,0) ⇒ (σ, λ, v) solves(P ),{
(σ, λ, v) solves(P ) and
(λ, v) 6= (0,1) or σ = σ0

}
⇒ F(σ, λ, v) = (0,0).

Therefore, solvingF(σ, λ, v) = (0,0) nearσ = σ0, λ = 0, v = 1 by the implicit function
theorem will give all statements of the theorem since

(4.3) (λ(σ ), v(σ )) = (0,1)−

[
∂F

∂(λ, v)

∣∣∣∣
(σ0,0,1)

]−1
∂F

∂σ

∣∣∣∣
(σ0,0,1)

(σ − σ0)+O(σ − σ0)
2.
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It remains to show the invertibility of ∂F
∂(λ,v)

|(σ0,0,1) and to compute the inverse(β, z) :=

[ ∂F
∂(λ,v)

|(σ0,0,1)]
−1(α, y) for given(α, y) ∈ R × H 1(D). This requires finding the solution

(β, z) of

(4.4)
∫
D

z dx + σ0

∮
∂D

z ds = α,
∂T

∂(λ, v)

∣∣∣∣
(σ0,0,1)

(β, z)− z = y.

Differentiation of (4.2) with respect to(λ, v) yields ∂T
∂(λ,v)

|(σ0,0,1)(β, z) = ζ , whereζ
solves

−∆ζ = β in D, ζn = βσ0 on ∂D,
∫
D

ζ dx = 0,

i.e. ζ = β(w − w̄). Therefore the solution(β, z) of (4.4) is determined by∫
D

z dx + σ0

∮
∂D

z = α, β(w − w̄)− z = y.

The solution(β, z) can now be computed as

β =
α +

∫
D
y dx + σ0

∮
∂D
y ds∫

D
w dx + σ0

∮
∂D
w ds

,(4.5)

z =
α +

∫
D
y dx + σ0

∮
∂D
y ds∫

D
w dx + σ0

∮
∂D
w ds

(w − w̄)− y.(4.6)

The uniqueness of(β, z) shows the invertibility of ∂F
∂(λ,v)

|(σ0,0,1). Notice that the

denominator in the above formula is
∫
D

|∇w|
2 dx. Finally, ∂F

∂σ
|(σ0,0,1) = (|∂D|,0) ∈

R ×H 1(D). Inserting(α, y) = (|∂D|,0) into (4.5)–(4.6) and (4.3) gives the expansion of
λ(σ) andv(σ ) as claimed in the theorem. 2

COROLLARY 22. For everyσ ∈ (−∞, σ0) the eigenfunctions corresponding toλ1 have
constant sign. For everyσ ∈ (σ0,0) the eigenfunctions corresponding toλ−1 have
constant sign.

PROOF. LetBδ(0,1) ⊂ R ×H 1(D) be the open unit ball of radiusδ centered at(0,1) ∈

R ×H 1(D). For smallδ > 0 we know that

deg(F (σ0, ·, ·), Bδ(0,1), (0,0)) 6= 0

due to the invertibility of ∂F
∂(λ,v)

|(σ0,0,1). Therefore, the global continuation theorem (see

e.g. [3]) applies and shows the existence of two continuaC+
⊂ [σ0,∞)×R×H 1(D) and

C−
⊂ (−∞, σ0] × R ×H 1(D) of solutions(σ, λ, v) of F(σ, λ, v) = (0,0) containing the

point (σ0,0,1). Locally near(σ, λ, v) = (σ0,0,1) the two continuaC+, C− are described
by the curve of Theorem 21. Note that the condition

∫
D
v dx = |D| shows thatv 6= 0

for every element(σ, λ, v) ∈ C+, C−. Thus, the maximum principle of Lemma 10 and a
continuity argument show thatv > 0 for every(σ, λ, v) ∈ C+, C−. Similarly, λ > 0 for
every(σ, λ, v) ∈ C− except forσ = σ0, andλ < 0 for every(σ, λ, v) ∈ C+ except for
σ = σ0. Therefore Theorem 11(ii) shows thatλ = λ∓1 if (σ, λ, v) ∈ C± andσ 6= σ0
and thatC+, C− can be parameterized as single-valued continuous curves depending onσ ,
where theλ-part is decreasing inσ . Hence the global continuation theorem implies that
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bothC+ andC− are unbounded continua. Finally, note that the projection ofC+ onto the
σ -axis is [σ0,0) and thatC+ becomes unbounded in the negativeλ-direction asσ → 0.
On the other hand, the projection ofC− onto theσ -axis is(−∞, σ0]. 2

5. PARABOLIC PROBLEMS WITH NONLINEAR SOURCES

In this section we consider problem (1.1)–(1.3) with positive sourcesF(x, t, u). For
simplicity we restrict ourselves to the case

F(x, t, u) = m(x, t)f (u),

wherem ∈ L∞((0, T ), L∞(D)),m ≥ 0 and 0≤ f ∈ C1. Throughout this section we shall
suppose that there exists a local weak solutionu of (1.1)–(1.3) in(0, T ) in the sense that
u ∈ B := L2((0, T ),H 1(D)), ut ∈ L2((0, T ), L2(D)), traceut ∈ L2((0, T ), L2(∂D)),
F(·, ·, u(·)) ∈ L2((0, T ), L2(D)) and∫ τ

0
((ut , φ)+ σ(ut , φ)0) dt +

∫ τ

0
〈u, φ〉 =

∫ τ

0
(f, φ) dt

for all τ ∈ (0, T ) and for allφ ∈ B. Moreover we suppose thatu0 ∈ L2(D)×L2(∂D) and
‖u− u0‖L2(D), ‖traceu− u0‖L2(∂D) → 0 ast → 0. This is the case ifσ ≥ 0.

For the study of blow up behavior we consider nonlinearitiesf subject to the following
additional conditions:

f (s) > 0 for s > 0, f (s), f ′(s) ≥ 0 for all s ∈ R,(5.1) ∫
∞

s0

dξ

f (ξ)
< ∞ for some positives0.(5.2)

Our main result forσ ≥ 0 is based on a slight modification of an elegant argument
by Rial and Rossi [16] who studied the question of blow up for problems with nonlinear
Neumann boundary conditions.

THEOREM 23. Assumeσ ≥ 0, q ≡ 0,
∫
D
u0 dx + σ

∮
∂D
u0 ds > 0 and (5.1), (5.2). If∫ t

0(
∫
D
m(x, τ) dx) dτ → ∞ as t → ∞ thenu(x, t) does not exist as a weak solution for

all times.

5.1. Comparison principles

We start with some auxiliary result which shows that the qualitative behavior depends
heavily on the sign ofσ .

LEMMA 24. Letσ ≥ 0 and letu be a weak solution of(1.1)–(1.3) in (0, T ) with f ≥ 0.

(i) Leth be a weak solution of the homogeneous equation(1.1)–(1.2)with zero right-hand
side andh(x,0) ≤ u0(x) a.e. inD. Thenh ≤ u.

(ii) If u0 ≥ 0 thenu ≥ 0, i.e., all weak solutions of(1.1)–(1.3)with nonnegative sources
and nonnegative initial datau0 are nonnegative.
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PROOF. (i) For all τ ∈ (0, T ) we have∫ τ

0
(a(ut − ht , φ)+ 〈u− h, φ〉) dt =

∫ τ

0
(F, φ) dt ≥ 0 if 0 ≤ φ ∈ B.

If we chooseφ = (u− h)− then we obtain

−

∫ τ

0
(a((u− h)−t , (u− h)−)− 〈(u− h)−, (u− h)−〉) dt ≥ 0,

which implies, keeping in mind that by assumption(u− h)−(x,0) = 0,

a((u− h)−, (u− h)−)|τ ≤ 0 for all τ ∈ (0, T ).

This leads immediately to the conclusionh ≤ u.
(ii) follows from (i) sinceh(x,0) = u0(x) ≥ 0 impliesh ≥ 0, which follows as in (i)

by testing the equation forh with h−. 2

REMARK . The lemma is not true in general ifσ < 0. For instance letD = (0, L),
F ≡ 1, q ≡ 0 andu0 ≥ 0. Let h(x, t) be the solution of the homogeneous parabolic
problem withF ≡ 0 andh(x,0) = u0(x). By Theorem 5,

δ(x, t) = u(x, t)− h(x, t) =

∑
i∈I\{0}

sign(λi)L

λi
ϕ̄i(1 − e−λi t )ϕi +

Lt

L+ 2σ

providedL+ 2σ 6= 0. Hereϕ̄i = L−1
∫ L

0 ϕi(x) dx.
If 0 > σ > −L/2 thenI = {−2,−1} ∪ N, ϕ−1 is positive, andϕ−2 is sign-changing

with ϕ̄−2 = 0 due to antisymmetry with respect to its zero atx = L/2 (cf. Lemma 15).
Therefore

δ(x, t) ≈ −
Lϕ̄−1

|λ−1|
e−λ−1tϕ−1 → −∞ ast → ∞.

If −L/2 > σ then I = {−1} ∪ N, ϕ−1 is sign-changing and̄ϕ−1 = 0 again by
antisymmetry so thatδ(x, t) ≈ Lt/(L+ 2σ) → −∞ as t → ∞. And even in the
resonance caseσ = −L/2 the differenceδ(x, t) tends to−∞ as t → ∞. Hence in
all three casesu < h for larget .

DEFINITION 25. A function ū ∈ B with ūt ∈ L2((0, T ), L2(D)) and with traceūt ∈

L2((0, T ), L2(∂D)) is called anupper solutionof (1.1)–(1.3) if ū(x,0) ≥ u0(x) inD and
if for all φ ∈ B with φ ≥ 0 and all τ ∈ (0, T ),∫ τ

0
(a(ūt , φ)+ 〈ū, φ〉) dt ≥

∫ τ

0
(F(x, t, ū), φ) dt.

Similarly u(x, t) is called a lower solutionof (1.1)–(1.3) if the inequality signs are
reversed.

PROPOSITION26. Assumeσ ≥ 0. Letu resp.ū be a lower resp. upper solution of(1.1)–
(1.3)with 0 ≤ f ∈ C1. Suppose in addition that for allτ ∈ (0, T ),

sup
t∈(0,τ )

‖u(·, τ )‖L∞(D) < ∞, sup
t∈(0,τ )

‖m(·, τ )‖L∞(D) < ∞.

Thenū(x, t) ≥ u(x, t).
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PROOF. For allφ ∈ B with φ ≥ 0 and allτ ∈ (0, T ) we have∫ τ

0
(a(ut − ūt , φ)+ 〈u− ū, φ〉) dt ≤

∫ τ

0
(F(x, t, u)− F(x, t, ū), φ) dt.

Letφ = (u−ū)+ andΩ+
= {(x, t) ∈ D×(0, T ) : u(x, t) ≥ ū(x, t)}. By the boundedness

assumption onu and theC1-property off one obtains∫ τ

0
(F(x, t, u)− F(x, t, ū), φ) dτ =

∫
Ω+

(F(x, t, u)− F(x, t, ū))(u− ū) dx dt

≤ cτ

∫
Ω+

(u− ū)2 dx dt = cτ

∫ τ

0
((u− ū)+, (u− ū)+) dt.

Integration gives

1

2
a((u− ū)+, (u− ū)+)|t=τ −

1

2
a((u− ū)+, (u− ū)+)|t=0

≤ cτ

∫ τ

0
((u− ū)+, (u− ū)+) dt.

Since(u−ū)+|t=0 = 0 a Gronwall-type argument shows the assertion(u−ū)+ ≡ 0. 2

Comparison principles for classical solutions of parabolic problems with dynamical
boundary conditions andσ ≥ 0 can be found in [5].

5.2. Proof of Theorem 23

Suppose thatu(x, t) exists for all times. By the comparison principle of Lemma 24 we
haveu ≥ h whereh is the solution of the corresponding homogeneous linear problem
(2.1)–(2.3) withh(x,0) = u0(x). From Theorem 5 we get the formula

h(x, t) =

∞∑
i=1

e−λi ta(u0, ϕi)ϕi(x)+ h0, h0 =
a(u0,1)

a(1,1)
.

Sinceλi > 0 for i > 0 we deduce that

h(x, t) → h0 =

∫
D
u0 dx + σ

∮
∂D
u0 ds

|D| + σ |∂D|
> 0 ast → ∞.

Consequently, if a solution of (1.1)–(1.3) exists for all times then for any positiveε there
existst0 such thatu ≥ h0−ε inD× (t0,∞) andf (u) > c0 for t ≥ t0. Introducing 1/f (u)
as a test function in the weak formulation of (1.1)–(1.3) on the time interval(t0, τ ) we get
for τ ≥ t0,∫ τ

t0

( ∫
D

ut

f (u)
dx + σ

∮
∂D

ut

f (u)
ds −

∫
D

|∇u|2f ′(u)

f 2(u)
dx

)
dt =

∫ τ

t0

∫
D

m(x, t) dx dt.

Put

g(s) :=
∫ s

s0

dξ

f (ξ)
.
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Sincef is nondecreasing we have∫
D

g(T , x) dx + σ

∮
∂D

g(T , x) ds −

∫
D

g(t0, x) dx − σ

∮
∂D

g(t0, x) ds

≥

∫ T

t0

∫
D

m(x, t) dx dt.

If we let T → ∞ the right-hand side tends to infinity whereas the left-hand side remains
bounded. This is a contradiction and thusu(x, t) cannot be a global solution. 2

The argument fails ifσ is negative.

EXAMPLE 1. Letf (s) = es . Then by the previous theorem all solutions blow up in finite
time independent of the size of the domain. This is in contrast to the Dirichlet boundary
conditions where for small domains there exist stationary solutionsU(x). Hence for all
u0(x) ≤ U(x) the solutions are global. For large domains, however, no stationary solutions
exist and all solutions blow up in finite time [13].

EXAMPLE 2. Forp > 1 let

f (s) =

{
sp if s > 0,

0 otherwise.
(5.3)

Then for all positive nonvanishing initial data the solution explodes in finite time. On the
other hand, all negative constants are stationary solutions. Ifu0(x) < 0, the solutions are
negative and exist globally becauseu = 0 is an upper solution. Ifh0 is negative andu0
changes sign it is not clear whether the solutions are global or blow up in finite time. Under
Dirichlet conditions, however, global solutions exists.

5.3. Outer domains

The situation is different in outer domains. By means of a standard procedure it is possible
to construct solutions ofD in outer domains with Lipschitz boundary, for uniformly
bounded, continuous initial conditionsu0 ≥ 0. Let {Dk}

∞

k=1 be a sequence of nested
bounded domainsDc ⊂ D1 ⊂ D2 ⊂ · · · with

⋃
∞

k=1Dk = RN . Letuk be the solution of

ut −∆u = f (u) in D ∩Dk × R+,

σut + un = 0 on∂D × R+,

u = 0 on∂Dk × R+,

u(x,0) = u0(x) in D.

By comparisonuk(x, t) ≤ uk+1(x, t) in D ∩ Dk. Let z(t) be the solution oḟz = f (z),
z(0) = ‖u0‖∞. It exists for, say,t < T . Thenuk ≤ z for t < T . Standard arguments based
on a priori estimates for the heat equation imply thatuk → u in C2,1

loc ask → ∞, whereu
is a solution inD × (0, T ).

In what follows, we shall consider for simplicity the functionf defined in (5.3). In the
case of Dirichlet boundary conditions it is well known from [2] and [14] that no nontrivial
positive solutions exist for all times ifp ∈ (1,1+ 2/N ]. This implies the following result.

LEMMA 27. LetD be an outer domain. Assumeσ > 0 andu0 ∈ C(D). For p ∈ (1,1 +

2/N ] all positive weak solutions blow up in finite time.
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PROOF. The assertion follows immediately from a comparison argument. Indeed,
u(x, t) ≥ uD(x, t) whereuD(x, t) is the solution of (1.1)–(1.3) with Dirichlet boundary
conditions on a smooth domainD′

⊂ D and with the same initial conditionu0(x). 2

Next we derive that global solutions can exist for small initial data, in contrast to the
case of bounded domains. This is essentially due to solutions that vanish at infinity.

LEMMA 28. Let σ > 0 andp > 1 + 2/N . If the complementDc of D is star-shaped
with respect to the origin and ifmin∂D |x · n(x))| > σN on ∂D, then there exist global
solutions for sufficiently small initial data.

PROOF. The idea is to construct a positive upper solutionU(x, t), i.e. a function satisfying

Ut −∆U ≥ f (U) in D, σUt + Un ≥ 0 on∂D × R+.(5.4)

A standard choice is [2]

U(x, t) = A(t + t0)
−γ e−r

2/(4(t+t0)) with A, γ, t0 > 0.

We have

Ut = U

{
−

γ

t + t0
+

r2

4(t + t0)2

}
, Ur = −U

(
r

2(t + t0)

)
,

Urr = −U

{(
r

2(t + t0)

)2

+
1

2(t + t0)

}
,

and thus

Ut −∆U − Up = U

(
N − 2γ

2(t + t0)
+

r2

2(t + t0)2

)
− Up,(5.5)

σUt + Un = U

(
−
σγ

t + t0
+

σr2

4(t + t0)2
−
x · n(x)

2(t + t0)

)
.(5.6)

If we chooseγ < N/2, sayγ = N/2 − ε, then (5.5) is positive for allt ∈ R+ provided
that

ε(t + t0)
−1 > Ap−1(t + t0)

−γ (p−1).

This can only be achieved ifp > 1+2/N andA is sufficiently small. For the expression in
(5.6) to be positive for all positivet we must have−x ·n(x) > 0 and−σN/2> x ·n(x)/2.
The assertion now follows by comparison. 2

6. OPEN PROBLEMS

We finish with a list of open problems.

1. The assumption on the star-shapedness and the size ofσ in Lemma 28 seems to be
unnatural since the result is true in the limitσ → ∞ for general outer domains.

2. It is not clear whether in the case of negativeσ the blow up result of Theorem 23
remains true. Can one find conditions on blow up forσ < 0? Do there exist global
(likely sign-changing) solutions? Sincef is bounded for negative values, the solution
can never tend to−∞ in finite time. If blow up occurs then only in regions whereu is
positive.
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3. Can one find an example in the one-dimensional case of a potentialq ≥ 0 with more
than two negative eigenvalues in the caseσ < 0?

4. (See Section 2.2.) Does the expansion (2.5) hold in the sense ofL2(D) × L2(∂D) if
σ < 0?

7. APPENDIX

Let us recall an approximation property of Lipschitz domains (cf. Nečas [15]). There exists
a sequence ofC∞-domainsDi ⊃ D with the following properties:

(i) There existk ∈ N, balls B1, . . . , Bk, neighborhoodsU1, . . . , Uk ⊂ RN−1, C∞-
functionsφil : Ul → R and Lipschitz functionsφl : Ul → R for l = 1, . . . , k
such that

∂Di ∩ Bl = graphφil , ∂D ∩ Bl = graphφl

and ‖φil − φl‖∞ → 0 as i → ∞, ‖∇φil ‖∞ ≤ ‖∇φl‖∞ for l = 1, . . . , k. Let
Lip(∂D) = maxl=1,...,k ‖∇φl‖∞.

(ii) There exist homeomorphismsΛi : ∂D → ∂Di such that

ni ◦Λi → n a.e. on∂D asi → ∞.

(iii) There exists a smooth vector fieldh : RN → RN andK > 0 such that

h(Λi(x)) · ni(Λi(x)) ≤ −K ∀i ∈ N, ∀x ∈ ∂D.

LEMMA 29. For fixedi ∈ N let χ i(x, t) denote the solution of the system

Ẋ = h(X), X(0) = x ∈ ∂Di,

at timet , i.e.,χi is a map∂Di × R → RN . Then the maps

D(x,t)χ
i(x, t) : Tx∂D

i
× R → RN , D(x,t)χ

i(x, t)−1 : RN → Tx∂D
i
× R

have the expansions

(7.1) D(x,t)χ
i(x, t) = (Id|Tx∂Di

, h(x))+O(t),

and

(7.2) [D(x,t)χ
i(x, t)]−1z =

(
z−

z · ni(x)

h(x) · ni(x)
h(x),

z · ni(x)

h(x) · ni(x)

)
+O(t)z

for all z ∈ Rn where‖O(t)‖L∞(∂Di ) ≤ Ct for all i ∈ N.

PROOF. Differentiation with respect tox ∈ ∂Di will be denoted byDx (the indexi is
dropped). If one differentiateṡX = h(X),X(0) = x with respect tox ∈ ∂Di and integrates
then one finds

Dxχ
i(x, t) = et (Dxh)(χ

i (x,t)).
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Likewise one findsDtχ i(x, t) = h(χ i(x, t)). Note that‖Dxh‖∞ ≤ ‖Dh‖∞ Lip(∂D),
whereDh(y) is the Jacobian ofh(y) with respect toy ∈ RN . Expanding the expressions
of Dxχ i andDtχ i in t gives (7.1). The expansion (7.2) follows from (7.1) if one observes
that

[(Id|Tx∂Di
, h(x))]−1z =

(
z−

z · ni(x)

h(x) · ni(x)
h(x),

z · ni(x)

h(x) · ni(x)

)
. 2

For givenδ > 0 letΩ i
δ = {y ∈ Di : dist(y, ∂Di) < δ} and define the map

t i : Ω i
δ → R, y 7→ t-component ofχ i(y)−1.

LEMMA 30. There existδ > 0 andi0 ∈ N such that for alli ≥ i0,

|∇t i(y)| ≥
1

2‖h‖L∞(Ω i
δ)

for all y ∈ Ω i
δ,(7.3)

∇t i(x) · n(x) ≤
−1

‖h‖L∞(Ω i
δ)

for almost allx ∈ ∂D.(7.4)

PROOF. First we compute from (7.2) in Lemma 29 that

∇t i(y) =
1

h(x) · ni(x)
ni(x)+O(dist(y, ∂Di))

wherex = x-component ofχ i(y)−1
∈ ∂Di . If i is sufficiently large and dist(y, ∂Di) ≤ δ

sufficiently small we obtain (7.3). Moreover

∇t i(x) · ni(x) ≤
−1

‖h‖L∞(Ω i
δ)

for all x ∈ ∂Di .

Sinceni ◦Λi → n asi → ∞ for almost allx ∈ ∂D, this implies (7.4). 2
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