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ABSTRACT. — LetAj be a sequence of coercive symmetric matrices inL∞(R2)2×2 with detAj = 1 whichG-
converges toA. We prove that there exists a sequence ofK-quasiconformal mappingsFj which converge locally

uniformly to aK-quasiconformal mappingF such thatA−1
j

◦ F−1
j

G-converges toA−1
◦ F−1. The result is

specific to the two-dimensional case but a similar result holds in dimension 1.
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1. INTRODUCTION

Let K be a fixed real number such thatK ≥ 1. We denote byM(K) the set of 2× 2
symmetric matrices

A = A(x), x ∈ R2,

with L∞(R2) coefficients which satisfy the ellipticity bounds

(1.1) |ξ |2/K ≤ 〈A(x)ξ, ξ〉 ≤ K|ξ |2 a.e.x ∈ R2, ∀ξ ∈ R2.

We denote byM1(K) the subset ofM(K) whose elements satisfy the condition

(1.2) detA(x) = 1 a.e.x ∈ R2.

It is well known thatM(K) is compact with respect toG-convergence ([M], [S1], [T])
and rather surprising thatM1(K) enjoys the same property ([FM]).

Our aim is to prove thatM1(K) enjoys another interesting property: ifAj is a sequence
inM1(K) and if we consider the inverse matricesA−1

j , for a subsequence we may assume
that

Aj
G
→ A and A−1

j

G
→ B−1,

and in generalB is different fromA. Indeed, it is well known that the inverse of theG-
limit does not coincide with theG-limit of the inverses. However, the situation is different
if we allow suitable changes of variables: we prove in the present paper that for every ball
B there exists a sequenceFj of K-quasiconformal mappings in the plane which locally
uniformly converges to aK-quasiconformal mappingF , such that definingÂj andÂ as
Aj andA in the ballB and as the identity outsideB, one has

Â−1
j ◦ F−1

j

G
→ Â−1

◦ F−1.
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Let us emphasize that our result is restricted to the two-dimensional case; a similar result
holds in one dimension, but the result dramatically fails ifd ≥ 3.

2. DEFINITIONS AND PRELIMINARY RESULTS

Let us first recall the definition of theG-convergence (see [S1], [T]) of a sequence of 2×2
symmetric matricesAj = Aj (x) with L∞(R2) coefficients which belong toM(K), i.e.
satisfy (1.1) uniformly inj .

We say that a sequenceAj ∈M(K) G-convergestoA, and write

Aj
G
→ A,

whereA also belongs toM(K), if for every bounded open subsetΩ of R2 and for every
f ∈ L2(Ω) one has

uj ⇀ u weakly inW1,2
0 (Ω),

whereuj andu are defined by{
− div(Aj (x)∇uj ) = f in D′(Ω),

uj ∈ W
1,2
0 (Ω),{

− div(A(x)∇u) = f in D′(Ω),

u ∈ W
1,2
0 (Ω).

One of the main properties of theG-convergence inM(K) is its sequential
compactness: from every sequence of matrices inM(K) one can extract a subsequence
G-converging to a matrix which also belongs toM(K) (see [S1], [T]).

Despite the fact that the condition

detAj (x) = 1 a.e.x ∈ R2

is not necessarily preserved under any familiar weak convergence of the sequenceAj ,
it is preserved underG-convergence (see e.g. [FM]). So the subsetM1(K) of M(K)

consisting of matrices with determinant equal to one isG-closed. This result is specific to
the two-dimensional case.

Let us now recall the definition ofK-quasiconformal mappings (still in the two-
dimensional setting; see [AIM]).

We say thatF is aK-quasiconformal mappingif F : R2
→ R2 is a homeomorphism

with F andF−1 in W1,2
loc (R

2
; R2) such that

(2.1) |DF(x)|2 ≤

(
K +

1

K

)
J (x, F ) a.e.x ∈ R2,

where|DF(x)| stands for the Hilbert–Schmidt norm of the differential matrixDF(x) ∈

R2×2 andJ (x, F ) for the Jacobian determinant ofF , i.e.

J (x, F ) = detDF(x).
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3. MAIN RESULT

LetAj be a sequence of matrices such that

(3.1) Aj ∈M1(K), Aj
G
→ A;

then, as mentioned in Section 2,A ∈M1(K). Fix a ballB in R2 and define the matrices
Âj andÂ by

Âj (x) =

{
Aj (x), x ∈ B,

I, x /∈ B,
Â(x) =

{
A(x), x ∈ B,

I, x /∈ B.

Our main result is as follows.

THEOREM 3.1. Under assumption(3.1), there exists a sequenceFj ofK-quasiconformal
mappings which satisfies

(3.2) Fj → F locally uniformly,

with F aK-quasiconformal mapping, such that

(3.3) Â−1
j ◦ F−1

j

G
→ Â−1

◦ F−1.

PROOF. SinceÂj ∈ M1(K), by the so-called measurable Riemann Mapping Theorem
([IM]) there exists a uniqueK-quasiconformal mappingFj : R2

→ R2 such that
Fj (0,0) = (0,0), Fj (1,0) = (1,0), Fj (∞) = ∞ and

(3.4) Âj (x) = J (x, Fj ) (DFj )
−1(x) t(DFj )

−1(x),

wheretD andD−1 denote the transpose and the inverse of the matrixD. Note that a matrix
A of the form

A(x) = J (x, F ) (DF)−1(x) t(DF)−1(x) a.e.x ∈ R2

(whose determinant is always equal to 1) belongs toM1(K) if and only if condition (2.1)
holds true: indeed, since the Hilbert–Schmidt norm of the matrixD is given by

|D|
2

= trD tD,

the distortion inequality

|D|
2

≤

(
K +

1

K

)
detD

is equivalent to

tr

(
D tD

detD

)
≤ K +

1

K
;

if λ and 1/λ are the eigenvalues ofD tD/detD (this matrix is always symmetric, non-
negative and with determinant 1), then the last inequality is equivalent to

λ+
1

λ
≤ K +

1

K
,

and to 1/K ≤ λ ≤ K.
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Since the mappingFj is K-quasiconformal for everyj , there exists (see [GIKMS,
Lemma 5.2]) a subsequenceFjh and aK-quasiconformal mappingF such thatF(0,0) =

(0,0), F(1,0) = (1,0), F(∞) = ∞ and

(3.5) Fjh → F locally uniformly.

By a result of S. Spagnolo ([S2, Theorem 2], see also [F]) one has

(3.6) J (x, Fjh) (DFjh)
−1(x) t(DFjh)

−1(x)
G
→ J (x, F ) (DF)−1(x) t(DF)−1(x).

SinceÂj G-converges toÂ by the local character ofG-convergence, we have

(3.7) Â(x) = J (x, F ) (DF)−1(x) t(DF−1)(x) a.e.x ∈ R2.

Let us now show that the whole sequenceFj locally uniformly converges toF . Indeed,
let Fjk be any subsequence ofFj . By Lemma 5.2 of [GIKMS] we can extract fromFjk a
further subsequence still denoted byFjk such that

Fjk → F̂ locally uniformly,

where F̂ is aK-quasiconformal mapping which satisfiesF̂ (0,0) = (0,0), F̂ (1,0) =

(1,0), F̂ (∞) = ∞. Again by Spagnolo’s result we deduce that

(3.8) A(x) = J (x, F̂ ) (DF̂ )−1(x) t(DF̂−1)(x) a.e.x ∈ R2.

Since the matrices of the right-hand sides of (3.7) and (3.8) coincide, there exists (see [LV])
a Möbius transformationH such that

(3.9) F̂ = H ◦ F.

In complex notation, a M̈obius transformation can be written as

H(z) =
az+ b

cz+ d
, z ∈ C,

for somea, b, c, d in C. In the same notation we have

F(0) = 0, F (1) = 1, F (∞) = ∞,

and
F̂ (0) = 0, F̂ (1) = 1, F̂ (∞) = ∞,

which together with (3.9) implies that

H(z) = z,

and therefore thatF = F̂ . This implies that the whole sequenceFj converges toF .
Applying the chain rule in (3.4) allows one to write

(3.10) Â−1
j ◦ F−1

j (y) = J (y, F−1
j ) t(DF−1

j )−1(y) (DF−1
j )−1(y).
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Since the inverse mappingsF−1
j are alsoK-quasiconformal and satisfy

F−1
j → F−1 locally uniformly,

applying once more Spagnolo’s result, we infer that the sequence of matrices defined by
the right-hand side of (3.10)G-converges to

J (y, F−1) t(DF−1)−1(y)(DF−1)−1(y),

which coincides with the matrix̂A−1
◦ F−1. This proves the desired result. 2

4. THE ONE-DIMENSIONAL CASE

In this section we consider the one-dimensional case for which we prove a result similar
to Theorem 3.1. Letaj ∈ L∞(R) be a sequence of measurable functionsaj : R → R
satisfying the uniform bounds

(4.1) 1/K ≤ aj (x) ≤ K a.e.x ∈ R,

whereK ≥ 1 is a given constant. Up to a subsequence we may assume that

aj ⇀ a in σ(L∞, L1),(4.2)
1

aj
⇀

1

b
in σ(L∞, L1),(4.3)

for some functionsa, b ∈ L∞(R) with

1/K ≤ b(x) ≤ a(x) ≤ K a.e.x ∈ R.

Actually b(x) may be strictly less thana(x).
Nevertheless, the composition with suitable changes of variablehj : R → R allows

the inverses ofaj to weakly converge to the inverse ofa.

THEOREM 4.1. Let aj ∈ L∞(R) be a sequence satisfying(4.1) and (4.2). Then there
exists a sequence of increasing homeomorphismshj : R → R which are uniformly
Lipschitz continuous together with their inverses and which converge locally uniformly
onR to a homeomorphismh : R → R such that

(4.4)
1

aj (h
−1
j )

⇀
1

a(h−1)
in σ(L∞, L1).

PROOF. Define

(4.5) hj (s) = cj

∫ s

0
aj (t) dt ∀s ∈ R,

wherecj > 0 is a sequence of constants which converges to somec > 0. Then

hj (s) → h(s) = c

∫ s

0
a(t) dt ∀s ∈ R,

and also locally uniformly, becausehj is bounded inW1,∞
loc (R).
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By the chain rule, the inverseh−1
j of hj is given by

(4.6) h−1
j (σ ) =

∫ σ

0

1

cjaj (h
−1
j (τ ))

dτ ∀σ ∈ R.

Since the sequenceh−1
j is bounded inW1,∞

loc (R) and since the sequencehj converges toh,
one has

h−1
j (σ ) → h−1(σ ) ∀σ ∈ R

whereh−1 is given by

(4.7) h−1(σ ) =

∫ σ

0

1

ca(h−1(τ ))
dτ.

Sinceh−1
j is bounded inW1,∞

loc (R), h−1
j also weak star converges toh−1 inW1,∞

loc (R). The
weak star convergence of the derivatives, namely

(h−1
j )′ ⇀ (h−1)′ in σ(L∞, L1),

implies (4.4) in view of (4.6) and (4.7), sincecj converges toc. 2

REMARK 4.1. One could think that the definition (4.5) ofhj is the only possible choice
in order to have (4.4) when (4.1) and (4.2) hold true, or in other words thathj is uniquely
determined up to the multiplicative constantcj . We will prove in this remark that in general
this is not the case, and that there are many other choices of functionshj which satisfy (4.4)
and the assumption of Theorem 4.1.

Observe indeed that (4.4) is equivalent to∫ σ

0

1

aj (h
−1
j (τ ))

dτ →

∫ σ

0

1

a(h−1(τ ))
dτ ∀σ ∈ R.

By the changes of variableh−1
j (τ ) = t , this can be rewritten as

(4.8)
∫ h−1

j (σ )

0

h′

j (t)

aj (t)
dt →

∫ h−1(σ )

0

h′(t)

a(t)
dt.

Sinceh−1
j tends toh−1 locally uniformly, (4.8), and therefore (4.4), is equivalent to

∫ s

0

h′

j (t)

aj (t)
dt →

∫ s

0

h′(t

a(t)
dt ∀s ∈ R,

that is, to

(4.9)
h′

j

aj
⇀

h′

a
in σ(L∞, L1).
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To prove that (4.5) is not the only possible choice forhj , let us now consider the following
example. Letaj andh′

j be given by

aj (x) = ϕ(jx), h′

j (x) = ψ(jx), hj (0) = 0,

whereϕ andψ are the periodic functions of period 1 defined on(0,1) by

ϕ(y) = Aχ(0,1/3)(y)+ Bχ(1/3,2/3)(y)+ Cχ(2/3,1)(y),

ψ(y) = Xχ(0,1/3)(y)+ Yχ(1/3,2/3)(y)+ Zχ(2/3,1)(y),

where χ(a,b) denotes the characteristic function of the interval(a, b) and where
A,B,C,X, Y,Z are strictly positive constants. Thenaj satisfies (4.1) and (4.2) for some
K ≥ 1 and fora given by

a(x) =
1

3
(A+ B + C).

The functionshj : R → R are increasing homeomorphisms which are uniformly Lipschitz
continuous together with their inverses, and which converge locally uniformly onR to the
homeomorphismh : R → R defined by

h′(x) =
1

3
(X + Y + Z), h(0) = 0.

In this example, convergence (4.9), which is equivalent to (4.4), amounts to

(4.10)

1

3
(X + Y + Z)

1

3
(A+ B + C)

=
1

3

(
X

A
+
Y

B
+
Z

C

)
,

since the right-hand side of (4.10) is theσ(L∞, L1) limit of h′

j/aj . Formula (4.10) is
equivalent to

(4.11) Z =
3C(A+ B + C)

2C − (A+ B)

[
1

3

(
X

A
+
Y

B

)
−

X + Y

A+ B + C

]
.

For everyA,B,X, Y > 0, if we chooseC > 0 sufficiently large, then the numberZ
defined by (4.11) satisfiesZ > 0, and all the assumptions of Theorem 4.1 are satisfied. But
in general we do not have (4.5), since this would imply

h′

j (s) = cjaj (s) ∀s ∈ R,

that is,ψ(y) = cϕ(y), an assertion which is false when we chooseX/A 6= Y/B, a choice
which is always possible.
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Numérique et Fonctionnelle 1977–78, Université d’Alger, multicopied 34 pp. English
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Received 26 January 2006,
and in revised form 3 March 2006.

G. Moscariello, C. Sbordone
Dipartimento di Matematica e Applicazioni “R. Caccioppoli”

Universit̀a degli Studi di Napoli “Federico II”
Via Cintia, 80126 NAPOLI, Italy

gmoscari@unina.it
sbordone@unina.it

F. Murat
Laboratoire Jacques-Louis Lions

Bôıte courrier 187
Universit́e Pierre et Marie Curie
75252 PARIS Cedex 05, France

murat@ann.jussieu.fr


	Introduction
	Definitions and preliminary results
	Main result
	The one-dimensional case

